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Abstract—Transfer learning has been used for solving multiple optimization and dynamic multi-objective optimization problems, since transfer learning is able to transfer useful information from one problem to help solving another related problem. This paper aims to investigate when and how transfer learning works or fails in dynamic multi-objective optimization. Through computational analyses on a number of dynamic bi- and tri-objective benchmark problems, we show that transfer learning fails on problems with fixed Pareto optimal solution sets and under small environmental changes. We also show that the Gaussian kernel function used in the existing transfer learning-based method is not always adequate. Therefore, transfer learning should be avoided when dealing with problems for which transfer learning fails and other kernel functions should be used when the Gaussian kernel is inadequate. This paper proposes novel strategies and kernel functions that can be used in such cases. Experimental studies have demonstrated the superiority of our proposed techniques to state-of-the-art methods, on a number of dynamic bi- and tri-objective test problems.
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I. INTRODUCTION

Transfer learning [1] is a kind of machine learning method that is able to transfer the knowledge from a source task to a target task. This inherent characteristic of transfer learning makes it intuitive to apply transfer learning to explore useful experience that have been obtained in one task/problem to solve another related task/problem. The reason is that some similar or related problems/tasks may share some common features, which help to transfer experience from one problem to help solving another problem. As a result, computational resources can be significantly saved when solving similar problems later.

The first attempt at the application of transfer learning to evolutionary computation is by Gupta et. al [2] on a framework of evolutionary multi-tasking optimization (EMT). Subsequently, additional work around transfer optimization for EMT has been proposed. For instance, Da et. al [3] designed an online learning method to seamlessly curb the negative influence of transfer learning in EMT.

Although transfer learning has recently achieved some successes in the field of EMT, it has seldomly been studied in evolutionary multi-objective optimization (EMO). Generally speaking, dynamic multi-objective optimization problems (DMOPs) [4] are a kind of multi-objective optimization problems which involve a series of problems whose objectives change over time. As we normally assume that the changing problems are related, there are good opportunities for the application of transfer learning in dynamic multi-objective optimization (DMO). However, there has been so far only one published paper on DMO, introducing transfer learning-based dynamic multi-objective optimization algorithms (Tr-DMOEAs) [5].

The key challenge in DMO is how to constantly trace a changing Pareto optimal front (POF) and/or Pareto optimal set (POS) before the next environment change [6]. Aiming at this goal, researchers have proposed a prediction-based method [6] [7]. This kind of method predicts what the good solutions in the next environment are after learning the regularity of the environment changes. In most prediction-based approaches, it is implicitly assumed that the evolution of the solutions used to train and test the prediction model obeys a fixed independent and identical probability distribution. However, this is not always true under dynamic environments in optimization, since the environmental changes may result in different evolution patterns over time. Consequently, the prediction model based on the incorrect assumption may cause inaccurate prediction of optimal solutions. Transfer learning, which does not make this assumption, is a good candidate for solving DMOPs if it can learn and exploit the relationship among different problems.

The main idea behind Tr-DMOEAs is to transfer solutions in the Pareto front (POF) of the previous environment to generate an initial population for the next environment. Experimental studies [5] have shown the superiority of Tr-DMOEAs over the state-of-the-art in DMO. However, the results also showed that Tr-DMOEAs does not always work well. It is therefore important to understand why and when transfer learning does not work well. Only after understanding it can we make some improvements regarding transfer learning in DMO.

Considering the general process of transfer learning [1], there are three main components: (1) what to transfer; (2) when to transfer; (3) how to transfer. In terms of the first question, good solutions found for the previous environment are typically aimed to be transferred to the next environment in DMO. However, there are no straightforward answers to the other two questions. This paper thus performs an investigation to answer these two questions, and proposes a new method for
transfer learning in DMO, which overcomes key weaknesses of the existing method [5].

The main contributions of this paper are as follows:

1) A comprehensive computational investigation into transfer learning to find out when transfer learning does and does not work well in DMO. We find that transfer learning does work well on problems with fixed POS and under small environmental changes.

2) A mathematical proof that the Gaussian kernel function in Tr-DMOEA is not ideal; we show that a linear kernel function overcomes the key weakness of the Gaussian kernel function.

3) An improved method of transfer learning in DMO that combines copied solutions from the previous environment and transferred solutions through linear kernels as the test problems, which have 12 bi- and tri-objective problems, there are 20 changes. In order to study the effectiveness of this method, we present how transfer learning works in DMO, and propose to avoid transfer learning when it fails. The main contributions of this paper are as follows:

II. WHEN DOES TRANSFER LEARNING WORK/FAIL IN DMO?

This section analyzes when transfer learning works or fails in DMO, such that some potential improvements can be put forward.

A. Computational Investigation into Transfer Learning in DMO

Generally, whenever a new environment change happens, there is a population that has already been optimized to the previous environment. To check whether transfer learning works, we compare the quality of the following solutions on the new environment: (1) transferred solutions and (2) solutions copied from the previously optimized population. For transfer learning to be considered as successful, (1) should be of at least similar (and ideally better) quality than (2) on the new environment.

The IEEE CEC 2015 Benchmark problems [8] are selected as the test problems, which have 12 bi- and tri-objective problems with different features. For the parameters of these problems, there are 20 changes. In order to study the effectiveness of Tr-DMOEA in different dynamics, there are three dynamics with different severity of change (i.e., \( n_t = 10, 1 \) and 20). They represent the environment changes are medium, large and small, respectively. Within each change, the population is forced to run 50 generations (i.e., \( \tau_t = 50 \)), which enables the population to converge. This corresponds to the parameter settings of C4, C6 and C8 in Table I.

<table>
<thead>
<tr>
<th>( n_t )</th>
<th>( \tau_t )</th>
<th>( \tau' )</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1</td>
<td>10</td>
<td>5</td>
</tr>
<tr>
<td>C2</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>C3</td>
<td>10</td>
<td>25</td>
</tr>
<tr>
<td>C4</td>
<td>10</td>
<td>50</td>
</tr>
<tr>
<td>C5</td>
<td>1</td>
<td>10</td>
</tr>
<tr>
<td>C6</td>
<td>1</td>
<td>50</td>
</tr>
<tr>
<td>C7</td>
<td>20</td>
<td>10</td>
</tr>
<tr>
<td>C8</td>
<td>20</td>
<td>50</td>
</tr>
</tbody>
</table>

\( n_t, \tau_t \) and \( \tau' \) are the severity of change, frequency of change and maximum number of iterations, respectively.

Here, MIGD values for Tr-RMMEDA and RMMEDA are compared. After each environmental change, RMMEDA gets an initial population found in last generation of the previous environment, while Tr-RMMEDA obtains an initial population through transfer learning. These two initial populations are evaluated in the new environment and then used to calculate the IGD values. MIGD values for Tr-RMMEDA and RMMEDA are the average of IGDs under 20 environments. The comparison results are shown in Table II, in which Tr. and Copy mean MIGD values for Tr-RMMEDA and RMMEDA respectively.

It can be observed from the table that transferred solutions are all worse than those from the previous environment on problems HE2, HE7 and HE9, no matter what kinds of changes are present in these benchmark problems. All HE problems have fixed POS. Therefore, it can be concluded that transfer learning fails on problems with fixed POS. For other problems, transferred solutions are better than those copied from the previous environment when \( n_t = 1 \) (C6). Regarding other two
kinds of changes (C4 and C8), cases that transferred solutions are better for C8 are more than those for C4. As a result, transfer learning works better when the environment change is smaller. To sum up, transfer learning works on problems with small changes and with fixed POS.

One reason for this conclusion is that optimal solutions copied from the previous environment will not become so bad in the new environment, when the changes are small. Furthermore, for problems with fixed POS, optimal solutions will always keep optimal. Besides, the existing transfer learning method is not able to transfer good solutions from the source problem to make them still good in the target problem.

B. Avoiding Transfer on Problems with Fixed POS And Small Environmental Changes

Generally, it is unlikely that the error of transferring good solutions from a problem to another problem would be zero. Even if the existing Tr-DMOEA is improved, it is unlikely that the error would become zero. As the copied solutions from the previous environment are very good solutions for situations with small changes or problems with fixed POS, it would be very difficult for transferred solutions to beat the copied ones. Therefore, the most intuitive idea to prevent negative results obtained by transfer learning in such cases would be to prevent using transferred solutions.

It has been computationally shown that transfer learning fails on problems with small changes and fixed POS in DMO. In order to improve the performance of transfer learning in DMO, the most intuitive idea is to avoid transfer learning when it fails. In addition, when transfer learning works well, it should be definitely used. However, it is impossible for algorithms to foresee which problem has fixed POS and when the environmental changes are small. To overcome this problem, after each change, transferred solutions and copied ones from the previous environment are firstly combined together. After that, nondominated sort and crowding distance in NSGA-II [12] are used to rank the combined solutions on the new environment. Lastly, solutions with the population size are selected from the combined population as the initial population.

C. Experimental Studies of the Proposed Strategy

This section analyzes the effectiveness of the strategy proposed in section II-B through experiments. Firstly, all experiment setups are the same as those in Section II-A. The only difference is that we compare the proposed strategy against the original transfer learning approach, to check whether it can improve the MIGD values of the initial populations after the changes.

For each problem with each parameter, Tr-RMMEDA and RMMEDA get initial populations after each change. MIGD is the average of IGDS of initial populations with one run under 20 changes. The better values obtained by the algorithm are highlighted in bold face.

<table>
<thead>
<tr>
<th>Prob.</th>
<th>C4</th>
<th>C6</th>
<th>C8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Methods</td>
<td>Tr.</td>
<td>Copy</td>
<td>Tr.</td>
</tr>
<tr>
<td>FDA4</td>
<td>0.082</td>
<td>0.129</td>
<td>0.098</td>
</tr>
<tr>
<td>FDA5</td>
<td>0.389</td>
<td>0.179</td>
<td>1.294</td>
</tr>
<tr>
<td>FDA5_iso</td>
<td>0.280</td>
<td>0.079</td>
<td>0.708</td>
</tr>
<tr>
<td>FDA5_dec</td>
<td>0.645</td>
<td>0.242</td>
<td>3.006</td>
</tr>
<tr>
<td>DMOP2</td>
<td>11.603</td>
<td>19.331</td>
<td>11.359</td>
</tr>
<tr>
<td>DMOP2_iso</td>
<td>1.551</td>
<td>0.799</td>
<td>35.126</td>
</tr>
<tr>
<td>DMOP2_dec</td>
<td>1.044</td>
<td>2.533</td>
<td>5.182</td>
</tr>
<tr>
<td>DMOP3</td>
<td>0.751</td>
<td>0.472</td>
<td>33.648</td>
</tr>
<tr>
<td>HE2</td>
<td>0.365</td>
<td>0.125</td>
<td>0.187</td>
</tr>
<tr>
<td>HE7</td>
<td>0.309</td>
<td>0.051</td>
<td>0.285</td>
</tr>
<tr>
<td>HE9</td>
<td>0.288</td>
<td>0.238</td>
<td>0.273</td>
</tr>
</tbody>
</table>

For each problem with each parameter, Tr-RMMEDA and RMMEDA get initial populations after each change. MIGD is the average of IGDS of initial populations with one run under 20 changes. The better values obtained by the algorithm are highlighted in bold face.

Table II: MIGD values for Tr-RMMEDA and RMMEDA.

For each problem with each parameter, combined solutions are the initial population introduced in Section II-B, while transferred solutions are the initial population obtained by Tr-RMMEDA in each change. MIGD is the average of IGDS of these initial populations with one run under 20 changes. The better values that the solution set have are highlighted in bold face.

Table III: MIGD of combined solutions and transferred solutions.

III. How Does Transfer Learning Work in DMO?

A. Mathematical Proof that Gaussian Kernels Are Not Ideal

In this section, we briefly introduce the foundations of Tr-DMOEA first. Then the weakness of using the Gaussian kernel will be highlighted. The detailed process of Tr-DMOEA can be found in [5].

In Domain Adaption Learning (DAL) [14], a transfer learning method, it is assumed that a transformation should be found to a latent space where the difference between the distributions of source and target domain is minimized. Once this transformation is found, it can act as a bridge to connect the source domain and the target domain. Then solutions that have been optimized in one domain can be transferred to be good solutions in another domain through this bridge.

The distance between the distributions of the source and target domain can be calculated through the Maximum Mean

For each problem with each parameter, combined solutions are the initial population introduced in Section II-B, while transferred solutions are the initial population obtained by Tr-RMMEDA in each change. MIGD is the average of IGDS of these initial populations with one run under 20 changes. The better values that the solution set have are highlighted in bold face.

Table III: MIGD of combined solutions and transferred solutions.
Discrepancy (MMD) [15], which evaluates the distance between two distributions in the Reproducing Kernel Hilbert Space. Let \( p \) and \( q \) be two Borel probability distributions defined on a domain \( \mathcal{X} \). \( F_S = \{F_{s1}, ..., F_{sm}\} \) and \( FT = \{F_{t1}, ..., F_{tn}\} \) are observations drawn from \( p \) and \( q \). Let \( \mathcal{F} \) be a class of functions \( f: \mathcal{X} \rightarrow \mathbb{R} \). \( f \) can be written as \( f(x) = \langle \phi(x), f \rangle \) in a RKHS, where \( \phi(x): \mathcal{X} \rightarrow \mathcal{H} \). The estimated MMD in RKHS can be calculated as:

\[
MMD(\mathcal{F}, p, q) := \frac{1}{m} \sum_{i=1}^{m} \phi(F_{s_i}) - \frac{1}{n} \sum_{i=1}^{n} \phi(F_{t_i})^2
\]

In Tr-DMOEA, the distribution of the source and target domains in consideration is the distribution of the objective vectors of source and target solutions. Therefore, in Tr-DMOEA, \( FS \) and \( FT \) are the objective vectors of randomly generated solutions in the source environment \( s \) (i.e., the problem before a change) and target environment \( t \) (i.e., the problem after a change), respectively. The function \( \phi \) is defined as \( \phi(F) = W^T \kappa(F) \), where \( W \) is a transformation matrix which maps the objective vector into the latent space, and \( \kappa(F) \) is defined as follows, where \( \kappa(\cdot, \cdot) \) is a kernel function [16]:

\[
\kappa(F) = [\kappa(F_{s1}, F), ..., \kappa(F_{sm}, F), \kappa(F_{t1}, F), ..., \kappa(F_{tn}, F)]^T
\]

Once \( W \) is found, Tr-DMOEA will initialize the population in the target environment with solutions whose objective vectors are close to that of any good solution from the source environment in the latent space. For that, it needs to find solutions \( F_k \) whose objective vector is close to that of a solution \( F_{si} \) from \( \text{POF} \) of the problem in the source environment \( \text{POF}_s \), i.e., whose \( \|\phi(F_{si}) - \phi(F_{tk})\| \) is minimal. We can expand the distance as follows:

\[
\|\phi(F_{si}) - \phi(F_{tk})\| = \|W^T \kappa(F_{si}) - W^T \kappa(F_{tk})\|
\]

\[
= \|W^T[\kappa(F_{si}) - \kappa(F_{tk})]\| = \sum_{j=1}^{d} \left( \phi_j(F_{si}) - \phi_j(F_{tk}) \right)^2
\]

\[
= \sum_{j=1}^{d} \left( \sum_{i=1}^{m+n} W_{ji} \left( \kappa(F_{ti}, F_{si}) - \kappa(F_{ti}, F_{tk}) \right) \right)^2
\]

(2)

in which \( d \) is the dimension of the latent space; \( F = F_s \) when \( i \in [1, m] \) and \( F = F_t \) when \( i \in [m+1, m+n] \).

From the above we can see that the more similar \( \kappa(F_{i}, F_{si}) \) and \( \kappa(F_{i}, F_{tk}) \) are, the smaller the distance in the latent space. In the existing Tr-DMOEA, the used kernel function is the Gaussian kernel:

\[
\kappa(F, F_{tk}) = e^{-(F \cdot F_{tk})^2/(2 \sigma^2)}
\]

(3)

Here, we consider bi-objective problems: \( F_{si} = (F_{s1}^1, F_{s1}^2) \); \( F_{tk} = (F_{t1}^1, F_{t2}^2) \); \( F = (f^1, f^2) \); therefore:

\[
\kappa(F_{i}, F_{si}) - \kappa(F_{i}, F_{tk})
\]

\[
e^{-(F_{si}^1 - F_{tk}^1)^2} (F_{si}^2 - F_{tk}^2)^2 - e^{-(F_{tk}^1 - F_{tk}^1)^2} (F_{tk}^2 - F_{tk}^2)^2
\]

(4)

Then, the difference between \( \kappa(F_{i}, F_{si}) \) and \( \kappa(F_{i}, F_{tk}) \) is the difference between their exponent:

\[
\left| (F_{s1}^1 - F_{tk}^1)^2 + (F_{s1}^2 - F_{tk}^2)^2 \right| - \left| (F_{t1}^1 - F_{tk}^1)^2 + (F_{tk}^2 - F_{tk}^2)^2 \right|
\]

(5)

\[
= \left| (F_{s1}^1 - F_{tk}^1)^2 - (F_{tk}^1 - F_{tk}^1)^2 \right| + \left| (F_{s1}^2 - F_{tk}^2)^2 - (F_{tk}^2 - F_{tk}^2)^2 \right|
\]

(6)

To make eq. (5) minimal, both terms of eq (6) should be minimal. To simplify the analysis, only the first term is considered here. When the first term is equal to 0, it can be re-written as follows:

\[
F_{s1}^1 - F_{tk}^1 = 0 \quad \text{OR} \quad F_{s1}^1 - F_{tk}^1 = F_{tk}^1 - F_{tk}^1
\]

(7)

Therefore, solutions for \( F_{tk}^1 \) are \( (F_{tk}^2) \) is similar as \( F_{tk}^1 \):

\[
F_{tk}^1 = F_{s1}^1 \quad \text{OR} \quad F_{tk}^1 = F_{tk}^1 = 2F_{s1}^1 - F_{s1}^1
\]

(8)

Therefore, objective values of found solutions are close to either those of the solution \( F_{s1} \) from \( \text{POF}_s \) or twice those of randomly generated solutions \( F_{ti} \). The original intention of Tr-DMOEA was to find a solution in the target environment whose objective vector \( F_{tk}^1 \) similar to that of a \( \text{POF}_s \) solution in the latent space (i.e., the first solution in Eq. (8)). However, there is no reason to believe that a solution in the target domain whose objective vector is similar to a random solution from the source domain in the latent space (i.e., the second solution in Eq. (8)) is going to be a good solution.

In this case, the Gaussian kernel function is not the ideal in present version of Tr-DMOEA.

B. Replacing Gaussian Kernel with Linear Kernel

After reviewing present common kernel functions, we find that the linear kernel functions [17] [18] [19] overcome the problem presented by the Gaussian kernel function explained in section III-A. In the following, the details why the linear kernel overcomes this problem are explained.

Here, the simplest linear kernel is used:

\[
\kappa(F, F_{tk}) = F^T F_{tk}
\]

(9)

Therefore,

\[
\kappa(F_{i}, F_{si}) - \kappa(F_{i}, F_{tk}) = F_{i}^T (F_{si}^1 - F_{tk}^1) + F_{i}^T (F_{s1}^2 - F_{tk}^2)
\]

(10)

It can be seen from eq (2) when the distance is minimal, \( \kappa(F_{i}, F_{si}) - \kappa(F_{i}, F_{tk}) \) would be close to 0. In this case, \( F_{si}^1 = F_{tk}^1 \) and \( F_{s1}^2 = F_{tk}^2 \). Therefore, the searched solution \( F_{tk} = (F_{tk}^1, F_{tk}^2) \) will be close to the solution \( F_{si} = (F_{s1}^1, F_{s1}^2) \) in last \( \text{POF}_s \), being a potentially good solution to initialize the population in the target domain.
C. Experimental Evaluation of Different Kernels

In section III-B, it has been mathematically proved that the linear kernel function overcomes the problem of the Gaussian kernel. In order to verify the effectiveness of it from the perspective of experiment, specific experiment will be conducted.

In this experiment, two algorithms will be compared. One is Tr-DMOEA with the Gaussian kernel function. Another is Tr-DMOEA with the linear kernel function. For each algorithm, all the experiment setups are the same as those in Section II-A, including used benchmark problems, algorithm parameter setting, dynamics for changes, performance metric and so on. The comparison results of the Gaussian and linear kernel based Tr-DMOEA are shown in Table IV. In the Table, Gauss. and Lin. represent the Gaussian and linear kernel based Tr-DMOEA, respectively.

<table>
<thead>
<tr>
<th>Prob.</th>
<th>C4</th>
<th>C6</th>
<th>C8</th>
</tr>
</thead>
<tbody>
<tr>
<td>FDA4</td>
<td>0.052</td>
<td>0.082</td>
<td>0.048</td>
</tr>
<tr>
<td>FDA5</td>
<td>0.238</td>
<td>0.390</td>
<td>0.825</td>
</tr>
<tr>
<td>FDA3iso</td>
<td>0.204</td>
<td>0.280</td>
<td>0.628</td>
</tr>
<tr>
<td>FDA3dec</td>
<td>0.404</td>
<td>0.645</td>
<td>0.641</td>
</tr>
<tr>
<td>DMOP2iso</td>
<td>0.006</td>
<td>1.5313</td>
<td>33.085</td>
</tr>
<tr>
<td>DMOP2dec</td>
<td>0.002</td>
<td>0.002</td>
<td>0.087</td>
</tr>
<tr>
<td>DMOP2iso</td>
<td>0.053</td>
<td>1.044</td>
<td>9.107</td>
</tr>
<tr>
<td>DMOP3iso</td>
<td>0.003</td>
<td>0.751</td>
<td>35.076</td>
</tr>
<tr>
<td>HE2</td>
<td>0.115</td>
<td>0.365</td>
<td>0.096</td>
</tr>
<tr>
<td>HE7</td>
<td>0.301</td>
<td>0.308</td>
<td>0.265</td>
</tr>
<tr>
<td>HE9</td>
<td>0.303</td>
<td>0.288</td>
<td>0.297</td>
</tr>
</tbody>
</table>

For each problem with each parameter, Gaussian kernel-based and linear kernel-based Tr-RMMEDA get initial populations after each change. MIGD is the average of IGDs of these initial populations with one run under 20 changes. The better values that the method gets are highlighted in bold face.

It can be seen from the table that when change is small (C8) and medium (C4), Tr-DMOEA with linear kernel function is better than that with Gaussian kernel function except HE9 problem. Plus, when changes are large (C6), there are only 4 out of 12 cases that linear kernel-based Tr-DMOEA is worse than Gaussian kernel-based Tr-DMOEA. As a whole, the linear kernel greatly improves the performance of solution quality after change in the first generation, compared with the Gaussian kernel one. In addition, the Wilcoxon rank sum test with the significance level 0.05 is carried out to indicate significance between results by transferred and combined solutions. MIGD value of Lin. and Gauss. for each problem with one parameter is regarded as one observation data for the test. The result with h = 1 and p = 0.0132 shows that transferred solutions with the linear kernel are significantly better than those with the Gaussian one in the first generation after change.

IV. IMPROVED TRANSFER LEARNING IN DMO

It has been mathematically and experimentally shown that when and how to transfer learning is vital in DOM. Transfer learning fails on problems with stationary POS and when changes are small. The kernel function also matters in Tr-DMOEA, which contributes the idea of replacing the Gaussian kernel with a linear one. Therefore, in order to make improvements on present Tr-DMOEA, this section proposes a novel method for Tr-DMOEA.

A. Proposed Method to Generate An Initial Population

Algorithm 2: Responding strategy based on improved transfer learning. (The highlighted text corresponds to the differences between the original and improved Tr-DMOEA.)

Input: Two DMOPs \( F_s(\cdot) \) and \( F_t(\cdot) \) in the source and target environments; \( P_{OS_s} \) and \( P_{OF_s} \) of the DMOP in the source environment; linear kernel function \( \kappa \)

Output: The responding initial population \( P_{ini} \).

1. Initialization;
2. Randomly sample two solution sets in the search space of problems \( F_s(\cdot) \) and \( F_t(\cdot) \), as \( X_s \) and \( Y_t \);
3. Evaluate \( X_s \) and \( Y_t \) on their own objective functions to get their objective vectors \( F_s \) and \( F_t \);
4. Use \( F_s \) and \( F_t \) as well as the linear kernel function to get the transformation matrix \( W \) [5];
5. Determine target domain solutions \( X_{TR} \), whose fitness is similar to that of the \( P_{OF_s} \) solutions in the latent space. The linear kernel function is used here to map solutions to the latent space;
6. Calculate the objective values of \( X_{TR} \) and \( P_{OS_s} \) on problem \( F_t(\cdot) \);
7. Sort on the combined populations \( X_{TR} \) and \( P_{OS_s} \) through nondominated sort and crowding distance;
8. Select the top \( N \) solutions from the combined population as \( P_{ini} \), where \( N \) is the population size;
9. Return \( P_{ini} \).

The main idea in a DMOEA is to generate an initial population such that the population can quickly reach the new optimum after a change. Therefore, in Tr-DMOEA, an initial population is produced through transferring good solutions from the previous environment. In this section, we present a novel method for Tr-DMOEA.

TABLE V

<table>
<thead>
<tr>
<th>Prob.</th>
<th>C4</th>
<th>C6</th>
<th>C8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Methods</td>
<td>Tr.</td>
<td>Im.Tr.</td>
<td>Tr.</td>
</tr>
<tr>
<td>FDA4</td>
<td>0.082</td>
<td>0.070</td>
<td>0.098</td>
</tr>
<tr>
<td>FDA5</td>
<td>0.389</td>
<td>0.285</td>
<td>1.294</td>
</tr>
<tr>
<td>FDA3iso</td>
<td>0.280</td>
<td>0.344</td>
<td>0.708</td>
</tr>
<tr>
<td>FDA3dec</td>
<td>0.645</td>
<td>0.327</td>
<td>3.006</td>
</tr>
<tr>
<td>DMOP2iso</td>
<td>0.002</td>
<td>0.004</td>
<td>0.082</td>
</tr>
<tr>
<td>DMOP2dec</td>
<td>1.044</td>
<td>0.052</td>
<td>5.182</td>
</tr>
<tr>
<td>DMOP3iso</td>
<td>0.751</td>
<td>0.004</td>
<td>33.648</td>
</tr>
<tr>
<td>HE2</td>
<td>0.365</td>
<td>0.115</td>
<td>0.187</td>
</tr>
<tr>
<td>HE7</td>
<td>0.309</td>
<td>0.309</td>
<td>0.285</td>
</tr>
<tr>
<td>HE9</td>
<td>0.288</td>
<td>0.285</td>
<td>0.213</td>
</tr>
</tbody>
</table>

For each problem with each parameter, the original and improved Tr-RMMEDA get initial populations after each change. MIGD is the average of IGDs of these initial populations with one run under 20 changes. The better values that the method gets are highlighted in bold face.
method that makes use of the strategies proposed in sections II-B and III-B to improve Tr-DMOEA’s solutions in the initial population after the changes. Firstly, in the process of transfer learning, the Gaussian kernel will be replaced with a linear one, as described in section II-B. Secondly, considering that it is difficult to judge when changes are small and which problem has fixed POS for a DMOEA, transferred solutions and solutions copied from the previous environment are combined together, as described in section III-B. The initial population is selected from the combined populations and then regarded as the initial population for the problem in next environment. The detailed procedures of improved Tr-DMOEA are shown in Algorithm I. The differences with regard to the original Tr-DMOEA are highlighted in the pseudocode. This algorithm can be embedded into any population based evolutionary algorithms.

B. Evaluation through Computational Studies

In order to evaluate the effectiveness of the proposed improved Tr-DMOEA, computational studies are conducted in this section. Firstly, we compare the performance of initial population produced by the original transfer learning and improved one in DMO following a similar procedure to that used in Sections II-C and III-C. Then, the performance of populations obtained by several compared methods after optimization is stated. The reason why we are now also comparing the results after optimization is to verify whether the improved Tr-DMOEA helps to solve DMOPs, compared with other state-of-the-arts.

1) Solutions Quality Comparison in the First Generation:

Similar to previous experiments, comparison results of solutions after the change produced by the original and improved Tr-RMMEDA are shown in Table V. Experimental setup is the same as those in Section II-A. It can be observed from the table that results of the improved Tr-RMMEDA are better than the original one on most of investigated problems. In addition, the Wilcoxon rank sum test with the significance level 0.05 is carried out to indicate significance between results obtained by transferred and combined solutions. MIGD value of Tr. and ImTr. for each problem with one parameter is regarded as one observation data for the test. The result with $h = 1$ and $p = 0.0269$ shows that the transferred solutions through the original Tr-DMOEA are significantly better than those through the improved Tr-DMOEA in the first generation after change.

2) Solutions Quality Comparison after Optimization: Here, the experiment is conducted to verify the effect of the proposed method at the final generation after the changes. The CEC 2015 Benchmark problems [8] are selected as the test problems. For the parameters regarding the dynamics of these problems, all parameters shown in Table I are used. It aims to show the performance of all compared methods under different dynamics. There are 20 environmental changes. The population is force to run 50 generations at the beginning of the algorithm, which enables the population to converge.

Experimental setup is as follows:

1) Population size $N$ is set as 200, as in previous work [5];

2) Three investigated population-based algorithms, the fast and elitist multi-objective genetic algorithm (NSGA-II) [12], multi-objective particle swarm optimization algorithm (MOPSO) [20] and regularity model-based multi-objective estimation of distribution algorithm (RMMEDA) [9], are regarded as the optimization algorithms. The DMOEAs with the original transfer learning are termed as Tr-DMOEA. Similarly, DMOEAs with proposed method are written as ImTr-DMOEA.

3) Compared algorithms: For each ImTr-DMOEA, there are three compared DMOEAs: the original Tr-DMOEA, the static MOEA (COPY-DMOEA) and one with ran-
In general, it is clear from Tables VI-VII that transfer learning is better than the original Tr-NSGA-II. That is why the improved Tr-NSGA-II is worse than the original Tr-NSGA-II.

Inverted Generation Distance (IGD) is used to assess the performance of two solutions sets, which can measure the convergence and diversity of a solution set, while from different aspects. At the last generation of each change, every algorithm will get a Pareto optimal front on each problem. The POF is used to calculate the IGD values. MIGD is the average of IGD values under 20 changes. Therefore, MIGD results of four compared DMOEAs with RMMEDA and NSGA-II on all test problems are shown in Tables VI-VII. Due to space limitations, the table showing MIGD results of four compared DMOEAs with MOPSO is omitted here and put in a supplementary material, which can be found in http://www.escience.cn/people/gruan/index.html. The results obtained by four DMOEAs with MOPSO are similar to those with RMMEDA.

Additionally, in order to show the significant superiority of the proposed method to other algorithms, Friedman and Nemenyi statistical tests are conducted on all benchmark problems regarding MIGD of 12 algorithms (4 responding strategies with 3 EAs). The MIGD value obtained by a given algorithm on one problem with one parameter setting is regarded as an observation to compose that algorithm’s group for the test, following Demsar’s guidelines [13]. Therefore, there are 96 (12 problems and 8 parameters) observations in each group. Friedman detects significant differences in average accuracy with a p-value of 1.3726e-55. The Nemenyi post-tests are shown in Figure 1, and are discussed over the next subsections. According to the test, average accuracy of the ImTr-RMMEDA is significantly better than that of the other approaches except Tr-RMMEDA and ImTr-MOPSO.

a) Impact of EAs on Different DMOEAs: Some DMOEAs with different EAs have different performance, while others have the similar performance, which can be seen from Figure 1. As a whole, MIGD values that RMMEDA obtains are better than those from MOPSO in most cases regarding all problems and different dynamics, while NSGA-II gets the worst MIGD results. For example, for problem FDA4 with the parameter setting C2, each DMOEA with RMMEDA has better MIGD than that of NSGA-II, no matter what the MIGD order of different DMOEAs with the same EA. This shows that RMMEDA are more suitable to solve these DMOPs than other two EAs. The above observations are confirmed by the Friedman and Nemenyi tests in Figure 1.

When transferred solutions are not converged, solutions with Gaussian kernel-based transfer have better diversity, enabling better results to be achieved after the change than when using linear kernel. That is why the improved Tr-NSGA-II is worse than the original Tr-NSGA-II.

b) Performance of DMOEAs on Different Benchmarks: In general, it is clear from Tables VI-VII that transfer learning based DMOEAs are all better than static MOEAs and DMOEAs with random initial population. This shows that transferred solutions can maintain the balance of convergence and diversity to some degree, compared with static MOEAs and random DMOEAs. When comparing the performance of Tr-DMOEAs and ImTr-DMOEAs, ImTr-DMOEAs are basically better than Tr-DMOEAs. Specifically, for HEs problems, ImTr-DMOEAs are all better than Tr-DMOEAs except HE2 and HE7 when the EA is NSGA-II. This shows that transfer learning based DMOEA with the linear kernel and combined solutions is more capable of solving DMOPs with fixed POS.

Regarding tri-objective optimization problems, ImTr-DMOEAs perform better than Tr-DMOEAs on FDA5ad and FDA5uc while worse than Tr-DMOEAs on FDA4 and FDA5. This implies that the improved Tr-DMOEAs can solve tri-objective problems with complex property such as isolated or deceptive POF. For DIMP2 whose decision variable has its own rate of change, it is difficult for any algorithm to solve, compared with other problems. The original Tr-DMOEAs show its superiority on this problem. In terms of other bi-objective problems, the Tr-DMOEAs with linear kernel function are all superior to those with the Gaussian kernel. This demonstrates that the improved Tr-DMOEAs is better capable of solving tri-objective problems except the one with very complicated features like DIMP2, for which all algorithms struggle.

c) Influence of Dynamics on Tr-DMOEAs: Overall, it is clear from Tables VI-VII that MIGD values obtained by all DMOEAs become better with the increase of changing frequency, when they are under same changing severity. The reason is obvious, which is that the more the iterations within each change, the better the performance. Additionally, no matter what kind of changing sizes are, two kinds of Tr-DMOEAs are all better than the random and static ones. The only difference between the original and the improved Tr-DMOEAs is their performance with different EAs, which has been introduced in section IV-B2a. Therefore, it can be concluded that the improved Tr-DMOEAs can address most investigated problems no matter what kinds of dynamics are, as long as solutions before the change have been converged.

V. Conclusion

This paper studies transfer learning in DMO, analyzing when and how transfer learning works in DMO. It has been computationally observed that transfer learning works poorly on problems with fixed POS and when environmental changes
are small. It has also been shown that the Gaussian kernel function in the existing method Tr-DMOEA [5] is inadequate for DMO. Based on these two observations, a new method has been proposed regarding avoiding transfer learning when it fails and replacing the Gaussian kernel with a linear one. Experimental results have shown that our proposed method is effective in solving DMOPs, compared with other state-of-the-art algorithms.

In the future, a potential work is to find another kernel function that can achieve non-linear transfers but does not have the weakness of the Gaussian kernel. In addition, other transfer learning methods in the field of machine learning can also be studied to solve DMOPs. At last, it is important to explore real-world applications of transfer learning based DMO, e.g., in smart manufacturing and smart logistics.
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