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Abstract—In software testing, optimal testing resource allocation problems (OTRAPs) are important when seeking a good trade-off between reliability, cost, and time with limited resources. There have been intensive studies of OTRAPs using multi-objective evolutionary algorithms (MOEAs), but little attention has been paid to the constraint handling. This paper comprehensively investigates the effect of the constraint handling on the performance of nondominated sorting genetic algorithm II (NSGA-II) for solving OTRAPs, from both theoretical and empirical perspectives. The heuristics for individual repairs are first proposed to handle constraint violations in NSGA-II, based on which several properties are derived. Additionally, the z-score based Euclidean distance is adopted to estimate the difference between solutions. Finally, the above methods are evaluated and the experiments show several results. 1) The developed heuristics for constraint handling are better than the existing strategy in terms of capacity and coverage values, which suggests that NSGA-II-TRA could obtain more and higher-quality testing-time allocation schemes, especially for large, complex datasets. 2) The z-score operation obtains better diversity values and reduces repeated solutions. 3) The modified NSGA-II for OTRAPs (called NSGA-II-TRA) performs significantly better than the existing MOEAs in terms of capacity and coverage values, which suggests that NSGA-II-TRA could obtain more and higher-quality testing-time allocation schemes, especially for large, complex datasets. 4) NSGA-II-TRA is robust according to the sensitivity analysis results.
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I. INTRODUCTION

SOFTWARE testing, which aims to detect software failures, discover and correct defects, and thus achieve software quality for customer satisfaction, has played an essential role in the validation and verification of output in the software development industry [1]. Specifically, in the popular parallel-series modular software systems [2], [3], many parallel and serial modules need to be assigned available resources to cope with the testing. However, the number of possible tests for even simple modules is practically infinite. Accordingly, a natural and important issue in software testing is how to efficiently allocate the finite testing resources to modules. That is, finding an optimal testing resource allocation scheme for various modules to maximize the overall reliability of the entire software system. This is also known as Optimal Testing Resource Allocation Problems (OTRAPs) [4].

From a technical perspective, OTRAPs have been studied extensively. Most early research in this area addressed single-objective optimization problems, such as maximizing the reliability with a cost constraint [5], [6], minimizing the cost with the constraints on the reliability and time [7], [8], and minimizing the testing time with the required reliability [9], [10]. Nevertheless, the traditional linear programming or dynamic programming are mostly impractical for large-scale problems because of their computational complexity. Moreover, it is impossible for the final single solution to be optimal in terms of reliability, cost, and time altogether.

Recently, especially over the last decade, with the development of search-based software engineering, metaheuristic search techniques are applied to the difficult software engineering problems and to find near-optimal or good-enough solutions [11]–[16]. Particularly, researchers and practitioners have become deeply involved in OTRAPs with respect to multi-objective evolutionary algorithms (MOEAs) [17]–[22], such as harmonic distance based non-dominated sorting genetic algorithm II (called HaD-MOEA) [18] and multi-objective differential evolution on the basis of weighted normalized sum (WNS-MODE) [21]. These algorithms were expected to seek a good trade-off between reliability, cost, and time under the given time threshold, in which the system reliability is as high as possible, the consumed testing cost and time are as low as possible. Although these algorithms provided a lot of additional choices in comparison with the single-objective approaches, they ignored an important question: whether each solution is feasible? In essence, it is both impossible and unrealistic for the finite time to satisfy the testing needs of all the modules. Consequently, in these algorithms, there may exist a large number of infeasible solutions that violate the given time constraint. However, to the best of our knowledge, the constraint handling for repairing infeasible solutions in solving OTRAPs is quite limited.

In multi-objective approaches to OTRAPs, the constraint handling plays a valuable role in their exploration and exploitation. The fact was first mentioned in [17] and further discussed...
in [18], [19], [21]. Typically, in HaD-MOEA [18] and WNS-MODE [21], if the time threshold is violated in a solution, the infeasible solution will be repaired and migrated randomly into the feasible region of the search space by reducing each element value of the solution vector. However, no attempts have been made to link up the solution repairs with the nature of the used MOEAs themselves. Specifically, if infeasible solutions have to be repaired, would the repairs influence the balance between exploration and exploitation, and destroy the useful evolutionary information in solutions? Unfortunately, there is no theoretical analysis found to support the validity of such a direct reduction operation.

In addition to the above, the three optimization objectives reliability, cost, and time in OTRAPs have different scales and distributions. When estimating the difference between solutions, if we directly adopt the original solution samples, the difference calculation will mainly depend on the value of the testing time. Note that in OTRAPs, the system reliability which has the smallest value range is the most important, and thus it is inevitable that error will be incurred. In such a case, HaD-MOEA [18] and WNS-MODE [21] still simply summed the absolute normalized difference in each objective value of two individuals. This distance-estimation approach cannot reflect the true neighbor relationship among individuals in Euclidean space, when the number of objectives is equal to three or more.

To address these shortcomings, this paper takes into account the simple nondominated sorting genetic algorithm II (NSGA-II) [23] and investigates the potential constraint violations in the crossover and mutation operators, based on which heuristics for constraint handling are proposed. Our research findings suggest that the heuristics are computationally simple and maintain the original evolutionary characteristics in solutions. Thus, we recommend that the constraint handling in solving OTRAPs should be favorably combined with the evolutionary operators of the selected MOEAs. In addition, the Euclidean distance calculated on the standardized data has been frequently used to evaluate the difference between solutions [24]–[26]. In this paper, we adopt the most common z-scores in mathematical statistics [27] to make each objective value in solution samples have the same trend before calculating the Euclidean distance. Our experimental results on four parallel-series modular software systems with gradual complexities show that the improved NSGA-II for OTRAPs (called NSGA-II-TRA) outperforms the existing MOEAs on the capacity, coverage, and pure diversity values. This means that NSGA-II-TRA should be able to obtain superior testing-time allocation schemes. Moreover, NSGA-II-TRA seems quite robust from the sensitivity analysis results. This paper makes the following contributions.

1) A group of novel heuristics for constraint handling in the process of crossover and mutation operations are proposed. Compared with the existing work, the heuristics only repair the element values that cause the constraint violation rather than all the element values in the solution vector.

2) A theoretical analysis of the constraint handling is carried out, where several theorems are derived to provide evidence that the constraint handling maintains the previous evolutionary tendency of solutions.

3) The z-scores are adopted to standardize the solution samples with different scales of the reliability, cost, and time. Then, the standardized Euclidean distance is used to estimate the neighbor relationship among individuals instead of the traditional 1-normal distance in NSGA-II.

The remainder of this paper is organized as follows. We first recall the multi-objective optimization model for OTRAPs in Section II. In Section III, we present our NSGA-II based search algorithm (i.e., NSGA-II-TRA) for OTRAPs, showing how NSGA-II-TRA initializes individuals, how NSGA-II-TRA repairs the infeasible individuals in the crossover and mutation operators to ensure the constraints and also preserve the evolutionary trend, and how NSGA-II-TRA standardizes the solution samples. After that, Section IV introduces performance metrics, provides an empirical evaluation of our approaches, and benchmarks NSGA-II-TRA against the existing algorithms for OTRAPs. Finally, Section V concludes this paper and outlines future directions of the research.

II. PROBLEM DESCRIPTION

In software engineering, there mainly exist two popular models for simulating and describing real-world software systems: the parallel-series modular software model [28] and the architecture-based model [9], [10]. The architecture-based model is proposed to characterize the reliability of the object-oriented and component-based software systems by considering the system architecture, which is an important characteristic of the system depending on its operational profile [21]. The parallel-series modular software model is used to assess the reliability in light of the reliability block diagram that shows how the components of the system are reliability-wise connected. Although the parallel-series modular software model does not fully consider the system architecture in realistic applications, it is very simple and straightforward. Accordingly, following the previous work, in this paper we discuss the OTRAPs on the basis of the parallel-series modular software model.

Fig. 1 shows the basic structure of a complex parallel-series modular software system with \( m(m \in \mathbb{N}) \) serial subsystems, \( S_1, \ldots, S_j, \ldots, S_m \). Each subsystem \( S_j (j \in \{1, \ldots, m\}) \) includes \( n_j (n_j \in \mathbb{N}) \) parallel modules, \( M_{1j}, \ldots, M_{nj} \), which are tested separately [28].

In software testing, the available testing resources can be manpower, CPU hours, and executed test-cases [4]. In this
paper, we assume that the available testing resources are the given total testing time \( T^* \), which is a time threshold and can be calculated according to the number of software testers and the working hours of each tester [18], [21]. For example, if 10 testers are available for testing the studied software system and each tester can spend up to 1,000 hours on the testing task, \( T^* = 10 \cdot 1000 = 10,000 \) (hours). We denote \( t_{jk} \) \((k \in \{1, \ldots, n_j\})\) as the possible testing time invested in a module \( M_{jk} \).

The relationship between reliability and testing time can be described by software reliability growth models [29], [30], where the fault removing is generally recognized as a nonhomogeneous Poisson process. In these models, the failure intensity \( \varphi_{jk} \) of module \( M_{jk} \) can be calculated by

\[
\varphi_{jk}(t_{jk}) = a_{jk} \cdot b_{jk} \cdot \exp(-b_{jk} \cdot t_{jk})
\]

where \( a_{jk} \) is the mean value of the total errors in module \( M_{jk} \) and \( b_{jk} \) represents the rate of detected errors in \( M_{jk} \). Given this, the achieved reliability of \( M_{jk} \) can be calculated by

\[
r_{jk}(\lambda|t_{jk}) = \exp[-\varphi_{jk}(t_{jk}) \cdot \lambda]
\]

where \( \lambda \geq 0 \) and denotes the period of workable time or the estimated life of the studied software system.

For a subsystem \( S_j \), there may be \( n_j \) parallel modules to improve its performance. \( S_j \) cannot work only when all the parallel modules in \( S_j \) are unavailable. Therefore, the expected reliability of each \( S_j \) is \( 1 - \prod_{k=1}^{n_j} [1 - r_{jk}(\lambda|t_{jk})] \). Then, according to the multiplication rule, the achieved reliability of the software system is the total reliability of the \( m \) serial subsystems [18], that is,

\[
R = \prod_{j=1}^{m} \left( 1 - \prod_{k=1}^{n_j} [1 - r_{jk}(\lambda|t_{jk})] \right)
\]

The testing cost refers to all the possible software testing expenditures. However, there is no hard and fast rules for prescribing how much software testing cost should be. What we can do is to estimate the amount being spent on testing and measuring quality, as well as the cost of corrections [31]. It is generally accepted that the testing cost consumed in a module \( M_{jk} \) is related to its reliability \( r_{jk} \), and the higher reliability is required, the more testing cost will be consumed [32]. As a consequence, the possible testing cost of module \( M_{jk} \) is usually defined as [18], [32]

\[
C_{jk}[r_{jk}(\lambda|t_{jk})] = c_{1k}^j \cdot \exp[c_{2k}^j \cdot r_{jk}(\lambda|t_{jk}) - c_{3k}^j]
\]

where \( c_{1k}^j \), \( c_{2k}^j \), and \( c_{3k}^j \) control the increment rate of the testing cost corresponding to the reliability of \( M_{jk} \). According to this, the possible total testing cost consumed by the system can be calculated by

\[
C = \sum_{j=1}^{m} \sum_{k=1}^{n_j} C_{jk}[r_{jk}(\lambda|t_{jk})]
\]

Recall the following circumstance from [18], [21]. The cycle of a software development process has become shorter because of the user request. Then, software testers have to shorten the testing phase, even if the system reliability may decrease slightly. In such a case, the total testing time expenditure should be considered. The actual consumed testing time of the system is the total amount of testing time consumed by all the modules in \( m \) serial subsystems [7], [33], that is,

\[
T = \sum_{j=1}^{m} \sum_{k=1}^{n_j} t_{jk}
\]

Taking reliability, cost, and time altogether, we describe the multi-objective optimization model for OTRAPs as the following tri-objective problem.

Maximize: \( R \)
Minimize: \( C \)
Minimize: \( T \)

Subject to:

\[
\sum_{j=1}^{m} \sum_{k=1}^{n_j} t_{jk} \leq T^*
\]

\[
t_{jk} \geq 0
\]

\[
j = 1, \ldots, m
\]

\[
k = 1, \ldots, n_j
\]

where \( \sum_{j=1}^{m} \sum_{k=1}^{n_j} t_{jk} \leq T^* \) is the upper bound constraint and \( t_{jk} \geq 0 \) is the lower bound constraint. Note that here \( t_{jk} \) may be 0 because the scheduled \( T^* \) is limited and cannot satisfy the needs of all the modules. In addition, if \( t_{jk} \) and \( T^* \) are integers, the objective function \( R \) or \( C \) is just a nonlinear resource allocation problem which is NP-Hard [34]. Of course, when \( t_{jk} \) and \( T^* \) are real numbers, the above continuous multi-objective optimization model for OTRAPs also falls in the category of NP-Hard.

### III. Improved NSGA-II for OTRAPs

There have been several attempts [17], [18] at using improved NSGA-II for OTRAPs. However, all such work tackles infeasibility in an arbitrary repair manner and uses unstandardized solution samples to evaluate the difference between solutions. Although there are modern MOEAs [35] in recent years, we prefer to improve the existing NSGA-II because of its simplicity and wider acceptance in many applied areas [36]. Moreover, it would be expected that the constraint handling proposed in this paper can also be used by alternative MOEAs. Specifically, we plan to enhance NSGA-II with more advanced genetic operators and statistical operations so that the improved NSGA-II can solve the constrained multi-objective OTRAPs effectively and efficiently.

For the purpose of illustration, we start by introducing the standard NSGA-II. Next, we show the constraint handling in population initialization, crossover operator, and mutation operator, respectively. After that, we investigate several fundamental properties of the constraint handling. Finally, we show how to use z-scores to standardize solution samples.

#### A. Conventional NSGA-II

The overall structure of the basic NSGA-II [23] is shown in Fig. 2. More specifically, the population is initialized on the basis of the problem range and constraints. Then, the current generation population is sorted fast according to non-domination levels into fronts. An individual is said to dominate
another if the objective functions of this individual is no worse than the other and at least in one of the objective functions this individual is better than the other. In addition to the front rank, the crowding distance is calculated for each individual on the basis of the objective functions to measure how close this individual is to its neighbors, which aims to effectively maintain diversity and spread of solutions. To build up the parent population, the individuals are selected by using a binary tournament selection on the basis of the assigned front rank and the crowding distance. The selected parent population generates an offspring population after the operations of simulated binary crossover and polynomial mutation. Thereafter, the new population which consists of the current generation population and the offspring population is sorted again according to the front rank and the crowding distance. Only the best individuals in the combined population are selected to guarantee elitism and maintained to create the next generation. The algorithm repeats the above steps to precede the population’s evolution until the maximum number of generations to decide termination is reached.

B. Heuristics for Constraint Handling

In constrained multi-objective optimization, the feasibility rules, which strongly favor feasible solutions, are very popular because of their simplicity and flexibility. The feasibility rules are very suitable to be coupled to any sort of selection mechanism relatively easily, but they may cause premature convergence [37], [38]. There are also other studies in which good infeasible solutions in the population are kept to preserve diversity, such as the classical Infeasibility Driven Evolutionary Algorithm (IDEA) [39], [40]. Nonetheless, the replacement process of IDEA requires to calculate the proportion of infeasible solutions to remain in the population for the next generation. Moreover, an additional optimization objective which consists on the constraint violation measure should be added. Thus, this approach will significantly increase the computation pressure.

For multi-objective optimization approaches to OTRAPs, the feasibility rules would be preferred. This is due to the fact that the multi-objective optimization approaches produce a solution set rather than a single solution. In the solution set, there exit a large amount of solutions which have low reliability or high cost. These unacceptable solutions are not available at all for OTRAPs, even if they are feasible. That is, the available region in the whole search space of OTRAPs is very tiny. Those impracticable solutions are equivalent to being “infeasible” for OTRAPs. For this reason, we recommend that all the infeasible solutions for OTRAPs should be repaired by constraint handling. It is expected to create more available solutions in practice so as to match with the original purpose of multi-objective approaches to OTRAPs.

In NSGA-II, the potential constraint violations may exit in the process of population initialization, crossover operator, and mutation operator. When handling the violations, the existing method HaD-MOEA [18] and WNS-MODE [21] changed all the element values in a solution by random reduction. These arbitrary repairs, no doubt, may destroy the important parent information inherited and retained in an individual, and alter the original evolutionary tendency of the individual. Furthermore, the changes of all the element values are prone to reduce the search ability of the algorithm to a simple, random walk and prevent population from converging into the optimal region [41]. Hence, in the next three subsections, we will try to answer the following questions: How to maintain the evolutionary tendency in constraint handling? How to preserve the parent information in individual repairs? And how to achieve a good balance between convergence and diversity in individual repairs?

1) Population Initialization: We use the following one-dimensional real value encoding to represent a possible testing-time allocation scheme.

\[
\begin{bmatrix}
S_1 & S_2 & \ldots & S_j & \ldots & S_m
\end{bmatrix}
\]

where each partition represents a subsystem \( S_j \) and each element denotes the possible testing time \( t_{jk} \) invested in module \( M_{jk} \).

The basic idea of population initialization with constraint handling is shown in Fig. 3, where \( rand(0, T^*) \) represents a random number in \((0, T^*)\) and \( rand(0, 1) \) denotes a random number in \((0, 1)\). Both \( rand(0, T^*) \) and \( rand(0, 1) \) are generated from a normal distribution. As Fig. 3 indicates, if the total amount of the testing time invested in all the modules is bigger than \( T^* \), each \( t_{jk} \) is correspondingly scaled down to ensure that the initialized individual is feasible.

2) Simulated Binary Crossover: The crossover in NSGA-II selects genes randomly from two parents and produces two new offspring combining the information of the two parents.

---

**Fig. 2.** The pseudocode of the most basic NSGA-II.

---

**Fig. 3.** The heuristic for constraint handling in individual initialization.
Assume that $p_1$ and $p_2$ are the selected parents, $t_{jk}^{p_1}$ and $t_{jk}^{p_2}$ are two crossover-gene values in $p_1$ and $p_2$, $o_1$ and $o_2$ are the produced offspring from $p_1$ and $p_2$, and $t_{jk}^{o_1}$ and $t_{jk}^{o_2}$ are two gene values at the same position $jk$ in $p_1$ and $p_2$, respectively. Then, the simulated binary crossover can be given as below [42]:

$$
\begin{align*}
& t_{jk}^{o_1} \leftarrow \tilde{y} - 0.5 \cdot \beta \cdot (y_1 - y_2) \\
& t_{jk}^{o_2} \leftarrow \tilde{y} + 0.5 \cdot \beta \cdot (y_1 - y_2)
\end{align*}
$$

where

$$
\begin{align*}
& y_2 = \max\{t_{jk}^{p_1}, t_{jk}^{p_2}\} \\
& y_1 = \min\{t_{jk}^{p_1}, t_{jk}^{p_2}\}
\end{align*}
$$

and

$$
\tilde{y} = 0.5 \cdot (y_1 + y_2) = 0.5 \cdot (t_{jk}^{p_1} + t_{jk}^{p_2})
$$

From the above, we can obtain

$$
0.5 \cdot (t_{jk}^{o_1} + t_{jk}^{o_2}) = \tilde{y} = 0.5 \cdot (t_{jk}^{p_1} + t_{jk}^{p_2})
$$

This is known as having the average property in which the average of the decoded parameter values is the same before and after the crossover operation [42]. Besides, $\beta \geq 0$ is called the spread factor and is a randomly generated number having the density that the probability of occurrence of $\beta \approx 1$ is more likely than any other $\beta$ value.

The relationship among parents, the spread factor, and children is dedicated in Fig. 4. As can be seen, when $0 \leq \beta < 1$, $t_{jk}^{o_1}$ is enlarged relative to $y_1$ and $t_{jk}^{o_2}$ is reduced relative to $y_2$. Because $y_1$ and $y_2$ are feasible, both $t_{jk}^{o_1}$ and $t_{jk}^{o_2}$ are feasible. When $\beta = 1$, $t_{jk}^{o_1} = y_1$ and $t_{jk}^{o_2} = y_2$, it is clear that $t_{jk}^{o_1}$ and $t_{jk}^{o_2}$ are both feasible. When $\beta > 1$, $t_{jk}^{o_1}$ is shrunk relative to $y_1$ and $t_{jk}^{o_2}$ is enlarged relative to $y_2$. As a result, $t_{jk}^{o_1}$ may violate its lower bound constraint or $t_{jk}^{o_2}$ may violate its upper bound constraint. It should be noted that no matter whether $t_{jk}^{o_1} < 0$ or $t_{jk}^{o_2} > T^*$, when we plan to repair $t_{jk}^{o_1}$ and $t_{jk}^{o_2}$, we must first consider whether adjusting one of the children may make the other violate its constraints. For this purpose, see Fig. 4, we select the minimum interval from $(0, y_1)$ and $(y_2, T^*)$ to deal with the repairs of offspring. Specifically, if $y_1 \leq T^* - y_2$, we first repair $t_{jk}^{o_1}$ in a random manner and then revise $t_{jk}^{o_2}$ according to the average property, namely,

$$
\begin{align*}
& \hat{t}_{jk}^{o_1} \leftarrow \text{rand}(0, y_1) \\
& \hat{t}_{jk}^{o_2} \leftarrow y_1 + y_2 - \hat{t}_{jk}^{o_1}
\end{align*}
$$

where $\text{rand}(0, y_1)$ represents a random number in $(0, y_1)$ with a normal distribution. Similarly, if $y_1 > T^* - y_2$, we repair $t_{jk}^{o_2}$ and $t_{jk}^{o_1}$ on the basis of the same idea:

$$
\begin{align*}
& \hat{t}_{jk}^{o_2} \leftarrow \text{rand}(y_2, T^*) \\
& \hat{t}_{jk}^{o_1} \leftarrow y_1 + y_2 - \hat{t}_{jk}^{o_2}
\end{align*}
$$

where $\text{rand}(y_2, T^*)$ denotes a random number in $(y_2, T^*)$ with a normal distribution.

In addition to the above, another aspect we should not neglect is that in Fig. 4, $t_{jk}^{o_1}$ or $t_{jk}^{o_2}$ may be enlarged relative to $y_1$ or $y_2$, so the sum of gene values in $o_1$ or $o_2$ may violate the upper bound constraint $T^*$, and then $o_1$ or $o_2$ is also infeasible. As a consequence, we still need to check the feasibility of $o_1$ and $o_2$. For the convenience of presentation, we give the following notations, $\tau^{p_1}, \tau^{p_2}, \tau^{o_1}$, and $\tau^{o_2}$ are the corresponding sum of all the gene values in the four individuals $p_1, p_2, o_1,$ and $o_2$, respectively.

![Fig. 4. The relationship among parents, the spread factor, and offspring.](image)

Before checking $\tau^{o_1}$ and $\tau^{o_2}$, two important aspects should be considered. First of all, if $\tau^{o_1} > T^*$, it is certain that $\tau^{o_2} < T^*$ because of the average property

$$
\tau^{o_1} + \tau^{o_2} = \tau^{p_1} + \tau^{p_2} \leq 2 \cdot T^* \tag{3}
$$

Similarly, if $\tau^{o_2} > T^*$, we have $\tau^{o_1} < T^*$. Consequently, if the upper bound constraint is violated, we just need to repair one of $o_1$ and $o_2$ rather than both $o_1$ and $o_2$. What is more, in the process of crossover, only the values of the selected crossover genes in an individual will change. It follows that all the infeasible cases are caused only by the crossover genes, but are irrelevant to other non-crossover genes. Of course, all the repair operations must be done only on the crossover genes to preserve the parent information in offspring. Based on this observation, we introduce some new notations, $\tau^{o_1}$ and $\tau^{o_2}$ are the sums of all the crossover-gene values in $o_1$ and $o_2$, respectively. $T^{o_1}$ and $T^{o_2}$ are the total amounts of the testing time which can be allocated to the crossover genes in $o_1$ and $o_2$, respectively, satisfying

$$
\begin{align*}
& T^{o_1} = T^* - (\tau^{o_1} - \tau^{o_1}) \\
& T^{o_2} = T^* - (\tau^{o_2} - \tau^{o_2})
\end{align*}
$$

where $\eta$ is a scale factor, satisfying $0 \leq \eta \leq 1$, and is used to control the change amplitude of $t_{jk}^{o_1}$ or $t_{jk}^{o_2}$.

Now, if $\tau^{o_1} > T^*$, we have $\tau^{o_1} > T^{o_1}$. According to the average property, the values of the selected crossover genes in $o_1$ and $o_2$ can be repaired as follows:

$$
\begin{align*}
& \hat{t}_{jk}^{o_1} \leftarrow T^{o_1} \cdot (\tau^{o_1} / \tau^{o_1}) \\
& \hat{t}_{jk}^{o_2} \leftarrow T^{o_2} + \hat{t}_{jk}^{o_2} - \hat{t}_{jk}^{o_1}
\end{align*}
$$

where we use $\eta$ to reduce $\hat{t}_{jk}^{o_1}$. Admittedly, if each crossover-gene value in $o_1$ is decreased to too small numbers, the sum of crossover-gene values in the repaired $o_2$ may inevitably be
enlarged excessively because of the average property. Hence, it is possible that the repaired \( o_2 \) may violate the upper bound constraint. Taking the above factor into consideration, we need to figure out the value range of \( \eta \). For the repaired \( o_2 \), the new sum of all the gene values is

\[
\hat{\tau}^{o_2} = \tau_1^{o_2} + \tau_2^{o_2} + \hat{\tau}^{o_2}_\epsilon
\]

where \( \hat{\tau}^{o_2}_\epsilon \) is the new sum of all the crossover-gene values in the repaired \( o_2 \), satisfying

\[
\hat{\tau}^{o_2}_\epsilon = \tau_1^{o_2} + \tau_2^{o_2} - \hat{\tau}^{o_2}_\epsilon
\]

\( \hat{\tau}^{o_1} \) is the new sum of all the crossover-gene values in the repaired \( o_1 \) and can be calculated as follows.

\[
\hat{\tau}^{o_1} = \sum t^{o_1}_{jk} \cdot \eta \cdot \left( T^{o_1}/\tau^{o_1}_\epsilon \right)
\]

\[
= \eta \cdot \left( T^{o_1}/\tau^{o_1}_\epsilon \right) \cdot \sum t^{o_1}_{jk}
\]

\[
= \eta \cdot T^{o_1}_\epsilon
\]

Accordingly,

\[
\hat{\tau}^{o_2} = \tau_1^{o_2} - \tau_2^{o_2} + \tau_1^{o_1} + \tau_2^{o_2} - \eta \cdot T^{o_1}_\epsilon
\]

\[
= \tau_1^{o_2} + \tau_1^{o_1} - \eta \cdot T^{o_1}_\epsilon
\]

To ensure \( \hat{\tau}^{o_2} \leq T^* \), the following should hold:

\[
\tau_1^{o_2} + \tau_1^{o_1} - \eta \cdot T^{o_1}_\epsilon \leq T^*
\]

Accordingly, we have

\[
\eta \geq \left( \tau_1^{o_2} + \tau_1^{o_1} - T^* \right)/T^{o_1}_\epsilon
\]

Note that if \( \tau_1^{o_2} + \tau_1^{o_1} - T^* \leq 0 \), we set \( \eta \leftarrow 0 \) to ensure \( \hat{\tau}^{o_1}_{jk} \geq 0 \). If \( \tau_1^{o_2} + \tau_1^{o_1} - T^* > 0 \), we know that the crossover-gene values in \( o_1 \) cannot be reduced too small. Thus, we set the scale factor \( \eta \) to be \( \max(0, (\tau_1^{o_2} + \tau_1^{o_1} - T^*)/T^{o_1}_\epsilon) \) to control the reduction degree of \( t^{o_1}_{jk} \). Overall, we can rewrite the repair operations as follows:

\[
\begin{align*}
\eta &\leftarrow \max\{0, (\tau_1^{o_2} + \tau_1^{o_1} - T^*)/T^{o_1}_\epsilon\} \\
\hat{t}^{o_1}_{jk} &\leftarrow t^{o_1}_{jk} \cdot \text{rand}(\eta, 1) \cdot (T^{o_1}/\tau^{o_1}_\epsilon) \\
\hat{t}^{o_2}_{jk} &\leftarrow t^{o_2}_{jk} + t^{o_1}_{jk} - \hat{t}^{o_1}_{jk}
\end{align*}
\]

where \( \text{rand}(\eta, 1) \) denotes a random number in \( (\eta, 1) \) which is drawn from a normal distribution. Here we use \( \text{rand}(\eta, 1) \) to promote population diversity.

Similarly, if \( \tau_1^{o_2} > T^* \), we have \( \tau_1^{o_1} < T^* \). Then, \( o_2 \) and \( o_1 \) can be repaired as below:

\[
\begin{align*}
\eta &\leftarrow \max\{0, (\tau_1^{o_2} + \tau_1^{o_1} - T^*)/T^{o_2}_\epsilon\} \\
\hat{t}^{o_2}_{jk} &\leftarrow t^{o_2}_{jk} \cdot \text{rand}(\eta, 1) \cdot (T^{o_2}/\tau^{o_2}_\epsilon) \\
\hat{t}^{o_1}_{jk} &\leftarrow t^{o_1}_{jk} + t^{o_2}_{jk} - \hat{t}^{o_2}_{jk}
\end{align*}
\]

The procedure of constraint handling based simulated binary crossover is presented in Fig. 5, where at most one of the situations \( \tau_1^{o_1} > T^* \) or \( \tau_1^{o_2} > T^* \) will occur.

---

3) Polynomial Mutation: The mutation in NSGA-II changes genes randomly from a parent to produce a new offspring. Assume that \( p \) is the selected parent, \( t^{p}_{jk} \) is the value of the selected mutation gene \( jk \) in \( p \), \( o \) is the produced offspring from \( p \), and \( t^{o}_{jk} \) is the gene value at the same position in \( o \). Then, the polynomial mutation is performed as below [42]:

\[
t^{o}_{jk} \leftarrow t^{p}_{jk} + \delta \cdot T^*
\]

where \( \delta \in (-1, 1) \) is a random number from a polynomial distribution.

It can be observed that \( t^{o}_{jk} \) may be reduced or enlarged relative to \( t^{p}_{jk} \). First, if \( t^{p}_{jk} < 0 \), to maintain the trend of decreasing \( t^{p}_{jk} \), we generate a random positive number from \( (0, t^{p}_{jk}) \) to replace the old \( t^{o}_{jk} \). That is,

\[
\hat{t}^{o}_{jk} \leftarrow \text{rand}(0, t^{p}_{jk})
\]

where \( \text{rand}(0, t^{p}_{jk}) \) is a random number in \( (0, t^{p}_{jk}) \) with a normal distribution. Second, if \( t^{p}_{jk} > T^* \), to maintain the
enlargement tendency of \( t_{jk}^p \), we create a random positive number from \((t_{jk}^p, T^*)\) as a substitute for the previous \( t_{jk}^o \), namely,

\[
t_{jk}^o \leftarrow \text{rand}(t_{jk}^p, T^*)
\]

(8)

where \( \text{rand}(t_{jk}^p, T^*) \) is a random number in \((t_{jk}^p, T^*)\) with a normal distribution.

Even if each \( t_{jk}^o \) in \( o \) is feasible, it is possible that \( o \) may violate the upper bound constraint \( T^* \). This is due to the fact that some mutation-gene values may be enlarged too much. Denote \( \tau^o \) as the sum of all the gene values in \( o \). When \( \tau^o > T^* \), we are in line with the basic principle that we only repair the selected mutation-gene values rather than all the gene values to preserve the parent characteristics in offspring. For further discussions, we give the following notations. \( \tau^o \) is the sum of all the mutation-gene values in \( o \). \( T^o \) is the total amount of the testing time which can be allocated to the mutation genes, satisfying

\[
T^o = T^* - (\tau^o - \tau^e) \geq 0
\]

(9)

Now, if \( \tau^o > T^* \), we reduce all the mutation-gene values in \( o \) according to

\[
t_{jk}^o \leftarrow t_{jk}^o \cdot \text{rand}(0, 1) \cdot (T^o / \tau^o)
\]

(10)

where \( \text{rand}(0, 1) \) is a random coefficient in \((0, 1)\) with a normal distribution and is used to promote diversity.

The detailed procedure of the polynomial mutation with constraint handling is presented in Fig. 6.

Generally speaking, the hurdles in solving OTRAPs arise from the challenge of searching a huge space to locate feasible solutions with acceptable allocation schemes. As mentioned earlier, the reason for this challenge is that for OTRAPs, the feasible and acceptable space is very tiny compared to the whole search space. The above heuristics for constraint handling are designed to keep every individual in the population as feasible as possible. This feasibility rule under tiny feasible space was found to be useful for the search algorithms in [18] and [21]. More specifically, to ensure the quality of the initial solutions, the first heuristic shown in Fig. 3 directs the selected infeasible individuals in the initial population to move to the feasible space randomly. Note that the feasibility of the initial solutions is a basic prerequisite to the evolution of the population, without which the subsequent crossover and mutation operators will be invalidated. The heuristic shown in Fig. 5 ensures the feasibility of each offspring after the crossover operator, which makes the mutation operator workable. Similarly, the heuristic shown in Fig. 6 ensures the feasibility of each offspring after the mutation operator and makes the repeated crossover operator workable. It is clear that the above heuristics in the crossover and mutation operators are interdependent, without one of which the other will be painful and ineffective. The mutual assistance and mutual benefit make the whole population always evolve in tiny feasible space during iterations. Additionally, the two heuristics maintain the previous evolutionary tendency of individuals on the basis of (1), (2), (7), and (8). Moreover, the randomization strategies in (5), (6), and (10) are introduced to promote population diversity.

C. Properties of Constraint Handling

To begin with, we prove that the new \( \hat{t}_{jk}^{o_1} \) and \( \hat{t}_{jk}^{o_2} \) generated by (1) and (2) are feasible and also maintain the previous evolutionary trend. That is, \( \hat{t}_{jk}^{o_1} \) and \( \hat{t}_{jk}^{o_2} \) satisfy the constraints and can still enclose the values of the two parents.

**Theorem 1:** No matter whether \( t_{jk}^{o_1} < 0 \) or \( t_{jk}^{o_2} > T^* \), the new \( \hat{t}_{jk}^{o_1} \) and \( \hat{t}_{jk}^{o_2} \) in (1) and (2) satisfy

\[
0 \leq \hat{t}_{jk}^{o_1} \leq y_1 < y_2 \leq \hat{t}_{jk}^{o_2} \leq T^*
\]

**Proof:** In (1) and (2), as long as \( t_{jk}^{o_1} < 0 \) or \( t_{jk}^{o_2} > T^* \), we repair offspring on the basis of the intervals \((0, y_1)\) and \((y_2, T^*)\). Hence, we will prove the following cases.

Case 1: \( y_1 \leq T^* - y_2 \). From (1), we can easily obtain

\[
0 \leq \hat{t}_{jk}^{o_1} \leq y_1 < y_2 \leq \hat{t}_{jk}^{o_2}
\]

Considering (1) and \( y_1 \leq T^* - y_2 \) altogether,

\[
\hat{t}_{jk}^{o_1} \leq T^* - y_1
\]

Because \( \hat{t}_{jk}^{o_1} \geq 0 \), we have

\[
\hat{t}_{jk}^{o_2} \leq T^*
\]

Case 2: \( y_1 > T^* - y_2 \). According to (2), we can easily find that

\[
\hat{t}_{jk}^{o_1} \leq y_1 < y_2 \leq \hat{t}_{jk}^{o_2} \leq T^*
\]
and
\[ \hat{t}_{jk}^o = y_1 + y_2 - \text{rand}(y_2, T^*) \]
Recalling \( y_1 > T^* - y_2 \), we have
\[ \hat{t}_{jk}^o > T^* - \text{rand}(y_2, T^*) \]
Since \( T^* - \text{rand}(y_2, T^*) \geq 0 \), then
\[ \hat{t}_{jk}^o \geq 0 \]

Similarly, from (7) and (8), it can be directly observed that the new \( \hat{t}_{jk}^o \) satisfies the constraints and maintains the original evolutionary characteristics.

**Theorem 2:** The new \( \hat{t}_{jk}^o \) in (7) has
\[ 0 \leq \hat{t}_{jk}^o \leq t_{jk}^o \leq T^* \]

**Theorem 3:** The new \( \hat{t}_{jk}^o \) in (8) satisfies
\[ t_{jk}^o \leq \hat{t}_{jk}^o \leq T^* \]

Next, we prove that the scale factor \( \eta \) created in (5) or (6) is in \([0, 1]\].

**Theorem 4:** The scale factor \( \eta \) in (5) satisfies \( 0 \leq \eta \leq 1 \).

**Proof:** We show the implications separately. On one hand, in (5), if \( \tau^{o_2} + \tau^{o_1}_e - T^* \leq 0 \), we can easily obtain
\[ \eta = 0 \]
On the other hand, if \( \tau^{o_2} + \tau^{o_1}_e - T^* > 0 \), we have \( \eta > 0 \) because of \( T^{o_1}_e > 0 \). Now, we need to prove \( \eta \leq 1 \). For convenience, here we give a proof by contradiction. We assume that \( \eta > 1 \), then
\[ \tau^{o_2} + \tau^{o_1}_e - T^* > T^{o_1}_e \]
Substituting (4) into the above inequality, we can obtain
\[ \tau^{o_1} + \tau^{o_2} > 2 \cdot T^* \]
which is inconsistent with (3), so we have
\[ \eta \leq 1 \]

**Theorem 5:** The scale factor \( \eta \) in (6) is also in \([0, 1]\].

**Proof:** The result can be proved in the same way as shown in Theorem 4.

In addition, we prove that, in (5) or (6), no matter how greatly the crossover-gene values in \( o_1 \) or \( o_2 \) have been decreased, the sum of all the gene values in the repaired \( o_2 \) or \( o_1 \) will not go beyond \( T^* \). We also prove that the new \( o \) repaired according to (10) satisfies the constraint.

**Theorem 6:** If \( \tau^{o_1} > T^* \), the new \( o_2 \) created by (5) satisfies
\[ \hat{\tau}^{o_2} \leq T^* \]

**Proof:** As mentioned earlier,
\begin{align*}
\hat{\tau}^{o_2} &= \tau^{o_2} - \tau^{o_2}_e + \hat{\tau}^{o_2}_e \\
&= \tau^{o_2} - \tau^{o_2}_e + (\tau^{o_1}_e + \tau^{o_2}_e - \hat{\tau}^{o_1}_e) \\
&= \tau^{o_2} + \tau^{o_1}_e - \hat{\tau}^{o_1}_e
\end{align*}
In (5), if \( \eta = 0 \), we certainly have
\[ \tau^{o_2} + \tau^{o_1}_e - T^* \leq 0 \]
Thus,
\[ \hat{\tau}^{o_2} \leq T^* - \hat{\tau}^{o_1}_e \]
Since \( \hat{\tau}^{o_1}_e \geq 0 \), then
\[ \hat{\tau}^{o_2} \leq T^* \]
If \( 0 < \eta \leq 1 \), from (5) we have
\[ \eta = (\tau^{o_2} + \tau^{o_1}_e - T^*)/T^{o_1}_e \]
In (5), each \( \hat{t}_{jk}^o \) has
\[ \hat{t}_{jk}^o \geq t_{jk}^o \cdot \eta \cdot (T^{o_1}_e / \tau^{o_1}_e) \]
Hence,
\[ \sum \hat{t}_{jk}^o \sum \left[ t_{jk}^o \cdot \eta \cdot (T^{o_1}_e / \tau^{o_1}_e) \right] \]
Since
\[ \sum \hat{t}_{jk}^o = \hat{\tau}^{o_1}_e \]
and
\[ \sum \left[ t_{jk}^o \cdot \eta \cdot (T^{o_1}_e / \tau^{o_1}_e) \right] = \eta \cdot (T^{o_1}_e / \tau^{o_1}_e) \cdot \sum t_{jk}^o \]
we have
\[ \hat{\tau}^{o_2} = \tau^{o_2} + \tau^{o_1}_e - \hat{\tau}^{o_1}_e \]
Recollecting \( \hat{\tau}^{o_2} = \tau^{o_2} + \tau^{o_1}_e - \hat{\tau}^{o_1}_e \), we have
\[ \hat{\tau}^{o_2} \leq T^* \]

**Theorem 7:** If \( \tau^{o_1} > T^* \), the new \( o_1 \) created by (5) satisfies
\[ \hat{\tau}^{o_1} \leq T^* \]

**Proof:** In light of the average property, we have
\[ \hat{\tau}^{o_1} + \hat{\tau}^{o_2} = \tau^{o_1} + \tau^{o_2} \]
From (3), we obtain
\[ \hat{\tau}^{o_1} + \hat{\tau}^{o_2} \leq 2 \cdot T^* \]
From Theorem 6, it is easily obtained that
\[ \hat{\tau}^{o_1} \leq T^* \]

**Theorem 8:** If \( \tau^{o_2} > T^* \), the new \( o_1 \) created by (6) satisfies
\[ \hat{\tau}^{o_1} \leq T^* \]

**Proof:** The proof is similar to Theorem 6.

**Theorem 9:** If \( \tau^{o_2} > T^* \), the new \( o_2 \) created by (6) satisfies
\[ \hat{\tau}^{o_2} \leq T^* \]

**Proof:** The proof is similar to Theorem 7.

**Theorem 10:** If \( \tau^{o_1} > T^* \), the new \( o \) created by (10) satisfies
\[ \hat{\tau}^{o} \leq T^* \]

**Proof:** The sum of all the gene values in the new \( o \) is
From (10), each $\hat{t}_{jk}^o$ has
\[ \hat{t}_{jk}^o \leq t_{jk}^o \cdot (T^o / \tau^o_e) \]
Thus,
\[ \sum \hat{t}_{jk}^o \leq \sum [t_{jk}^o \cdot (T^o / \tau^o_e)] \]
Since
\[ \sum \hat{t}_{jk}^o = \hat{t}_e^o \]
and
\[ \sum [t_{jk}^o \cdot (T^o / \tau^o_e)] = T_e^o / \tau^o_e \cdot \sum t_{jk}^o = T_e^o / \tau^o_e \cdot \tau_e^o = T_e^o \]
then
\[ \hat{t}_e^o \leq T_e^o \]
Therefore,
\[ \hat{t}_e^o \leq \tau^o - \tau_e^o + T_e^o \]
Substituting (9) into the above inequality, we have
\[ \hat{t}_e^o \leq T^* \]

Last, we prove that the proposed heuristics for constraint handling is computationally simple, considering the computational complexity to be the number of the required operations with different values of $m$ and $n_j$.

**Theorem 11:** The worst case complexity of the individual initialization shown in Fig. 3 is $\Theta(n)$.

**Proof:** In Fig. 3, it is clear that there are a total of \( \sum_{j=1}^{m} n_j \) gene values in an individual, so the number of operations required to generate an individual is \( \sum_{j=1}^{m} n_j \). If the sum of all the gene values is bigger than the upper bound constraint, all the gene values will be changed, implying that the number of repair operations is also \( \sum_{j=1}^{m} n_j \). In summary, the total number of operations is between \( \sum_{j=1}^{m} n_j \) and \( 2 \cdot \sum_{j=1}^{m} n_j \). Hence, the worst case complexity of the individual initialization in Fig. 3 is $\Theta(n)$.

**Theorem 12:** The worst case complexity of the simulated binary crossover shown in Fig. 5 is $\Theta(n)$.

**Proof:** In Fig. 5, no matter whether an element is selected as a crossover gene, all the \( \sum_{j=1}^{m} n_j \) gene values in an offspring must be created from the two parents. Thus, the number of operations required to generate two offspring is just \( 2 \cdot \sum_{j=1}^{m} n_j \). For the two offspring, it is possible that each gene value may violate the lower bound constraint or the upper bound constraint, which results in \( 2 \cdot \sum_{j=1}^{m} n_j \) repair operations. Worse, the sum of all the gene values in an offspring would go beyond $T^*$, and thus the two offspring have to be repaired again. To sum up, the total number of operations is between \( 2 \cdot \sum_{j=1}^{m} n_j \) and \( 6 \cdot \sum_{j=1}^{m} n_j \). Accordingly, the worst case complexity of the simulated binary crossover in Fig. 5 is $\Theta(n)$.

**Theorem 13:** The worst case complexity of the polynomial mutation shown in Fig. 6 is $\Theta(n)$.

**Proof:** In Fig. 6, the number of operations required to create an offspring from the selected parent is just \( \sum_{j=1}^{m} n_j \). Moreover, it can be easily observed that the number of possible repair operations for feasibility is at most \( 2 \cdot \sum_{j=1}^{m} n_j \). On the whole, the total number of operations is between \( \sum_{j=1}^{m} n_j \) and \( 3 \cdot \sum_{j=1}^{m} n_j \). It follows that the worst case complexity of the polynomial mutation in Fig. 6 is $\Theta(n)$.

**D. Solution Sample Standardization**

Before calculating the crowding distance between neighbors, we adopt the z-scores [27] in mathematical statistics to standardize the solution samples due to the different scales of $R$, $C$, and $T$. For a population of size $N$, there are $N$ values, $x_1, \ldots, x_N$, for an objective in solution samples, and then each value $x_i$ (with $i \in \{1, \ldots, N\}$) will be standardized as below:

\[ x'_i = \frac{x_i - \bar{x}}{s} \]

where:

\[ \bar{x} = \frac{1}{N} \sum_{i=1}^{N} x_i \]

is the sample mean of the population, and

\[ s = \sqrt{\frac{1}{N-1} \sum_{i=1}^{N} (x_i - \bar{x})^2} \]

is the standard deviation of the population. Note that the value of $x'_i$ represents the fluctuation between the raw score and the population mean in units of the standard deviation, so $x'_i$ may be negative when $x_i$ is below the mean.

Having the normalized solution samples in hand, we first compute the standardized Euclidean distance between any two different individuals on a non-dominated front. Next, the two individuals that have the biggest Euclidean distance are set to the boundary points; if there are several pairs of individuals with the biggest Euclidean distance, set all of them to the boundary points. After that, we estimate the crowding degree of an individual with the harmonic mean distance proposed in [18].

Assume that the standardized Euclidean distances between an individual and its $\kappa$-nearest neighbors are $d_1, d_2, \ldots, d_\kappa$, respectively. If an individual is a boundary point, the crowding distance of this individual will be set to the maximum value; otherwise, the harmonic mean distance associated with this individual can be calculated by [18]

\[ d = \frac{1}{\frac{1}{d_1} + \frac{1}{d_2} + \cdots + \frac{1}{d_\kappa}} \]

It is known that $d$ is able to reach the maximum value if and only if $d_1 = d_2 = \ldots = d_\kappa$ [43]. This means that when an individual and its neighbors are distributed more evenly, the individual will be assigned a bigger crowding distance. This is just in line with the diversity-maintenance goal that we aspire to achieve.

**IV. PERFORMANCE EVALUATION**

In this section, the proposed constraint handling based NSGA-II for OTRAPs (henceforth called NSGA-II-TRA) is compared with existing approaches to OTRAPs. For the sake of illustration, we first introduce the basic parameter settings...
and the appropriate performance metrics. Next, we demonstrate the effectiveness of the constraint handling. Thirdly, we evaluate the z-score operation. After that, we draw a comparison between NSGA-II-TRA, HaD-MOEA [18], and WNS-MODE [21], which are all multi-objective optimization approaches to OTRAPs with different constraint handling techniques. Finally, we conduct sensitivity analysis with respect to the five modular parameters.

A. Parameter Settings and Performance Metrics

Four parallel-series modular software systems with gradual complexities are considered in our experiments: a simple system with 5 sub-systems and 10 modules, a complex system with 6 sub-systems and 14 modules, a large system with 7 sub-systems and 20 modules, and a larger system with 11 sub-systems and 30 modules, as shown in Fig. 7. Compared with the existing work [17], [18], [21], the given four systems in Fig. 7 are significantly large in problem size. This can help us evaluate the efficiency of different algorithms (in particular, the proposed NSGA-II-ERA) more comprehensively and draw a more general conclusion. Following the previous studies, we assume that $T^* = 50,000, \lambda = 50$, $T^* = 70,000, \lambda = 100$, $T^* = 85,000, \lambda = 200$, and $T^* = 150,000, \lambda = 200$ are available for testing the simple, complex, large, and larger systems, respectively.

The modular parameters are recalled from [18] and listed in Table I, where the serial module indicates that this module belongs to a subsystem that has only one module (e.g., $M_{11}$ in Fig. 7(a)) and the parallel module represents that this module belongs to a subsystem with more than one module (e.g., $M_{31}$ in Fig. 7(a)). For each system, we generated 30 different instances randomly from a normal distribution according to the pre-defined intervals in Table I. Besides, to make the comparisons as fair as possible, the baseline settings of all the algorithmic parameters that were recommended in [18], [21] are adopted and shown in Table II.

In [18], [21], the hypervolume indicator is used to evaluate the quality of the whole solution set. However, as mentioned earlier, most of the solutions in the solution set are impracticable and unavailable for OTRAPs. Consequently, measuring the quality of solutions mainly in terms of the valueless solutions that account for the vast majority of all the solutions is very one-sided and biased for OTRAPs. To this end, in this paper, we adopt the classical coverage metric [44] as the main performance measure to compare the quality of solutions obtained by different approaches. Assuming that $A$ and $B$ are the final solution sets achieved by two different MOEAs, a point $a$ in $A$ covers a point $b$ in $B$ if $a$ is not worse than $b$ on any objective. $\zeta(A, B)$ denotes the percentage of set $B$ that is covered by points in $A$. $\zeta(A, B) > \zeta(B, A)$ is used to indicate a win for the algorithm that produces $A$. A series of such tests is counted as statistically significant if an algorithm is the winner suitably often [44]. Besides, OTRAPs are aiming at achieving software reliability for customer satisfaction. Thus, we also adopt the capacity measure [45], namely, the numbers of satisfactory non-dominated solutions. We evaluate the capacity and coverage values of the satisfactory solution sets, regarding solutions whose reliability is higher than the given threshold. Furthermore, good convergence, sometimes, may result in repeated testing allocation schemes or very similar schemes, which are redundant to software testers. Hence, we adopt the norm-based pure diversity metric to evaluate the accumulation of the dissimilarity in the solution set [46].

In our experiments, all the algorithms’ codes are written in VISUAL C++ 2013. Each test instance is repeated for 30 independent runs with different random seeds on a PC with Intel 2.50 GHz CPU and 10 GB of RAM.

---

**TABLE I**  
MODULAR PARAMETERS IN ALL THE NUMERICAL EXPERIMENTS

<table>
<thead>
<tr>
<th>Module</th>
<th>$a_{jk}$</th>
<th>$b_{jk}$</th>
<th>$c^A_{jk}$</th>
<th>$c^B_{jk}$</th>
<th>$c^C_{jk}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Serial</td>
<td>[30.0, 35.0]</td>
<td>[5.8E-3, 6.2E-3]</td>
<td>[3.4, 3.55]</td>
<td>[6.0, 6.2]</td>
<td>[4.0, 4.1]</td>
</tr>
<tr>
<td>Parallel</td>
<td>[200.0, 350.0]</td>
<td>[3.0E-4, 9.0E-4]</td>
<td>[3.4, 3.55]</td>
<td>[6.0, 6.2]</td>
<td>[4.0, 4.1]</td>
</tr>
</tbody>
</table>

---

**TABLE II**  
BASIC ALGORITHMIC PARAMETERS IN ALL THE NUMERICAL EXPERIMENTS

<table>
<thead>
<tr>
<th>Parameter</th>
<th>NSGA-II</th>
<th>HaD-MOEA</th>
<th>WNS-MODE</th>
<th>NSGA-II-TRA</th>
</tr>
</thead>
<tbody>
<tr>
<td>$PS$</td>
<td>200</td>
<td>200</td>
<td>200</td>
<td>200</td>
</tr>
<tr>
<td>$NG$</td>
<td>500</td>
<td>500</td>
<td>500</td>
<td>500</td>
</tr>
<tr>
<td>$CP$</td>
<td>0.9</td>
<td>0.9</td>
<td>0.1</td>
<td>0.9</td>
</tr>
<tr>
<td>$MP/F$</td>
<td>0.1</td>
<td>0.1</td>
<td>1.4</td>
<td>0.1</td>
</tr>
</tbody>
</table>

B. Comparing Different Constraint Handling Techniques

The repair mechanisms in [18] and [21] (henceforth called Existing Strategy) execute the same repair operations to check the whole population after the crossover and mutation operators, respectively. On the contrary, the proposed constraint handling in this paper (henceforth called Our Strategy) is embedded in the whole process of the crossover and mutation operators. Moreover, the two heuristics (shown in Fig. 5 and Fig. 6) for constraint handling in the crossover and mutation operators are as intimate as kins, without one of which the other will lose its effects for the reason that the essential conditions for constraint handling in (3) or (9) may not hold. Accordingly, in this section, we compare the whole constraint handling schemes rather than each single evolutionary operator, using the standard NSGA-II shown in Fig. 2.

To measure the convergence ability, Tables III and IV show the coverage values of the standard NSGA-II on OTRAPs with different numbers of generations (i.e., $NG$), population size (i.e., $PS$), repair strategies, and systems, respectively, regarding the mean and standard deviation values. The better result regarding the mean value between the two compared strategies for each test instance is highlighted in boldface. We used the Wilcoxon rank-sum test [47] at a 0.05 significance level to measure the significance of the differences among the results obtained by the two strategies. It was found that all the differences between the two strategies are statistically significant. Besides, it can be observed that with the increase of $NG$ or $PS$, the coverage values of Our Strategy vs Existing Strategy are much better than those of Existing Strategy vs Our Strategy on almost all the test instances. In particular, on most of the test instances for the complex, large, and larger systems, the coverage values of Existing Strategy vs Our Strategy are almost only half of the corresponding values of Our Strategy vs Existing Strategy. This observation suggests that Our Strategy should be able to keep a better convergence and obtain higher-quality testing-time allocation schemes.

For further illustrations of exploration ability, we select solutions with a high reliability ($R \geq 0.99$) in each test instance to evaluate whether Our Strategy can achieve higher reliability, lower cost, and less time. Tables V and VI show the capacity and coverage values of the two repair strategies, respectively, regarding solutions whose reliability is higher than or equal to 0.99 in all the 30 runs for each test instance. It can be seen that Our Strategy obtains much more satisfactory testing time allocation schemes than Existing Strategy, especially under small $NG$ and $PS$. Additionally, the coverage values of Our Strategy vs Existing Strategy are much greater than those of Existing Strategy vs Our Strategy. On most of the test instances, the satisfactory solutions of Our Strategy can completely cover the solutions of Existing Strategy but not be covered by the latter at all. Our Strategy achieved a very high reliability under lower cost and less time, but Existing Strategy often failed in exploration, especially for the complex, large, and larger systems. As a result, Our Strategy can explore more and higher quality testing time allocation schemes and works much better in promoting convergence than Existing Strategy. An explanation is that Existing Strategy might destroy useful genetic information that should be inherited from parents because of mutating all the gene values in offspring to ensure feasibility. On the contrary, Our Strategy only repairs the gene values that are supposed to be changed.

C. Evaluating the Z-score Operation

Since the z-score operation is adopted to estimate the distance between neighbours more reasonably, in this subsection, we evaluate the diversity of the solution set to analyze the effectiveness of the z-score operation.

To measure the diversity quality, Tables VII and VIII show the pure diversity values [46] of the basic NSGA-II and the z-score operation based NSGA-II on OTRAPs with different numbers of generations, population size, and systems, respectively, regarding the mean and standard deviation values. The results are analyzed using the Wilcoxon rank-sum test [47]. It can be observed that the z-score operation improves the diversity of the solution set on almost all the test instances. When $NG$ is fixed, the improvement becomes greater with the increase of $PS$. When $PS$ is fixed, the improvement has not changed much with the increase of $NG$. This implies that the z-score operation estimates the distance between neighbors more accurately when the population size is bigger. To conclude, the z-score operation reduces the repeated or similar solutions and can provide more information to software testers.

D. Comparing MOEAs

The existing HaD-MOEA [18] and WNS-MODE [21] are both multi-objective optimization approaches and used the constraint handling to improve their performance for solving OTRAPs. In this subsection, on the basis of the termination criterion of 100,000 evaluations, we compared our IR-NSGA-TRA with WNS-MODE and HaD-MOEA to further verify our approaches on OTRAPs.

To measure the convergence quality, the coverage values of IR-NSGA-II, WNS-MODE, and HaD-MOEA on OTRAPs under different instances and software systems are shown in Table IX, which are analyzed using the Wilcoxon rank-sum test [47]. For all the 120 testing instances, the coverage values of IR-NSGA-TRA vs WNS-MODE are far greater than those of WNS-MODE vs IR-NSGA-TRA. In particular, IR-NSGA-TRA covers almost half of the solutions obtained by WNS-MODE on each testing instance, especially in the case of larger system. Besides, the coverage values of IR-NSGA-TRA vs HaD-MOEA are much better than those of HaD-MOEA vs IR-NSGA-TRA on 111 instances, but are inferior on only 2 instances. Thus, we can say that IR-NSGA-TRA outperforms WNS-MODE and HaD-MOEA in terms of convergence on most test instances.

Table X show the capacity and coverage values of IR-NSGA-TRA, WNS-MODE, and HaD-MOEA on OTRAPs under different instances and software systems, respectively, regarding solutions whose system reliability is higher than or equal to 0.99 in all the 30 runs for each test instance. It can be observed that for all the 120 testing instances, the capacity
TABLE III
Covariance Values (Mean and Standard Deviation) of the Basic NSGA-II on OTRAPs under \(NSG = 250\), Different \(PS\), Repair Strategies, and Software Systems

<table>
<thead>
<tr>
<th>(PS)</th>
<th>Simple system</th>
<th>Complex system</th>
<th>Large system</th>
<th>Larger system</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\zeta(A,B))</td>
<td>(\zeta(B,A))</td>
<td>(\zeta(A,B))</td>
<td>(\zeta(B,A))</td>
<td>(\zeta(A,B))</td>
</tr>
<tr>
<td>50</td>
<td>0.2140(9.54%)</td>
<td>0.3697(10.86%)</td>
<td>0.3576(13.10%)</td>
<td>0.3561(11.58%)</td>
</tr>
<tr>
<td>100</td>
<td>0.2035(14.90%)</td>
<td>0.3869(14.68%)</td>
<td>0.3753(16.02%)</td>
<td>0.3817(12.97%)</td>
</tr>
<tr>
<td>150</td>
<td>0.1896(24.60%)</td>
<td>0.3489(24.76%)</td>
<td>0.3576(25.08%)</td>
<td>0.3753(21.97%)</td>
</tr>
</tbody>
</table>

\(A\) and \(B\) denote the solution sets obtained by Our Strategy and Existing Strategy, respectively.

TABLE IV
Covariance Values (Mean and Standard Deviation) of the Basic NSGA-II on OTRAPs under \(PS = 250\), Different \(NG\), Repair Strategies, and Software Systems

<table>
<thead>
<tr>
<th>(NG)</th>
<th>Simple system</th>
<th>Complex system</th>
<th>Large system</th>
<th>Larger system</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\zeta(A,B))</td>
<td>(\zeta(B,A))</td>
<td>(\zeta(A,B))</td>
<td>(\zeta(B,A))</td>
<td>(\zeta(A,B))</td>
</tr>
<tr>
<td>50</td>
<td>0.1960(5.95%)</td>
<td>0.1648(4.50%)</td>
<td>0.3583(12.13%)</td>
<td>0.3181(15.97%)</td>
</tr>
<tr>
<td>100</td>
<td>0.1927(4.68%)</td>
<td>0.1328(3.72%)</td>
<td>0.3224(11.20%)</td>
<td>0.3357(15.83%)</td>
</tr>
<tr>
<td>150</td>
<td>0.2385(5.23%)</td>
<td>0.1335(3.83%)</td>
<td>0.3864(12.78%)</td>
<td>0.3869(11.09%)</td>
</tr>
</tbody>
</table>

\(A\) and \(B\) denote the solution sets obtained by Our Strategy and Existing Strategy, respectively.

TABLE V
Capacity and Covariance Values of the Basic NSGA-II on OTRAPs under \(NSG = 250\), Different \(PS\), Repair Strategies, and Software Systems, Regarding the Solutions Whose Reliability is Higher than 0.99 in All the 30 Runs

<table>
<thead>
<tr>
<th>(PS)</th>
<th>Simple system</th>
<th>Complex system</th>
<th>Large system</th>
<th>Larger system</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\zeta(A,B))</td>
<td>(\zeta(B,A))</td>
<td>(\zeta(A,B))</td>
<td>(\zeta(B,A))</td>
<td>(\zeta(A,B))</td>
</tr>
<tr>
<td>50</td>
<td>0.1400</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>100</td>
<td>0.1417</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>150</td>
<td>0.2181</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
</tbody>
</table>

\(A\) and \(B\) denote the satisfactory solution sets obtained by Our Strategy and Existing Strategy, respectively.

TABLE VI
Capacity and Covariance Values of the Basic NSGA-II on OTRAPs under \(PS = 250\), Different \(NG\), Repair Strategies, and Software Systems, Regarding the Solutions Whose Reliability is Higher than 0.99 in All the 30 Runs

<table>
<thead>
<tr>
<th>(NG)</th>
<th>Simple system</th>
<th>Complex system</th>
<th>Large system</th>
<th>Larger system</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\zeta(A,B))</td>
<td>(\zeta(B,A))</td>
<td>(\zeta(A,B))</td>
<td>(\zeta(B,A))</td>
<td>(\zeta(A,B))</td>
</tr>
<tr>
<td>50</td>
<td>0.1929</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>100</td>
<td>0.2139</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
</tbody>
</table>

\(A\) and \(B\) denote the satisfactory solution sets obtained by Our Strategy and Existing Strategy, respectively.
values of NSGA-II-TRA are far greater than those of WNS-MODE on 111 instances and HaD-MOEA on 103 instances, respectively. In the case of larger system, both WNS-MODE and HaD-MOEA can almost find no satisfactory solution. The coverage values of NSGA-II-TRA vs WNS-MODE are better than those of WNS-MODE vs NSGA-II-TRA on 95 instances. In addition, the coverage values of NSGA-II-TRA vs HaD-MOEA are much better than those of HaD-MOEA vs NSGA-II-TRA on 111 instances in which NSGA-II-TRA can almost completely cover the solutions given by HaD-MOEA.

In brief, NSGA-II-TRA outperforms WNS-MODE and HaD-MOEA on both the quantity and the quality of the available testing-time allocation schemes. However, an important aspect that should not be ignored is that the coverage difference between NSGA-II-TRA and HaD-MOEA which are both developed based on NSGA-II is smaller than that between Our Strategy and Existing Strategy in the first experiment. The reason is that better diversity inevitably brings about a more reason is that better diversity inevitably brings about a more

### TABLE VII

<table>
<thead>
<tr>
<th>PS</th>
<th>Simple system</th>
<th>Complex system</th>
</tr>
</thead>
<tbody>
<tr>
<td>Z-score</td>
<td>Basic</td>
<td>Z-score</td>
</tr>
<tr>
<td>Complex</td>
<td>Basic</td>
<td></td>
</tr>
<tr>
<td>Z-score</td>
<td>Basic</td>
<td></td>
</tr>
<tr>
<td>PS</td>
<td>Large system</td>
<td>Llarger system</td>
</tr>
<tr>
<td>Z-score</td>
<td>Basic</td>
<td>Z-score</td>
</tr>
<tr>
<td>Large system</td>
<td>Basic</td>
<td></td>
</tr>
<tr>
<td>Complex</td>
<td>Basic</td>
<td></td>
</tr>
<tr>
<td>Z-score</td>
<td>Basic</td>
<td></td>
</tr>
</tbody>
</table>

### TABLE VIII

<table>
<thead>
<tr>
<th>NG</th>
<th>Simple system</th>
<th>Complex system</th>
</tr>
</thead>
<tbody>
<tr>
<td>Z-score</td>
<td>Basic</td>
<td>Z-score</td>
</tr>
<tr>
<td>Complex</td>
<td>Basic</td>
<td></td>
</tr>
<tr>
<td>Z-score</td>
<td>Basic</td>
<td></td>
</tr>
<tr>
<td>NG</td>
<td>Large system</td>
<td>Llarger system</td>
</tr>
<tr>
<td>Z-score</td>
<td>Basic</td>
<td>Z-score</td>
</tr>
<tr>
<td>Large system</td>
<td>Basic</td>
<td></td>
</tr>
<tr>
<td>Complex</td>
<td>Basic</td>
<td></td>
</tr>
<tr>
<td>Z-score</td>
<td>Basic</td>
<td></td>
</tr>
<tr>
<td>Instance</td>
<td>(\zeta(A, B))</td>
<td>(\zeta(A, C))</td>
</tr>
<tr>
<td>----------</td>
<td>----------------</td>
<td>----------------</td>
</tr>
<tr>
<td>Simple system</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Large system</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Larger system</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Complex system</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Instance</td>
<td>(\zeta(A, B))</td>
<td>(\zeta(A, C))</td>
</tr>
<tr>
<td>----------</td>
<td>----------------</td>
<td>----------------</td>
</tr>
<tr>
<td>Large system</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Larger system</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Complex system</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Instance</td>
<td>Simple system</td>
<td>Complex system</td>
</tr>
<tr>
<td>----------</td>
<td>---------------</td>
<td>----------------</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Instance</th>
<th>Large system</th>
<th>Larger system</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

A, B, and C denote the satisfactory solution sets obtained by IR-NSGA-II, WNS-MODE, and HAD-MOEA, respectively.
even distribution of solutions and thus reduces the number of repeated and similar solutions to a certain extent. This suggests that excessive pursuit of high diversity values may not be beneficial for MOEAs to solve OTRAPs.

E. Sensitivity Analysis

To evaluate the sensitivity of NSGA-II-TRA with respect to the five modular parameters in Table I, we examine how much the coverage value fluctuates with the increase of the value of the modular parameters in the pre-defined intervals. From 30 independent runs and 100,000 evaluations in each run, the relative changes of the coverage values corresponding to the increases of $a_{jk}$, $b_{jk}$, $c_{1}^{jk}$, $c_{2}^{jk}$, and $c_{3}^{jk}$, respectively, are shown in Fig. 8, in which the coverage value is the percentage of the solutions in the previous case that is covered by the solutions in the current case.

In Fig. 8(a), the initial case is that the values of $a_{jk}$ are 30.0 for each serial module and 200.0 for each parallel module, respectively. The average coverage value changes little and is
often small with the increase of the value of \( a_{jk} \). The reason is that \( a_{jk} \) is the mean value of the total errors in \( M_{jk} \), and with the increase of the value of \( a_{jk} \), the same amount of consumed testing time may result in lower reliability. It means that the obtained solutions under bigger values of \( a_{jk} \) may easily cover the solutions under smaller values of \( a_{jk} \).

In Fig. 8(b), the initial case is that the values of \( b_{jk} \) are 0.0058 for each serial module and 0.0003 for each parallel module, respectively. The average coverage value is often great with the increase of the value of \( b_{jk} \). This is because \( b_{jk} \) is the rate of detected errors in \( M_{jk} \), and with the increase of the value of \( b_{jk} \), the same amount of consumed testing time may produce higher reliability. This implies that the obtained solutions under bigger values of \( b_{jk} \) may easily cover the solutions under smaller values of \( b_{jk} \). Another noteworthy aspect is that the average coverage value in Fig. 8(b) is in a downward trend, which suggests that when \( b_{jk} \) increases to a certain value, it may be difficult for the reliability to be greatly improved. This is due to the fact that the number of possible tests for even simple modules is practically infinite.

In Fig. 8(c), the initial case is that the value of \( c_{1jk} \) is 3.4 for each module. In Fig. 8(d), the initial case is that the value of \( c_{2jk} \) is 6.0 for each module. It can be seen that, in Fig. 8(c) and Fig. 8(d), the average coverage value and its fluctuations are small. An explanation is that with the increase of the value of \( c_{1jk} \) or \( c_{2jk} \), the same amount of consumed testing time may generate higher cost. This means that it is difficult for the obtained solutions under bigger values of \( c_{1jk} \) or \( c_{2jk} \) to cover the solutions under smaller values of \( c_{1jk} \) or \( c_{2jk} \).

In Fig. 8(e), the initial case is that the values of \( c_{3jk} \) are 4.0 for each serial module and 4.9 for each parallel module, respectively. It is clear that the average coverage value in Fig. 8(e) is higher than that in Fig. 8(c) and Fig. 8(d). This is because with the increase of the value of \( c_{3jk} \), the same amount of consumed testing time may bring lower cost, and thus the obtained solutions under bigger values of \( c_{3jk} \) may easily cover the solutions under smaller values of \( c_{3jk} \). However, the average coverage value in Fig. 8(e) is lower than that in Fig. 8(b), which suggests that the effect of \( c_{3jk} \) on testing cost is smaller than that of \( b_{jk} \) on reliability. This is in line with the natural characteristic of these two parameters.

In general, the curves for the coverage value fluctuate a little between some ranges. These fluctuations may be attributed to the fact that NSGA-II-TRA gets trapped in local optima. However, the changes are small and the sensitivities are at acceptable levels. NSGA-II-TRA seems robust on the five modular parameters. The goodness of the solutions obtained by NSGA-II-TRA does not fluctuate greatly with the change of the parameter values.

V. Conclusions and Outlook

Software testing is recognized as the most costly and resource-consuming part of software development [21]. One of the most challenging problems that arise in the software testing phase is the optimal testing resource (or time) allocation. This involves allocating limited testing resources to each module in a software system such that the reliability of the entire system is maximized, the testing cost is minimized, and the consumed testing time is minimized simultaneously [18]. In this paper, we have developed and evaluated a NSGA-II and constraint handling based multi-objective optimization approach (called NSGA-II-TRA) that finds high quality testing-time allocation schemes effectively. The strength of our approach is founded upon two main components:

1) We devise a group of novel heuristics for constraint handling in solving OTRAPs. Unlike previous work, these heuristics only repair the values of the selected genetic genes rather than all the gene values in offspring. By applying these heuristics, NSGA-II-TRA is able to preserve partial characteristics in offspring and also maintain useful genetic information. This is helpful to strengthen the effectiveness of genetic operators in NSGA-II-TRA and to improve the quality of solutions.

2) We introduce the z-scores and use the standardized Euclidean distance to estimate the neighbor relationship among individuals more accurately. By applying this approach, NSGA-II-TRA is able to reduce repeated or similar solutions.

Altogether, these components allow NSGA-II-TRA to make good performance gains over the existing MOEAs (e.g., WNS-MODE and HaD-MOEA) on the capacity, coverage, and pure diversity values. The experimental results illustrate that NSGA-II-TRA is robust on the modular parameters and obtains more and higher quality satisfactory solutions that are not dominated by those obtained by WNS-MODE and HaD-MOEA on almost all the testing instances, especially when the problem size is large. Therefore, compared to WNS-MODE and HaD-MOEA, NSGA-II-TRA can provide a software tester with a lot of additional better choices to achieve different practical goals on reliability, cost, and time, and thus benefit organizing the whole testing phase.

We do not imply in this paper that NSGA-II-TRA is always superior to WNS-MODE and HaD-MOEAs. From a more practical viewpoint, this work can be seen as an initial step toward a more reasonable guide to solving OTRAPs and evaluating the solution quality from the perspective of multi-objective optimization, which may be helpful for designers and testers of software systems. This work still has some limitations to be improved in future research: our analysis was based only on four simulated software systems; these algorithms (i.e., WNS-MODE, HaD-MOEA, and NSGA-II-TRA) are not evaluated on real-world test instances and compared with a real-world testing resource allocator that is actually in use by a human manager; the strengths and weaknesses of these algorithms are not studied on OTRAPs in comparison with alternative MOEAs. In addition to the above, it would be interesting to investigate the following topics:

1) Software testing is a costly and unavoidable task, so more constraint conditions such as reliability, budget, and skill constraints could be considered in OTRAPs.

2) The results in this paper show that valuable Pareto-optimal solutions for OTRAPs are in the upper boundary region and thus raise an open question: how to make MOEAs search only in the pre-defined acceptable region.
for user satisfaction?

3) In practice, users may put forward higher requirement of reliability or functionality. This could lead to the change of the number of modules during the optimization process, which is a dynamic constrained multi-objective optimization problem, needing more constraint-handling techniques and population-maintenance methods.
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