Distinct neural mechanisms of spatial attention and expectation guide perceptual inference in a multisensory world
Zuanazzi, Arianna; Noppeney, Uta

DOI: 10.1523/JNEUROSCI.2873-18.2019

License: None: All rights reserved

Document Version
Peer reviewed version

Citation for published version (Harvard):

Link to publication on Research at Birmingham portal

Publisher Rights Statement:
Copyright © 2019 the authors

General rights
Unless a licence is specified above, all rights (including copyright and moral rights) in this document are retained by the authors and/or the copyright holders. The express permission of the copyright holder must be obtained for any use of this material other than for purposes permitted by law.
• Users may freely distribute the URL that is used to identify this publication.
• Users may download and/or print one copy of the publication from the University of Birmingham research portal for the purpose of private study or non-commercial research.
• Users may use extracts from the document in line with the concept of ‘fair dealing’ under the Copyright, Designs and Patents Act 1988 (?).
• Users may not further distribute the material nor use it for the purposes of commercial gain.

Where a licence is displayed above, please note the terms and conditions of the licence govern your use of this document.

When citing, please reference the published version.

Take down policy
While the University of Birmingham exercises care and attention in making items available there are rare occasions when an item has been uploaded in error or has been deemed to be commercially or otherwise sensitive.

If you believe that this is the case for this document, please contact UBIRA@lists.bham.ac.uk providing details and we will remove access to the work immediately and investigate.
Research Articles: Behavioral/Cognitive

Distinct neural mechanisms of spatial attention and expectation guide perceptual inference in a multisensory world

Arianna Zuanazzi and Uta Noppeney

1Computational Cognitive Neuroimaging Laboratory, Computational Neuroscience and Cognitive Robotics Centre, University of Birmingham, B15 2TT Birmingham, UK

https://doi.org/10.1523/JNEUROSCI.2873-18.2019

Received: 7 November 2018
Revised: 8 January 2019
Accepted: 9 January 2019
Published: 18 January 2019

Author contributions: A.Z. and U.N. designed research; A.Z. performed research; A.Z. and U.N. analyzed data; A.Z. wrote the first draft of the paper; A.Z. and U.N. edited the paper; A.Z. and U.N. wrote the paper.

Conflict of Interest: The authors declare no competing financial interests.

This work was supported by the European Research Council (ERC-2012-StG_20111109 multisens).

Corresponding author: Arianna Zuanazzi, Computational Cognitive Neuroimaging Laboratory, Computational Neuroscience and Cognitive Robotics Centre, University of Birmingham, B15 2TT Birmingham, UK, arianna.zuanazzi@gmail.com

Cite as: J. Neurosci 2019; 10.1523/JNEUROSCI.2873-18.2019

Alerts: Sign up at www.jneurosci.org/alerts to receive customized email alerts when the fully formatted version of this article is published.
Distinct neural mechanisms of spatial attention and expectation guide perceptual inference in a multisensory world

Abbreviated title: Multisensory spatial attention and expectation

Authors: Arianna Zuanazzi\(^1\), Uta Noppeney\(^1\)

\(^1\)Computational Cognitive Neuroimaging Laboratory, Computational Neuroscience and Cognitive Robotics Centre, University of Birmingham, B15 2TT Birmingham, UK

Corresponding author: Arianna Zuanazzi, Computational Cognitive Neuroimaging Laboratory, Computational Neuroscience and Cognitive Robotics Centre, University of Birmingham, B15 2TT Birmingham, UK, arianna.zuanazzi@gmail.com

Competing interests: The authors declare no competing interests.

Funding: This work was supported by the European Research Council (ERC-2012-StG_20111109 multsens).
Abstract

Spatial attention (i.e., task-relevance) and expectation (i.e., signal probability) are two critical top-down mechanisms guiding perceptual inference. Spatial attention prioritizes processing of information at task-relevant locations. Spatial expectations encode the statistical structure of the environment. An unresolved question is how the brain allocates attention and forms expectations in a multisensory environment, where task-relevance and signal probability over space can differ across sensory modalities.

We used functional magnetic resonance imaging in human participants (female and male) to investigate whether the brain encodes task-relevance and signal probability over space separately or interactively across sensory modalities. In a novel multisensory paradigm, we manipulated spatial attention and expectation selectively in audition and assessed their effects on behavioral and neural responses to auditory and visual stimuli.

Our results show that both auditory and visual stimuli increased activations in a right-lateralized fronto-parietal system, when they were presented at locations that were task-irrelevant in audition. Yet, only auditory stimuli increased activations in the medial prefrontal cortex when presented at expected locations and in audiovisual and fronto-parietal cortices signaling a prediction error when presented at unexpected locations.

This dissociation in multisensory generalization for attention and expectation effects shows that the brain controls attentional resources interactively across the senses but encodes the statistical structure of the environment as spatial expectations independently for each sensory system. Our results demonstrate that spatial attention and expectation engage partly overlapping neural systems via distinct mechanisms to guide perceptual inference in a multisensory world.
Significance statement

In our natural environment the brain is exposed to a constant influx of signals through all our senses. How does the brain allocate attention and forms spatial expectations in this multisensory environment? Because observers need to respond to stimuli irrespective of their sensory modality, they may allocate attentional resources and encode the probability of events jointly across the senses.

This psychophysics and neuroimaging study shows that the brain controls attentional resources interactively across the senses via a fronto-parietal system but encodes the statistical structure of the environment independently for each sense in sensory and fronto-parietal areas. Thus, spatial attention and expectation engage partly overlapping neural systems via distinct mechanisms to guide perceptual inference in a multisensory world.
**Introduction**

Spatial attention (i.e., task-relevance) and expectation (i.e., signal probability) are two critical top-down mechanisms that guide perceptual inference. Spatial attention prioritizes signal processing at locations that are relevant for the observer’s goals. Spatial expectations encode the event probability over space, i.e., the statistical structure of the environment (Summerfield and Egner, 2009).

Behaviorally, both spatial attention and expectation typically facilitate perception leading to faster and more accurate responses for stimuli presented at attended and/or expected locations (Posner et al., 1980; Downing, 1988; Doherty et al., 2005; Geng and Behrmann, 2002, 2005; Carrasco, 2011). At the neural level, spatial attention is thought to increase stimulus evoked responses at task-relevant locations (Tootell et al., 1998; Brefoiczynski and DeYoe, 1999; Bressler et al., 2013), whereas expectations often reduce stimulus-evoked responses (Alink et al., 2010; Summerfield et al., 2008; Kok et al., 2012a; though see: Kok et al., 2012b). Importantly, spatial attention and expectations are intimately related (Zuanazzi and Noppeney, 2018). In many situations observers will allocate attentional resources to locations where events are likely to occur (Summerfield and Egner, 2009). Likewise, the majority of previous paradigms, most prominently the classical Posner paradigm (Posner, 1980), manipulated observer’s endogenous spatial attention via probabilistic cues that indicate where a task-relevant target is likely to occur.

Only recently has unisensory research attempted to dissociate attention and expectation (Shulman et al., 2009; Doricchi et al., 2010; Kok et al., 2012b; Auksztulewicz and Friston, 2015). Recent accounts of predictive coding suggest that attention may increase the precision of prediction errors that are elicited when expectations are violated (Feldman and Friston, 2010; Auksztulewicz and Friston, 2015).
Crucially, in our natural environment the brain is exposed to a constant influx of signals furnished by all our senses. This raises the critical question of how the brain allocates spatial attention and forms spatial expectations in a multisensory environment. Because observers need to respond to stimuli irrespective of the sense by which they are perceived, they may allocate attentional resources interactively across the senses and form an ‘amodal map’ that encodes the probability of events. In line with this conjecture, parietal cortices have previously been shown to integrate audiovisual signals weighted by their bottom-up sensory reliabilities and top-down task-relevance into audiovisual spatial priority maps (Rohe and Noppeney, 2015, 2016). Likewise, attentional resources were shown to be allocated interactively across the senses. Shifts in spatial attention that were endogenously or exogenously induced in one sensory modality affected stimulus processing in other sensory systems (Spence and Driver, 1996, 1997; Eimer and Schröger, 1998; Eimer, 1999; McDonald et al., 2000; Spence et al., 2000; Ward et al., 2000). Irrespective of stimulus modality, reorienting of spatial attention was associated with activations in ventral and to some extent dorsal fronto-parietal cortices (Corbetta and Shulman, 2002; Wu et al., 2007; Corbetta et al., 2008; Santangelo et al., 2008; Krumbholz et al., 2009; Macaluso, 2010; Santangelo and Macaluso, 2012).

Less is known about how the brain forms spatial expectations across sensory modalities (Stekelenburg and Vroomen, 2012). Because information is initially gathered by distinct sensory organs and enters the brain via parallel pathways, each sensory system may initially encode the probability of signals selectively for its preferred sensory modality. These modality-specific spatial expectations may be reinforced particularly in environments where auditory and visual signals arise from separate sources such as in experiments that present auditory or visual signals independently (Spence and Driver, 1996).
The current study investigated how the brain allocates spatial attention and forms spatial expectations across the senses. Further, we assessed whether spatial attention and expectation rely on distinct or common neural systems and guide perceptual inference via additive or interactive mechanisms. Combining fMRI and a novel multisensory paradigm we orthogonally manipulated spatial attention (i.e., task-relevance) and expectation (i.e., spatial signal probability) selectively in audition and assessed their effects on observers’ behavioral and neural responses in audition and vision. We expected attentional resources to be interactively allocated across sensory modalities (Eimer and Schröger, 1998; Macaluso et al., 2002). By contrast, given the hierarchical organization of multisensory integration, spatial expectations and prediction errors for unexpected stimuli may be modality-specific in early sensory cortices but shared across the senses in parietal cortices (Rohe and Noppeney, 2015, 2016, 2018).

Materials and Methods

Participants

Thirty-one healthy volunteers (8 males; mean age: 21.4 years; range: 18–27 years) participated in the psychophysics experiment. All participants had normal or corrected to normal vision, reported normal hearing and had no history of neurological or psychiatric illness. All participants were right-handed, according to the Edinburgh Handedness Inventory (Oldfield, 1971) (mean laterality index: 84; range: 60–100). A subgroup of 22 participants (5 males; mean age: 21.2 years; range: 18-27 years) was selected to take part in the fMRI experiment (see Inclusion criteria). Data collection was terminated when 22 participants had undergone the fMRI study. This sample size was determined based on Thirion et al. (2007). All participants provided written informed consent, as approved by the local ethics committee of the University of Birmingham.
(Science, Technology, Mathematics and Engineering (STEM) Ethical Review Committee) and the experiment was conducted in accordance with these guidelines and regulations.

**Inclusion criteria**

A subgroup of 22 participants who had taken part in the psychophysics experiment was selected to take part in the fMRI experiment. Inclusion criteria were participants’ accuracy and fixation performance in the psychophysics experiment. Only participants who in the psychophysics experiment produced less than 20 saccades averaged across blocks and showed overall accuracy > 95% (calculated as the percentage of hits + correct rejections, pooling over auditory and visual stimuli) were selected for the fMRI experiment.

**Stimuli**

Auditory spatialized stimuli (100 ms duration) were created by convolving a burst of white noise (with 5 ms onset and offset ramps) with spatially specific head-related transfer functions (HRTFs) based on the KEMAR dummy head of the MIT Media Lab (http://sound.media.mit.edu/resources/KEMAR.html, Gardner and Martin, 1995).

Visual stimuli (i.e., the so-called ‘flashes’) were white discs (100 ms duration; radius: 0.88° visual angle, luminance: 165 cd/m2) presented on a gray background (luminance: 78 cd/m2). Both auditory and visual stimuli were presented at ±10° visual angle along the azimuth (0° visual angle for elevation). A fixation cross was presented in the center of the screen throughout the entire experiment.

**Experimental design**
In both the psychophysics and the fMRI experiment, we orthogonally manipulated spatial attention (i.e., task-relevance or response requirement) and expectation (i.e., stimulus probability) across the two hemifields selectively in audition and evaluated their effects on observers’ neural and behavioral responses to auditory and visual signals. Thus, the 2 x 2 x 2 x 2 design manipulated auditory spatial attention (left vs right hemifield), auditory spatial expectation (left vs right hemifield), stimulus location (left vs right hemifield) and stimulus modality (auditory vs visual, see Fig. 1A). For the behavioral and fMRI data analysis we pooled over stimulus locations (left/right) leading to a 2 (attended vs unattended) x 2 (expected vs unexpected) x 2 (auditory vs visual stimulus modality) factorial design. Across days, auditory spatial expectation was manipulated as spatial signal probability, i.e., the probability for auditory stimuli to be presented in the left or right hemifield. Both the psychophysics and fMRI experiments were preceded by training runs, in which the spatial probability ratio of auditory targets was set to 9/1 for the expected/unexpected hemifields to boost the implicit learning of auditory spatial signal probability. In the psychophysics and fMRI experiments the auditory stimuli were presented with a ratio of 4/1 in the expected/unexpected hemifields. Observers were not explicitly informed about those probabilities. Auditory spatial attention was manipulated as ‘task-relevance’, i.e., the requirement to respond to an auditory target in the left vs right hemifield. Critically, spatial attention and expectation were manipulated only in audition but not in vision. Participants needed to respond to all visual targets which were presented in either spatial hemifield with equal probability (i.e., 1/1 in the expected/unexpected hemifields, see Fig. 1A and 1B). Throughout the entire experiment a central fixation cross coded in color whether participants should attend and respond to sounds in either their left or right hemifield. The mapping between color and task-relevant hemifield was counterbalanced across participants.
Our experiment orthogonally manipulated spatial attention as task-relevance and expectation as spatial signal probability selectively in audition. The attentional manipulation is therefore operationally linked with response requirement over space. Further, attention as response requirement and expectation as signal probability are intimately linked by co-determining general (i.e., the probability that the observer needs to make a response irrespective of the hemifield in which the signal is presented) and spatially selective (i.e., the probability that the observer needs to make a response conditioned on that the signal is presented in a particular hemifield) response probabilities.

As shown in figures 1A and 1B, the general response probability is greater in block type 1, where attention and expectation are directed to the same hemifields, than in block type 2, where attention and expectation are directed to different hemifields. Put differently, greater demands are placed on response inhibition in block type 2 where the hemifield with the more frequent auditory stimuli is task-irrelevant (i.e., a response needs to be inhibited).

Likewise, the spatially selective response probability is co-determined by both attention and expectation. Observers need to respond to both auditory and visual stimuli in the attended hemifield, so that the response probability in the attended hemifield is always equal to one. By contrast, in the unattended hemifield observers need to respond only to the visual stimuli. Hence, in the unattended hemifield the response probability also depends on the frequency of the auditory stimuli and hence on expectation. In the unattended hemifield the response probability is thus smaller and hence response inhibition greater when the task-irrelevant auditory stimuli are more frequent.
Importantly, in our paradigm general and spatially selective response probabilities would predict an interaction between attention and expectation that is common to auditory and visual stimuli. Conversely, main effects of attention and expectation cannot be explained by differences in response probability.

**Experimental procedure**

The current study included two experiments: (i) a psychophysics experiment conducted across two days (i.e., auditory spatial expectation was manipulated between the two days) and (ii) an fMRI experiment conducted across other two days (i.e., auditory spatial expectation was manipulated between the two days). The psychophysics experiment was conducted prior to the fMRI experiment. On each day, the psychophysics and the fMRI experimental runs were preceded by two training runs (see Experimental design).

Each experimental run (duration: ~8min/run) included 10 attention blocks with 20 trials each, interleaved with 6 s fixation baseline periods. As a result of our balanced factorial design, blocks were of two types: in block type 1, spatial attention and expectation were congruent (i.e., spatial attention was directed to the hemifield with higher auditory target frequency); in block type 2, spatial attention and expectation were incongruent (i.e., attention was directed to the hemifield with lower auditory target frequency) (Fig. 1B). Thus, both psychophysics and fMRI experiments included 2000 trials = 20 trials x 10 blocks (attention manipulation: 5 blocks of type 1 and 5 blocks of type 2) x 5 experimental runs x 2 days (expectation manipulation) in total. Therefore, each block type included 400 auditory stimuli for the expected hemifield (pooled over left and right) and 100 auditory stimuli for the unexpected hemifield (pooled over left and right). Each block type also included 250 visual stimuli for the expected hemifield and 250 visual
stimuli for the unexpected hemifield (pooled over left and right). For further details see Fig. 1B
which shows the absolute number of trials for each condition and block type and their response
requirement for the psychophysics and the fMRI experiment.

The order of ‘expectation’ days (i.e., left vs right) and the color (i.e., pink or green) of the
fixation cross (i.e., attention instruction) were counterbalanced across participants, the order of
attention blocks was counterbalanced within and across participants and the order of stimulus
location and stimulus modality were pseudo-randomized within each participant. Brief breaks
were included after every run to provide feedback to participants about their performance
accuracy (averaged across all conditions) in the target detection task. In the psychophysics
experiment participants’ fixation performance was monitored via eye tracking, and participants
were provided with feedback about their eye-movements (i.e., fixation maintenance) during the
breaks. For the psychophysics experiment, mean group number of saccades was 22.9 ± 5.2
[across subjects mean ± SEM] and mean group accuracy was 97% ± 0.2% [across subjects mean ± SEM] for the psychophysics experiment and 97% ± 0.5% [across subjects mean ± SEM] for the fMRI experiment.

Each trial (SOA: 2200 ms) included three periods (see Fig. 1C): i. the fixation cross alone (700 ms duration), ii. the brief flash or sound (stimulus duration: 100 ms) and iii. the fixation cross alone, i.e., response window (1400 ms). Participants responded to the auditory targets in the attended hemifield and to all visual targets via key press with their right index finger (i.e., the same response for all auditory and visual targets) as fast and accurately as possible. They fixated the cross in the center of the screen which was presented throughout the entire experiment.

On each day, participants were first familiarized with the stimuli in brief practice runs (with equal spatial signal probability) to train them on target detection performance and, only in the
psychophysics experiment, also on fixation (i.e., a warning signal was shown when the disparity between the central fixation cross and the eye-data samples exceeded 2.5 degrees). After the final fMRI day, participants indicated in a questionnaire whether they thought the sound or the flash was presented more frequently in one of the two spatial hemifields. Eighteen out of the total 22 participants correctly reported that the auditory stimuli were more frequent in one hemifield and 20 out of 22 participants reported the visual stimuli to be equally frequent across the two hemifields, suggesting that most participants were aware of the manipulation of signal probability.

Experimental setup

Psychophysics experiment. The psychophysics experiment (training and experimental runs) was conducted in a darkened room. Participants rested their chin on a chinrest with the height held constant across all participants. Auditory stimuli were presented at approximately 72 dB SPL, via HD 280 PRO headphones (Sennheiser, Germany). To mimic the scanner environment, the scanner noise was reproduced for the whole duration of the experiment at approximately 80 dB SPL via external loudspeakers. Visual stimuli were displayed on a gamma-corrected LCD monitor (2560 x 1600 resolution, 60 Hz refresh rate, 30" Dell UltraSharp U3014, USA), at a viewing distance of approximately 50 cm from the participant’s eyes. Stimuli were presented using Psychtoolbox version 3 (Brainard, 1997; www.psychtoolbox.org, RRID: SCR_002881), running under MATLAB R2014a (Mathworks Inc., Natick, MA, USA, RRID: SCR_001622) on a Windows machine. Participants responded to all targets with their right index finger and
responses were recorded via one key of a small keypad (Targus, USA). Throughout the study, participants’ eye-movements and fixations were monitored using Tobii Eyex eyetracking system (Tobii, Sweden).

fMRI experiment. During the training runs, participants lay in a mock scanner, which mimicked all features of the MRI scanner. The scanner noise was reproduced at approximately 80 dB SPL via external loudspeakers. During the experimental runs, participants lay in the MRI scanner. Auditory stimuli were presented at approximately 72 dB SPL using MR-compatible headphones (MR Confon). Visual stimuli were back-projected onto a Plexiglas screen using a BARCO projector (F35). Participants viewed the screen through a mirror mounted on the MR head coil at a viewing distance of approximately 68 cm. Stimuli were presented using Psychtoolbox version 3 (Brainard, 1997; www.psychtoolbox.org, RRID: SCR_002881), running under MATLAB R2014a (Mathworks Inc., Natick, MA, USA, RRID: SCR_001622) on a MacBook Pro machine. Participants responded to all targets with their right index finger and responses were recorded via an MR-compatible keypad (NATA).

fMRI data acquisition

A 3T Philips MRI scanner with 32 channel head coil was used to acquire both T1-weighted anatomical images (TR = 8.4 ms, TE = 3.8 ms, flip angle = 8°, FOV = 288 mm x 232 mm, image matrix = 288 x 232, 175 sagittal slices acquired in ascending direction, voxel size = 1 mm x 1mm x 1 mm) and T2*-weighted axial echoplanar images (EPI) with bold oxygenation level-dependent (BOLD) contrast (TR = 2600 ms, TE = 40 ms, flip angle = 85°, FOV = 240 mm x 240 mm, image matrix 80 x 80, 38 transversal slices acquired in ascending direction, voxel size = 3 x 3 x 3 mm). For each participant, an overall of 196 volumes x 5 experimental runs x 2 days =
1960 volumes were acquired. The anatomical image volume was acquired at the end of the experiment.

Statistical analysis

Behavioral data analysis - psychophysics and fMRI experiments

For the behavioral analysis of the psychophysics experiment, we excluded trials where participants did not successfully fixate the central cross based on a dispersion criterion (i.e., distance of fixation from subject’s median of fixation (as defined in calibration trials) > 1.3 degrees for three subsequent samples, Blignaut, 2009). Percentage [across subjects mean ± SEM] of trials excluded for auditory stimuli: 1.4% ± 0.4%; for visual stimuli: 1.3% ± 0.4%. The response time analysis was limited to correct trials and response times within the range of participant- and condition-specific mean ± two SD and < 1400 ms (i.e., within the response window).

For auditory targets in the attended hemifield, median response times for each subject were entered into a two-sided paired t-test with auditory spatial expectation (expected vs unexpected stimulus) as factor.

For visual targets, median response times for each subject were entered into a 2 (auditory spatial attention: attended vs unattended stimulus) x 2 (auditory spatial expectation: expected vs unexpected stimulus) repeated measures analysis of variance (ANOVA).

Unless otherwise indicated, we only report effects that are significant at $p < 0.05$.

fMRI data analysis
The functional MRI data were analyzed with statistical parametric mapping (SPM12; Wellcome Department of Imaging Neuroscience, London; www.fil.ion.ucl.ac.uk/spm, Friston et al., 1995). Scans from each subject were realigned using the first as a reference, unwarped, slice-time corrected and spatially normalized into MNI standard space using parameters from segmentation of the T1 structural image (Ashburner and Friston, 2005), resampled to a spatial resolution of 2 x 2 x 2 mm³ and spatially smoothed with a Gaussian kernel of 8 mm full-width at half-maximum. The time series of all voxels were high-pass filtered to 1/128 Hz.

The fMRI experiment was modeled in a mixed block/event-related fashion with regressors entered into the design matrix after convolving each event-related unit impulse with a canonical hemodynamic response function and its first temporal derivative. In addition to modeling the 16 conditions in our 2 (stimulus modality: auditory vs visual) x 2 (auditory spatial attention: left vs right hemifield) x 2 (auditory spatial expectation: left vs right hemifield) x 2 (stimulus location: left vs right hemifield) factorial design, the statistical model included the onsets of the attention cue (i.e., auditory attention to the left hemifield, auditory attention to the right hemifield) as a separate regressor. Nuisance covariates included the realignment parameters to account for residual motion artifacts.

Condition-specific effects for each subject were estimated according to the general linear model and passed to a second-level analysis as contrasts. This involved creating 16 contrast images (i.e., each of the 16 conditions relative to fixation, summed over the 10 runs) for each subject and entering them into a second-level ANOVA. Inferences were made at the second level to allow a random-effects analysis and inferences at the population level (Friston et al., 1995). At the random effects or group level, we pooled over stimulus locations (left/right) and, separately for each sensory modality, we tested for (i) the main effect of spatial attention (i.e.,
attended > unattended auditory stimuli and vice versa, attended > unattended visual stimuli and vice versa) and (ii) the main effect of spatial expectation (i.e., expected > unexpected auditory stimuli and vice versa, expected > unexpected visual stimuli and vice versa).

To assess whether these effects of spatial attention and expectation rely on amodal or modality-specific systems, we investigated (i) whether the effects of attention and expectation are common for audition and vision (i.e., a logical “AND” conjunction over stimulus modalities) or (ii) whether the effects differ between audition and vision (i.e., the interaction between attention and stimulus modality and the interaction between expectation and stimulus modality).

Finally, we investigated whether spatial attention and expectation effects were additive or interactive. Separately for each stimulus modality, we tested for (i) the effects that are common for attention and expectation (i.e., a logical “AND” conjunction over each attention and expectation main effects, i.e., additive effects) and (ii) the interaction between attention and expectation.

Unless otherwise stated, we report activations at $p < 0.05$ at the cluster level corrected for multiple comparisons within the entire brain using an auxiliary (uncorrected) voxel threshold of $p < 0.001$.

**ROI analysis**

Based on our a priori hypothesis that spatial attention and expectation influence activations in primary sensory cortices, we tested for the effects of auditory spatial attention and expectation selectively within the primary auditory cortex and primary visual cortex. These areas of interests were defined using bilateral ROI maps from SPM Anatomy Toolbox (version 2.2b, Eickhoff et al., 2005). The anatomical mask for the primary auditory cortex encompassed 890 voxels in the
bilateral cytoarchitectonic maps TE 1.0, TE 1.1 and TE 1.2. The anatomical mask for the primary visual cortex encompassed 2936 voxels in the bilateral cytoarchitectonic maps hOC1. We extracted parameter estimates from each ROI, for each of the 16 conditions relative to fixation and for each subject and entered them into a 2 (auditory spatial attention: attended vs unattended stimulus) x 2 (auditory spatial expectation: expected vs unexpected stimulus) repeated measures ANOVA, separately for each stimulus modality (pooling over stimulus locations).

To sensitize our analysis to attentional modulation of evoked responses, we re-performed this repeated measures ANOVA separately for (1) the ‘unilateral ROIs’ ipsilateral to the stimulus location and (2) the ‘unilateral ROIs’ contralateral to the stimulus location. Practically, this involved normalization to a symmetric MNI standard template (created by averaging the standard MNI template with its flipped version, Didelot et al., 2010) and (1) pooling over activations in the left ROI (for stimuli in the left hemifield) and the right ROI (for stimuli in the right hemifield) (i.e., ipsilateral ROIs) and (2) pooling over activations in the left ROI (for stimuli in the right hemifield) and the right ROI (for stimuli in the left hemifield) (i.e., contralateral ROIs), for the corresponding conditions in our 2 (attention) x 2 (expectation) x 2 (stimulus modality) design (for similar analyses, see Lipschutz et al., 2002; Macaluso and Patria, 2007). Because the results of these two ‘flipped’ analyses that separately tested for the effects of attention and expectation on ipsilateral and contralateral stimuli were comparable (with small deviations in p-values) to our main ROI analysis (because these effects were anyhow bilateral), we do not report these results.

Results
In the following, we report (1) the behavioral results of the psychophysics and the fMRI experiment and (2) the imaging results of the fMRI experiment.

**Behavioral results – psychophysics and fMRI experiments**

In a target detection task, participants responded to auditory targets presented in their attended hemifield (i.e., auditory attention manipulation) and to all visual targets (Fig. 1A, 1B and 1C). For both psychophysics and fMRI experiments, the two-sided paired-sample t-tests on response times for auditory stimuli in the attended hemifield showed significantly faster responses when this hemifield was expected than unexpected (psychophysics: \( t(30) = -4.56, \ p < 0.001, \) Cohen’s \( d_{av} [95\% \ CI] = -0.40 [-0.59, -0.19] \); fMRI: \( t(21) = -5.06, \ p < 0.001, \) Cohen’s \( d_{av} [95\% \ CI] = -0.36 [-0.54, -0.18] \), Table 1 and left panel in Fig. 1D).

For both psychophysics and fMRI experiments, the 2 (attended vs unattended) x 2 (expected vs unexpected) repeated measures ANOVA on response times for visual stimuli revealed a significant main effect of attention (psychophysics: \( F(1, 30) = 109.88, \ p < 0.001, \) \( \eta_p^2 [90\% \ CI] = 0.79 [0.64, 0.84] \); fMRI: \( F(1, 21) = 78.69, \ p < 0.001, \) \( \eta_p^2 [90\% \ CI] = 0.79 [0.61, 0.85] \)). Participants responded faster to visual stimuli in their attended than unattended hemifield. Moreover, a significant crossover interaction between attention and expectation was observed (psychophysics: \( F(1, 30) = 41.59, \ p < 0.001, \) \( \eta_p^2 [90\% \ CI] = 0.58 [0.36, 0.69] \); fMRI: \( F(1, 21) = 49.29, \ p < 0.001, \) \( \eta_p^2 [90\% \ CI] = 0.70 [0.47, 0.79] \)). The simple main effects showed that participants responded significantly faster to visual targets in the attended hemifield when this hemifield was expected than unexpected (psychophysics: \( t(30) = -5.46, \ p < 0.001, \) Cohen’s \( d_{av} [95\% \ CI] = -0.20 [-0.30, -0.11] \); fMRI: \( t(21) = -3.94, \ p = 0.001, \) Cohen’s \( d_{av} [95\% \ CI] = -0.14 [-0.22, -0.06] \)) (Table 1 and right panel in Fig. 1D). By contrast, they responded significantly more
slowly to visual targets in the unattended hemifield when this hemifield was expected than unexpected (psychophysics: $t(30) = 5.44$, $p < 0.001$, Cohen’s $d_{av}$ [95% CI] = 0.22 [0.12, 0.32]; fMRI: $t(21) = 5.79$, $p < 0.001$, Cohen’s $d_{av}$ [95% CI] = 0.18 [0.09, 0.26]) (Table 1 and right panel in Fig. 1D). Importantly, we observed equivalent response time results in the psychophysics and the fMRI experiment. As we discussed in the Materials and Methods section, this crossover interaction between attention and expectation can be explained by the profile of general and spatially selective response probabilities across conditions. Most prominently, when attention and expectation are directed to different hemifields as in block type 2, observers need to inhibit responses on a greater proportion of trials, leading to slower response times.

Table 1 approximately here

**fMRI results**

*Effects of auditory spatial attention separately for auditory and visual stimuli*

We first evaluated the main effect of spatial attention, separately for each stimulus modality. For auditory stimuli, auditory spatial attention (i.e., A attended vs unattended auditory stimuli) increased activations in bilateral thalami, caudates, hippocampi, left fronto-parietal operculum, left putamen and in a motor network encompassing the left central sulcus and the right cerebellum. The increased activations for auditory stimuli in motor areas can be explained by the motor responses that were given to auditory stimuli only in the attended hemifield. Conversely, because visual stimuli required a motor response in both hemifields, no attentional effects were observed in the motor network for visual stimuli.
Reorienting spatial attention to an auditory stimulus presented in the auditory unattended hemifield (i.e., A unattended vs attended auditory stimuli) induced activations in a predominantly right lateralized fronto-parietal system encompassing the bilateral superior frontal gyri (SFG)/sulci and the right postcentral sulcus extending into the intraparietal sulcus (IPS) and the inferior parietal lobule (IPL). Significant activation increases were also observed in the right anterior cingulate cortex/SFG, right middle frontal gyrus (MFG) and bilateral insulae (orange and yellow on the inflated brain in Fig. 2).

Likewise, shifting attention to a visual stimulus in the auditory unattended hemifield (i.e., A unattended vs attended visual stimuli) increased activations in a more bilateral fronto-parietal network including bilateral SFG, superior frontal, precentral and postcentral sulci extending into IPS. We also observed activation increases for unattended visual stimuli in the bilateral anterior cingulate cortices and right anterior insula (blue and yellow on the inflated brain in Fig. 2). Thus, even though spatial attention was manipulated selectively in the auditory modality, we observed similar effects for visual and auditory stimuli when they were presented in the hemifield that was task-irrelevant in audition.

For completeness, no significant main effects of auditory attention for auditory or visual stimuli were found in primary auditory or visual cortices in our selective ROI analysis. However, we observed a main effect of auditory attention on visual stimuli at threshold significance ($p = 0.05$) in auditory cortices (Table 4).

**Effects of auditory spatial attention: commonalities and differences between auditory and visual stimuli.**
Next, we investigated the extent to which the neural systems engaged by attention shifts are common (i.e., amodal) or distinct (i.e., modality-specific) for auditory and visual stimuli. The conjunction analysis over sensory modalities showed increased activations for attention shifts (i.e., \([A \text{ unattended} > A \text{ attended auditory stimuli}] \cap [A \text{ unattended} > A \text{ attended visual stimuli}]\)) in the bilateral SFG and sulci, right anterior cingulate gyrus, right postcentral sulcus extending into IPS, and right anterior insula (Table 2 and Fig. 2).

Only the right insula, which was also part of the attentional system that was commonly engaged by unattended auditory and visual stimuli, showed a stronger attentional effect for auditory than visual stimuli (i.e., interaction: \([A \text{ unattended} > A \text{ attended auditory stimuli}] > [A \text{ unattended} > A \text{ attended visual stimuli}]\)) (Table 2 and Fig. 2).

Table 2 and Fig. 2 show the significant clusters of the conjunction analysis: (i) right postcentral sulcus /IPS (encircled in yellow on the inflated SPM template and encircled in black in the axial slice) and (ii) right SFG (encircled in yellow on the inflated SPM template and encircled in black in the axial slice). (iii) The interaction between attention and stimulus modality in the right insula is shown in Table 2 and Fig. 2 (encircled in white on the inflated SPM template and encircled in black in the axial slice).

In summary, in line with our behavioral results, our fMRI analysis suggests that the effect of auditory spatial attention generalizes to visual stimuli. Spatial reorienting to both auditory and visual stimuli in the hemifield that was task-irrelevant selectively in audition increased activations in a widespread right lateralized fronto-parietal system (Shomstein and Yantis, 2006; Indovina and Macaluso, 2007; Santangelo et al., 2008; Shulman et al., 2009; Doricchi et al., 2010). While the right insula exhibited significantly stronger attentional effects for auditory than
visual stimuli, we did not observe attentional effects that were truly selective for stimuli from either the visual or auditory modality. Collectively, these results suggest that spatial attention and reorienting rely predominantly on neural systems that are interactively shared across sensory modalities, even though they may be more strongly engaged by stimuli of the sensory modality where spatial attention is directly manipulated.

Effects of auditory spatial expectation separately for auditory and visual stimuli

Auditory stimuli in the expected relative to unexpected hemifield elicited significantly greater activation in the bilateral medial prefrontal cortices (i.e., anterior portions of the SFG) and the bilateral precunei/posterior cingulate gyri (Table 3 and Fig. 3, Summerfield et al., 2006).

By contrast, auditory stimuli in the unexpected relative to expected hemifield increased activations in a widespread fronto-parietal system encompassing bilateral SFG/MFG and sulci and the postcentral/parietal sulci extending into IPL. We also observed activation increases for unexpected auditory stimuli in the bilateral precunei, anterior insulae, anterior and posterior cingulate gyri, and in the bilateral plana temporalia and superior temporal gyri (STG) previously implicated in spatial processing (Griffiths and Warren, 2002; Brunetti et al., 2005; Ahveninen et
al., 2006) (Table 3, Fig. 4). Critically, the effects of expectation in regions of the auditory cortices were not observed for unattended relative to attended stimuli ($p < 0.05$ uncorrected) suggesting that they were selective for auditory expectation. Surprisingly, unexpected relative to expected auditory stimuli increased activations also in the bilateral calcarine cortices (Table 3, Fig. 4).

Our selective ROI analysis also revealed higher activations for unexpected relative to expected auditory stimuli in primary auditory and visual cortices (indicated by the asterisks in Table 4). Surprisingly, neither whole brain nor ROI analysis revealed any significant effects of spatial expectation for visual stimuli.

| Table 4 approximately here |

### Effects of auditory spatial expectation: commonalities and differences between auditory and visual stimuli

Our results suggest that a widespread neural system forms spatial expectations selectively for stimuli from the auditory modality where signal probability was manipulated. Indeed, this was confirmed by the significant interaction between expectation and stimulus modality ([A unexpected > expected auditory stimuli] > [A unexpected > expected visual stimuli]) that was observed in large parts of the neural system showing auditory expectation effects for auditory stimuli (see areas on the inflated brain with white outline in Fig. 4). By contrast, the conjunction analyses over stimulus modality did not reveal any significant effects of auditory expectation that were common to auditory and visual stimuli.
Additive and interactive effects of spatial attention and expectation - separately for auditory and visual stimuli

Finally, we investigated separately for auditory and visual stimuli whether attention and expectation effects engage common neural systems in an additive (i.e., conjunction over attention and expectation) or interactive fashion (i.e., interaction between attention and expectation).

For auditory stimuli, neither the whole brain nor the selective ROI analysis (Table 4) revealed any significant interaction between attention and expectation. By contrast, the conjunction analysis over attention and expectation revealed activation increases jointly for unattended > attended and unexpected > expected (i.e., in an additive fashion) in a predominantly right-lateralized fronto-parietal system including the bilateral superior/middle frontal gyri/sulci and the right postcentral/intraparietal sulcus extending into right IPL. Further, we observed additive effects in the right anterior cingulate gyrus and in the bilateral insulae (Fig. 5).

For visual stimuli, the whole brain analysis did not reveal any significant additive or interactive effects for attention and expectation. The ROI analysis revealed a significant interaction between attention and expectation in the primary visual cortex, with greater activations for unexpected than expected visual stimuli in the attended hemifield, but lower activation for unexpected than
expected visual stimuli in the unattended hemifield (indicated by the asterisk in Table 4). As we discussed in the Materials and Methods section, this interaction between attention and expectation may potentially be caused by differences in response probabilities, response times and associated processes of response inhibition that are increased for block type 2 relative to block type 1.

Effect of ‘awareness of auditory expectation manipulation’

Only four out of the 22 participants were not aware of the spatial expectation manipulation in audition. For completeness, we therefore investigated whether the expectation effects for auditory stimuli depended on observers’ explicit knowledge about auditory signal probability. Hence, at the second between participants level we compared the auditory expectation effects between these four ‘unaware’ and 18 ‘aware’ participants (i.e., interaction between unexpected > expected for auditory stimuli for ‘aware’ vs ‘unaware’). However, this interaction did not reveal significant clusters (whole brain corrected). By contrast, a conjunction-null conjunction analysis over both groups replicated the effects for unexpected relative to expected auditory stimuli in planum temporale, anterior insula and parietal cortex. These results suggest that explicit knowledge may not be required for the brain to express activation increases signaling a prediction error for unexpected auditory stimuli.

Discussion
The current study was designed to investigate whether the brain allocates attentional resources and forms expectations over space separately or interactively across the senses. To dissociate the effects of spatial attention and expectation we orthogonally manipulated spatial attention as response requirement and expectation as stimulus probability over space selectively in audition and assessed their effects on neural and behavioral responses in audition and vision.

Consistent with previous research, our behavioral results show that participants responded significantly faster to visual stimuli that were presented in the hemifield where auditory stimuli were task-relevant (Spence and Driver, 1996, 1997). In other words, directing observers’ spatial attention to one hemifield selectively in audition impacted participants’ response speed to auditory and visual stimuli, suggesting that attentional resources are at least partly shared across sensory modalities.

Likewise, the neural responses to both auditory and visual stimuli depended on auditory spatial attention. Irrespective of their sensory modality, unattended relative to attended stimuli increased activations in a widespread right-lateralized dorsal and ventral fronto-parietal system that has previously been implicated in sustained spatial attention (e.g., Leitão et al., 2015, 2017) and spatial (re)orienting and contextual updating based on attentional cuing paradigms that conflated attention and expectation (Nobre et al., 2000; Macaluso et al., 2002; Kincade et al. 2005; Bressler et al., 2008; Santangelo et al., 2008). By orthogonally manipulating task-relevance (i.e., response requirement) and expectation (i.e., signal probability), the current study allowed us to attribute these fronto-parietal activations to attentional mechanisms. Our results corroborate that the brain has only limited abilities to define spatial locations as task-relevant or irrelevant independently for audition and vision (Eimer and Schröger, 1998; Eimer, 1999; Macaluso, 2010). As a result, visual stimuli engaged spatial reorienting even though they should have been
attended equally in both hemifields. Conversely, auditory stimuli induced attentional reorienting, even though they should have been ignored as task-irrelevant. The – at least to some extent – ‘amodal’ definition of spatial task-relevance may also explain the extensive activations that we observed for ‘unattended’ stimuli not only in the ventral, but also the dorsal attentional network that is typically more associated with sustained attention. Greater sustained attention may be required for stimuli in the ‘auditory unattended’ hemifield, because the brain needs to decide whether to respond (i.e., visual stimuli) or not to respond (i.e., auditory stimuli; see also Indovina and Macaluso, 2007; Santangelo et al., 2008 for further discussion). In summary, our behavioral and neuroimaging findings suggest that spatial attention, when defined as task-relevance, operates interactively across the senses.

Next, we asked whether the neural systems encode spatial signal probability independently across audition and vision. Behaviorally, we observed faster responses to expected than unexpected stimuli irrespective of sensory modality in the task-relevant hemifield. Yet, surprisingly we observed faster responses for unexpected than expected visual stimuli in the task-irrelevant hemifield (n.b. auditory stimuli did not require a response in the task-irrelevant hemifield). Hence, we observed a significant interaction between attention and expectation for visual response times. As discussed in the Materials and Methods section and in greater detail in Zuanazzi and Noppeney (2018), this interaction for visual response times most likely results from the differences in the general response probability across conditions. The response probability is greater when attention and expectation are congruent and directed to the same hemifield (90% of the trials in blocks of type 1) than when they are directed to different hemifields (60% of the trials in blocks of type 2) (Fig. 1A and 1B). Put differently, observers
need to inhibit their responses on a greater proportion of trials in block type 2, when the
frequency of task-irrelevant auditory stimuli in the auditory unattended hemifield is high.

Critically, fMRI allows us to move beyond response times and track the neural processes across
the entire visual and auditory processing hierarchy irrespective of whether (e.g., auditory) stimuli
are responded to. This provides us with the opportunity to investigate whether the brain forms
expectations or spatial event probability maps separately for different sensory modalities. Based
on the notion of predictive coding, we would then expect activation increases signaling a
prediction error for stimuli that are presented at unexpected spatial locations (Rao and Ballard,
1999; Friston, 2005). Indeed, spatially unexpected relative to expected auditory stimuli increased
activations as a prediction error signal in the plana temporalia that are critical for auditory spatial
encoding as well as higher order fronto-parietal areas. These results suggest that the planum
temporale forms spatial prediction error signals for spatial unexpected auditory stimuli that then
propagate up the hierarchy into fronto-parietal areas (Friston, 2005). Alternatively, prediction
error signals in the planum temporale may trigger the fronto-parietal attentional system leading
to spatial reorienting (den Ouden et al., 2012). Our design and the sluggishness of the BOLD-
response make it difficult to dissociate between these two explanations for the fronto-parietal
activations. Future EEG/MEG studies may be able to disentangle whether the expression of
prediction error signals in the planum temporale may subsequently trigger attentional reorienting
in the fronto-parietal system.

Critically, however, we observed activation increases only for auditory stimuli when presented
in the auditory unexpected hemifield, but not for visual stimuli. In fact, even the visual cortex
showed activation increases only for unexpected auditory stimuli potentially mediated via direct
c connectivity from auditory areas or top-down modulation from parietal cortices.

Likewise, activation increases for spatially expected stimuli were observed selectively for
audition in the medial prefrontal cortex that has previously been implicated in forming
representations consistent with one’s expectations (Summerfield et al., 2006). Hence, in line with
the notion of predictive coding, higher order areas such as the medial prefrontal cortex form
representations when stimuli match our spatial expectations, while sensory and potentially
fronto-parietal areas signal a prediction error when our spatial expectations are violated (Rao and
Ballard, 1999; Friston, 2005). Critically, spatial expectations and prediction error signals were
formed in a modality-specific fashion selectively for audition, where stimulus probability was
explicitly manipulated. In fact, we did not observe any significant positive or negative
expectation effects for visual stimuli anywhere in the brain even at an uncorrected threshold of p
< 0.2 at the cluster level. These results suggest that the neural systems can form and compute
spatial expectations that encode the probability of stimulus occurrence separately for different
sensory modalities.

Finally, we asked separately for audition and vision whether spatial attention and expectations
influence these neural responses in an additive or interactive fashion. Recent accounts of
predictive coding suggest that attention may increase the precision of prediction errors
potentially leading to an increase in prediction error signals (i.e., BOLD-response enhancement
for unexpected relative expected stimuli) in the attended hemifield (Feldman and Friston, 2010;
Auksztulewicz and Friston, 2015). However, contrary to this prediction, spatial attention and
expectation did not interact in the auditory modality but influenced neural responses in this
system in an additive fashion. Our conjunction analysis over spatial attention and expectation revealed a dorsal and ventral fronto-parietal network that was jointly recruited by spatial reorienting as well as expectation violations in audition (n.b. which may in turn trigger spatial reorienting). By contrast, in primary visual areas we observed a significant interaction between spatial attention and expectation selectively for visual stimuli (ROI analysis, Table 4). Activations for visual stimuli were greater when attention and expectation were directed to different hemifields than to the samehemifield. This activation profile mimics the pattern that we observed for behavioral response times and can be found at a lower threshold of significance throughout the motor system (e.g., primary motor cortex and cerebellum). It may thus be most likely mediated by top-down influences from response selection processes onto sensory cortices (van Elk et al., 2010; Gutteling et al., 2013; Gutteling et al., 2015). The interaction between attention and expectation in our study highlights processes of expectation (or stimulus history/probability) that depend on whether these stimuli were task-relevant (i.e., targets) or irrelevant (i.e., non-targets). It thereby contributes to the growing literature that reveals the importance of selection history (i.e., the probability of targets vs non-targets or distractors) on spatial (and other) priority maps (Awh et al., 2012; Lamy and Kristjánsson, 2013; Chelazzi and Santandrea, 2018; Theeuwes, 2018).

In conclusion, our results demonstrate that spatial attention and expectation engage partly overlapping neural systems yet differ in their modality-specificity. Attentional resources were controlled interactively across audition and vision within a widespread right-lateralized fronto-parietal system. By contrast, spatial expectations and prediction error signals were formed in the
planum temporale and fronto-parietal cortices selectively for auditory stimuli where stimulus probability was explicitly manipulated. Future studies need to investigate the extent to which the modality-specificity of spatial expectations depends on the statistical structure of the multisensory environment. For instance, in our experiment auditory and visual signals never occurred together thereby promoting an encoding of signal probability separately for each sensory modality. We therefore need to assess the impact of correlations between auditory and visual signals on the encoding of signal probability. Moreover, given the highly factorial nature of our design, we manipulated signal probability only in audition and assessed the generalization to vision. The reverse experiment (i.e., manipulating signal probability in vision) could reveal potential differences in the encoding and generalization of signal probability between audition and vision (see related discussion about asymmetric links of attentional resources in Spence and Driver, 1997; Ward et al., 2000). Because auditory events are typically transient and visual objects permanent, the brain may have developed different strategies for encoding signal probabilities across the senses. Finally, future studies may manipulate stimulus probability via probabilistic cues rather than stimulus frequency to further characterize the neural mechanisms mediating prediction and prediction error signals (e.g., relationship between expectations/predictions and repetition suppression/priming, Wiggs and Martin, 1998).
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Figure legends

Figure 1. Experimental design, example stimuli of the psychophysics and fMRI experiment and behavioral results of the fMRI experiment.

A, The factorial design manipulated: auditory (A) spatial attention (attended hemifield – full pattern, vs unattended hemifield – striped pattern), A spatial expectation (expected hemifield – dark shade, vs unexpected hemifield– light shade) and stimulus modality (auditory modality – orange, vs visual modality – blue). For illustration purposes and analysis, we pooled over stimulus locations (left/right). Presence vs absence of response requirement is indicated by the hand symbol.

B, Number of auditory (orange) and visual (blue) trials in the 2 (A attended vs unattended) x 2 (A expected vs unexpected) design. Presence vs absence of response requirement is indicated by the hand symbol. The fraction of the area indicated by the ‘Response’ hand symbol pooled over the two bars of one particular block type (e.g., block type 1) represents the ‘general response probability’ (i.e., the overall probability that a response is required on a particular trial); the general response probability is greater for block type 1 (90%), where attention and expectation are congruent, than block type 2 (60%), where they are incongruent.

The fraction of the area indicated by the ‘Response’ hand symbol for each bar represents the ‘spatially selective response probability’, i.e., the probability that the observer needs to make a response conditioned on the signal being presented in a particular hemifield; the spatially selective response probability is greater when unattended signals are presented in the unexpected (71.4%) than expected (38.4%) hemifield.

C, fMRI runs included ten blocks of 20 trials alternating with fixation periods. A fixation cross was presented throughout the entire run. Its color indicated: white = fixation period; green or pink = activation period with auditory attention.
directed to the left (or right) hemifield. On each trial participants were presented with an auditory or visual stimulus (100 ms duration) either in their left or right hemifield. They were instructed to respond as fast and accurately as possible with their right index finger within a response window of 1400 ms. 

**Figure 2.** Auditory (A) unattended > attended for auditory and visual stimuli. 

Activation increases for A unattended > attended stimuli for auditory (AUD, orange, height threshold: \( p < 0.001 \), uncorr., extent threshold \( k > 0 \) voxels) and visual (VIS, blue, height threshold: \( p < 0.001 \), uncorr., extent threshold \( k > 0 \) voxels) stimuli (overlap: yellow) are rendered on an inflated canonical brain. The conjunction of A unattended > attended for auditory and visual stimuli is encircled in yellow (height threshold: \( p < 0.001 \), uncorr., extent threshold \( k > 0 \) voxels). Activation increases for A unattended > attended that are greater for auditory than visual stimuli (i.e., interaction) are encircled in white (height threshold: \( p < 0.001 \), uncorr., extent threshold \( k > 0 \) voxels). Bar plots show the parameter estimates (across participants mean ± SEM, averaged across all voxels in the black encircled cluster) in the (i) right postcentral/intraparietal sulcus, (ii) right superior frontal gyrus and (iii) right anterior insula that are displayed on axial slices of a mean image created by averaging the subjects’ normalized structural images. The bar graphs represent the size of the effect pertaining to BOLD magnitude.
in nondimensional unit (corresponding to percentage whole-brain mean). Audition: orange; vision: blue; attended: full pattern; unattended: striped pattern; expected: dark shade; unexpected: light shade.

**Figure 3.** Auditory (A) expected > unexpected for auditory and visual stimuli. Activation increases for A expected > unexpected auditory stimuli (orange) are rendered on an inflated canonical brain; they are encircled in white if they are significantly greater for auditory than visual stimuli (i.e., interaction). Height threshold of \( p < 0.001 \), uncorrected; extent threshold \( k > 0 \) voxels. Bar plots show the parameter estimates (across participants mean ± SEM, averaged across all voxels in the black encircled cluster) in the medial prefrontal cortices (i.e., anterior portions of the superior frontal gyri) that are displayed on axial slices of a mean image created by averaging the subjects’ normalized structural images; the bar graphs represent the size of the effect in nondimensional unit (corresponding to percentage whole-brain mean). Audition: orange; vision: blue; attended: full pattern; unattended: striped pattern; expected: dark shade; unexpected: light shade.

**Figure 4.** Auditory (A) unexpected > expected for auditory and visual stimuli. Activation increases for A unexpected > expected stimuli for auditory stimuli (orange) are rendered on an inflated canonical brain; they are encircled in white if they are significantly...
greater for auditory than visual stimuli (i.e., interaction). Height threshold of $p < 0.001$, uncorrected; extent threshold $k > 0$ voxels.

Bar plots show the parameter estimates (across participants mean $\pm$ SEM, averaged across all voxels in the black encircled cluster) in (i) bilateral superior temporal gyri and bilateral intraparietal sulci, (ii) bilateral superior frontal gyri and (iii) bilateral calcarine cortices that are displayed on axial slices of a mean image created by averaging the subjects’ normalized structural images. The bar graphs represent the size of the effect in nondimensional unit (corresponding to percentage whole-brain mean). Audition: orange; vision: blue; attended: full pattern; unattended: striped pattern; expected: dark shade; unexpected: light shade.

Figure 5. Additive effects of auditory (A) attention and expectation in audition (AUD).

Activation increases common (i.e., conjunction) for A attention and expectation main effects in the auditory modality ($[A \text{ unattended} > \text{ attended AUD}] \cap [A \text{ unexpected} > \text{ expected AUD}]$) are rendered in orange on an inflated canonical brain; height threshold of $p < 0.001$, uncorrected; extent threshold $k > 0$ voxels.
Table 1. Behavioral results.
Group mean reaction times (RT) for each stimulus modality in each condition for the psychophysics and fMRI experiments. Standard errors of the mean (SEM) are given in parentheses.

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Auditory modality</th>
<th>Visual modality</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>+att</td>
<td>-att</td>
</tr>
<tr>
<td></td>
<td>+exp</td>
<td>-exp</td>
</tr>
<tr>
<td>Psychophysics</td>
<td>RT (ms)</td>
<td>(SEM)</td>
</tr>
<tr>
<td></td>
<td>530.7</td>
<td>(17.1)</td>
</tr>
<tr>
<td>fMRI</td>
<td>RT (ms)</td>
<td>(SEM)</td>
</tr>
<tr>
<td></td>
<td>508.4</td>
<td>(24.5)</td>
</tr>
</tbody>
</table>
Table 2. ‘Amodal’ and modality dependent mechanisms of auditory spatial attention.

*p*-values are FWE corrected at the cluster level for multiple comparisons within the entire brain. Auxiliary uncorrected voxel threshold of *p* < 0.001. L, Left; R, right; A, auditory.

<table>
<thead>
<tr>
<th>Brain regions</th>
<th>MNI coordinates (mm)</th>
<th>z-score (peak)</th>
<th>Cluster size (voxels)</th>
<th><em>p</em>&lt;sub&gt;FWE&lt;/sub&gt;-value (cluster)</th>
</tr>
</thead>
<tbody>
<tr>
<td>[A unattended &gt; attended auditory stimuli] ∩ [A unattended &gt; attended visual stimuli]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R superior frontal gyrus</td>
<td>18 -4 64</td>
<td>4.09</td>
<td>731</td>
<td>0.000</td>
</tr>
<tr>
<td>R superior frontal sulcus</td>
<td>28 -6 46</td>
<td>4.38</td>
<td></td>
<td></td>
</tr>
<tr>
<td>R anterior cingulate gyrus</td>
<td>10 18 36</td>
<td>3.67</td>
<td></td>
<td></td>
</tr>
<tr>
<td>L superior frontal gyrus</td>
<td>-14 -10 64</td>
<td>3.69</td>
<td>268</td>
<td>0.005</td>
</tr>
<tr>
<td>L superior frontal sulcus</td>
<td>-30 -8 48</td>
<td>4.07</td>
<td></td>
<td></td>
</tr>
<tr>
<td>R postcentral sulcus/R intraparietal sulcus</td>
<td>42 -32 40</td>
<td>3.74</td>
<td>304</td>
<td>0.003</td>
</tr>
<tr>
<td>R anterior insula</td>
<td>30 20 6</td>
<td>4.41</td>
<td>185</td>
<td>0.027</td>
</tr>
<tr>
<td>[A unattended &gt; attended auditory stimuli] &gt; [A unattended &gt; attended visual stimuli]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R anterior insula</td>
<td>38 16 -12</td>
<td>4.32</td>
<td>209</td>
<td>0.016</td>
</tr>
</tbody>
</table>
Table 3. Main effects of auditory spatial expectation for auditory stimuli.

*p*-values are FWE corrected at the cluster level for multiple comparisons within the entire brain.

Auxiliary uncorrected voxel threshold of *p* < 0.001. L, Left; R, right; A, auditory.

<table>
<thead>
<tr>
<th>Brain regions</th>
<th>MNI coordinates (mm)</th>
<th>z-score (peak)</th>
<th>Cluster size (voxels)</th>
<th><em>p</em> &lt; FWE (cluster)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>A Expected &gt; unexpected auditory stimuli</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R superior frontal gyrus</td>
<td>8 54 18</td>
<td>4.91</td>
<td>1458</td>
<td>0.000</td>
</tr>
<tr>
<td>L superior frontal gyrus</td>
<td>-6 54 36</td>
<td>5.80</td>
<td></td>
<td></td>
</tr>
<tr>
<td>R precuneus</td>
<td>-4 -52 26</td>
<td>3.90</td>
<td>260</td>
<td>0.006</td>
</tr>
<tr>
<td>L precuneus</td>
<td>6 -56 26</td>
<td>3.28</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>A Unexpected &gt; expected auditory stimuli</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R superior temporal gyrus</td>
<td>60 -44 16</td>
<td>7.47</td>
<td>18305</td>
<td>0.000</td>
</tr>
<tr>
<td>L superior temporal gyrus</td>
<td>-62 -34 14</td>
<td>5.44</td>
<td></td>
<td></td>
</tr>
<tr>
<td>R postcentral sulcus/ R intraparietal sulcus</td>
<td>34 -58 46</td>
<td>5.93</td>
<td></td>
<td></td>
</tr>
<tr>
<td>L postcentral sulcus/ L intraparietal sulcus</td>
<td>-38 -46 42</td>
<td>5.79</td>
<td></td>
<td></td>
</tr>
<tr>
<td>R precuneus</td>
<td>4 -54 54</td>
<td>6.49</td>
<td></td>
<td></td>
</tr>
<tr>
<td>L precuneus</td>
<td>-8 -54 54</td>
<td>6.48</td>
<td></td>
<td></td>
</tr>
<tr>
<td>R anterior insula</td>
<td>38 16 2</td>
<td>7.48</td>
<td></td>
<td></td>
</tr>
<tr>
<td>L anterior insula</td>
<td>-32 16 2</td>
<td>6.94</td>
<td></td>
<td></td>
</tr>
<tr>
<td>R posterior cingulate gyrus/ L posterior cingulate gyrus</td>
<td>4 -28 26</td>
<td>5.18</td>
<td>339</td>
<td>0.001</td>
</tr>
<tr>
<td>R anterior cingulate gyrus</td>
<td>8 22 32</td>
<td>5.40</td>
<td>4222</td>
<td>0.000</td>
</tr>
<tr>
<td>R superior frontal gyrus</td>
<td>18 2 66</td>
<td>4.14</td>
<td></td>
<td></td>
</tr>
<tr>
<td>L superior frontal gyrus</td>
<td>-26 -8 70</td>
<td>4.23</td>
<td></td>
<td></td>
</tr>
<tr>
<td>L precentral sulcus</td>
<td>-38 0 38</td>
<td>5.08</td>
<td></td>
<td></td>
</tr>
<tr>
<td>R precentral sulcus</td>
<td>40 6 30</td>
<td>4.97</td>
<td>2186</td>
<td>0.000</td>
</tr>
<tr>
<td>R middle frontal gyrus</td>
<td>40 34 36</td>
<td>4.42</td>
<td></td>
<td></td>
</tr>
<tr>
<td>L middle frontal gyrus</td>
<td>-34 46 24</td>
<td>4.56</td>
<td>810</td>
<td>0.000</td>
</tr>
<tr>
<td>R calcarine cortex</td>
<td>12 -84 8</td>
<td>3.75</td>
<td>680</td>
<td>0.000</td>
</tr>
<tr>
<td>L calcarine cortex</td>
<td>-12 -84 6</td>
<td>3.71</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 4. Results of the ROI analysis for each stimulus modality.

ROIs: primary auditory and primary visual cortex. 90% CI of $\eta^2_p$ is given in square brackets. ** $p < 0.01$, * $p < 0.05$; A, auditory.

<table>
<thead>
<tr>
<th>ROIs</th>
<th>Main effect of A attention</th>
<th>Main effect of A expectation</th>
<th>Interaction A attention x expectation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$F$ (1,21)</td>
<td>$p$</td>
<td>$\eta^2_p$ [90% CI]</td>
</tr>
<tr>
<td>Primary auditory cortex</td>
<td>0.148</td>
<td>12.671</td>
<td>0.846</td>
</tr>
<tr>
<td>Auditory stimuli</td>
<td>0.704</td>
<td>0.002**</td>
<td>0.368</td>
</tr>
<tr>
<td>Visual Stimuli</td>
<td>0.170 [0, 0.383]</td>
<td>0.010 [0, 0.154]</td>
<td>0.006 [0, 0.131]</td>
</tr>
<tr>
<td>Primary visual cortex</td>
<td>0.045 [0, 0.233]</td>
<td>0.003 [0, 0.091]</td>
<td>0.194 [0.008, 0.406]</td>
</tr>
</tbody>
</table>
[A unattended > attended AUD] ∩ [A unexpected > expected AUD]