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Abstract As extreme wind speeds are responsible for large socioeconomic losses in the European domain, a skillful prediction would be of great benefit for disaster prevention as well as the actuarial community. Here we evaluate the patterns of atmospheric variability and the seasonal predictability of extreme wind speeds (e.g., >95th percentile) in the European domain in the dynamical seasonal forecast system European Centre for Medium-Range Weather Forecasts (ECMWF) System 4 and compare to the predictability using a statistical prediction model. Further we compare the seasonal forecast system with ECMWF Re-Analysis (ERA)-Interim in order to advance the understanding of the large-scale conditions that generate extreme winds. The dominant mean sea level pressure patterns of atmospheric variability show distinct differences between reanalysis and System 4 as most patterns in System 4 are extended downstream in comparison to ERA-Interim. This dissimilar manifestation of the patterns across the two models leads to substantially different drivers associated with the generation of extreme winds: While the prominent pattern of the North Atlantic Oscillation could be identified as the main driver in the reanalysis, extreme winds in System 4 appear to be related to different large-scale atmospheric pressure patterns. Thus, our results suggest that System 4 does not seem to capture the potential predictability of extreme winds that exists in the real world. This circumstance is likely related to the unrealistic representation of the atmospheric patterns driving these extreme winds. Hence, our study points to potential improvements of dynamical prediction skill by improving the simulation of large-scale atmospheric variability.

1. Introduction and Motivation

Winter windstorms represent one of the most dangerous and loss-intensive natural hazards for the European region. According to the European Environmental Agency (2011), storms were the costliest natural hazards in Europe between the years 1998 and 2009, exhibiting an accumulated loss of more than €44 billion. Thus, it would be of utmost value to provide useful predictions on seasonal scales as it would enable decision makers to take measures in order to minimize potential losses and most importantly to avoid casualties.

The demand for these longer-term “weather forecasts” exceeding the common 10-day prediction period has generally increased considerably over the last decade. One of the reasons for that is certainly the desire to minimize casualties and loss due to extreme weather events especially with respect to climate change (e.g., Easterling et al., 2000; Lowe et al., 2016). Due to the atmosphere’s chaotic nature, however, it is generally impossible to predict single weather events, not to mention extreme events, deterministically on a time scale exceeding 5–7 days. The reason for this is the nonlinearity of the atmospheric system that amplifies minuscule deviations in initial conditions into large disturbances at the end of a forecast period (Lorenz, 1963). This behavior of the atmosphere is often referred to as the “butterfly effect.” There is, however, an intrinsic predictability in atmospheric variables on a longer time scale. This predictability is dependent on atmospheric and oceanic conditions that feature variability modes on longer time scales (e.g., the El Niño-Southern Oscillation or the Atlantic Multidecadal Oscillation; e.g., Knight et al., 2006). The Atlantic Multidecadal Oscillation is known to have an impact on the decadal variability of the North Atlantic storm track (Nissen et al., 2014) and also on its position (Woollings et al., 2012).

As a response to the rising demand of forecasts for intermediate time scales, the gap between day-to-day weather forecasts and long-term climate projections has been closed by seasonal predictions (Doblas-Reyes et al., 2013; Palmer et al., 2004). These seasonal predictions are based on free-running coupled atmosphere-ocean models that are usually initialized on the first day of each month. The initial conditions are
taken from the observed state of the atmosphere and the ocean on the given day. In most cases seasonal forecasts run for a period of 6–7 months. To account for the chaotic nature of the atmosphere, they are run as ensemble forecasts that often feature 20–50 ensemble members to enable probabilistic predictions.

As for every forecast product, there is always the question of forecast skill. Della-Marta et al. (2010) investigated the skill of the European Centre for Medium-Range Weather Forecasts (ECMWF) System 3 (Anderson et al., 2007) with regard to high wind speeds and found skill for the 95th percentile of wind speeds for the first lead month but none thereafter. Torralba et al. (2017) examined the skill of ECMWF System 4 (Molteni et al., 2011; System 4 hereinafter) regarding the potential wind energy yield (thus seasonal mean wind conditions) for two different regions featuring a substantial amount of wind farms (Canada and the North Sea). They showed that the seasonal mean wind predictions of System 4 have to be bias corrected in order to be useable for the end user (i.e., wind farms). The bias-corrected seasonal mean wind speeds, however, show skill especially in the tropics and also in areas relevant to wind energy production, for example, extratropics. MacLeod et al. (2018) also investigated the wind energy yield by performing statistical simulations based on subdaily (6-hourly) to monthly mean wind speeds taken from two reanalysis data sets. They concluded that only if there is predictable information in daily values will there be an information gain in using (sub)daily values compared to weekly to monthly means. As the predictability in seasonal forecast products is based on low-frequency variations of the climatic system, they are expected to have more skill on a weekly to monthly scale rather than a daily scale.

Extreme and mean winds in Europe are related to the North Atlantic Oscillation (NAO; e.g., Hurrell, 1995) as the leading mode of atmospheric variability for Europe (e.g., Pinto et al., 2009; Donat et al., 2010) especially for the winter months. Thus, a skillful prediction of the NAO could provide valuable information on potential storm-related impacts for upcoming winter seasons way ahead of common weather forecasts. The U.K. Met Office Global Seasonal Forecast System 5 (GloSea5; MacLachlan et al., 2015) has been shown to have significant skill for predicting the NAO for the European winter period (Scaife et al., 2014). Eade et al. (2014), however, argued that GloSea5 (and potentially other systems) underestimates the inherent predictability of the climate system (including the NAO) due to the noise in each of the single-ensemble members. They proposed the use of large ensembles in order to reduce noise and also a postprocessing method to adjust the variance of the ensemble prediction. Recently O’Reilly et al. (2017) investigated century-long seasonal hindcast simulations (uncoupled, System 4 based; see Weisheimer et al., 2017) and found a high variability in prediction skill of the NAO and the Pacific/North American (PNA) index. In particular, they identified a strong link between the lack of skill for the PNA and the sea surface temperature anomalies in the Pacific during the midtwentieth century in the seasonal hindcast experiments (for this particular case).

Moving from the potential predictors of winter windstorms toward the actual event, Befort et al. (2018) investigated the capability of GloSea5 and System 4 to predict the frequency of occurrence of winter windstorms per season. They found significant positive correlations between the observed and forecasted number of windstorms on a grid cell level in large areas over the Atlantic Ocean for the years 1992–2011. However, they observed a drop in significance when investigating the skill for the longer 1983–2011 time span. Walz et al. (2018) in turn showed that a considerable amount of the interannual variability of these winter (December–January–February [DJF]) windstorm counts can be explained by large-scale Atlantic drivers (e.g., NAO, Scandinavian [SCA] pattern, or the East Atlantic [EA] pattern). Our study can be considered as a nexus between these two before-mentioned papers as a direct link between large-scale variability patterns and European winter extreme winds (in seasonal forecasts in particular) has not been shown to date. In order to investigate the predictability of extreme wind speeds, we are therefore trying to answer the question in how far the NAO (or other large-scale variability patterns) is associated with extreme wind speeds (associated with winter windstorms) in System 4. Thus, there are four questions we are trying to answer in this study:

- How well are winter large-scale mean sea level pressure (MSLP; e.g., NAO and SCA) patterns generally represented in the ECMWF System 4?
- What is the predictability of extreme wind speeds in seasonal forecasts? In other words, does the forecast contain more information than the climatology?
- Which large-scale drivers are responsible for extreme wind speeds in System 4 and in the reanalysis?
- How does a statistical model compare to the dynamical seasonal forecast regarding the predictability of extreme wind speeds to occur?
The next section of this paper features a description of the seasonal forecast system and reanalysis product used for this study. Section 3 introduces the methods used for this analysis. This includes the empirical orthogonal function (EOF) analysis of the MSLP data, the concept of statistical entropy as a skill measure, the quantification of the extreme wind speeds, and the description of the statistical model used to predict extreme wind speeds for the DJF period employing MSLP data from October/November. The results of this analysis will be presented in section 4 before concluding this paper with a summary and discussion of these results.

2. Data

The predictability of extreme wind speeds (using 6-hourly wind speed) and MSLP variability modes in the retrospective forecasts is investigated for the ECMWF Seasonal Prediction System 4 (System 4; Molteni et al., 2011). Six-hourly wind speeds have been used extensively to assess extreme winds, for example, associated with winter windstorms (e.g., Nissen et al., 2014, or Leckebusch et al., 2008). As the focus is on wind speeds associated with winter windstorms, boreal winters from 1982/1983 to 2013/2014 are used, which results in 32 DJF winter seasons. The reforecasts are initialized every 1 November, which corresponds to a lead time of 2–4 months when analyzing DJF. The atmospheric initial conditions are taken from the ECMWF Reanalysis (ERA)-Interim reanalysis (Dee et al., 2011). The ocean is initialized using the Ocean ReAnalysis System 4 (Molteni et al., 2011). Every reforecast comprises 51 ensemble members and is provided on a spectral resolution of T255, which is the same resolution used for ERA-Interim. The perturbed initial conditions are produced using singular vectors and an ensemble of ocean conditions of the ocean model Nucleus for European Modelling of the Ocean (NEMO) (Madec, 2008). The forecast system is based on the Integrated Forecasting System cycle 36r4 of the ECMWF. In the absence of high-quality, homogeneous wind observations for a number of locations across Europe, the predictability/skill of System 4 is assessed against ERA-Interim. We note that as both System 4 and ERA-Interim are based on similar model versions at the same resolution, there is only a minor bias in the simulated wind speeds, which should favor the detection of prediction skill. The wind fields for the North Atlantic/European domain (70°W–40°E, 30–70°N) are remapped to a 5 × 5° grid for the predictability assessment to minimize the effects of small-scale spatial noise, in line with recommendations for decadal prediction verification (Goddard et al., 2013).

3. Methods

3.1. EOF Analysis of MSLP Data

EOFs are described by the eigenvectors of the covariance matrix of time series at different spatial points (e.g., Ambaum et al., 2001; Jolliffe, 1986). By definition, all eigenvectors are orthogonal to each other. EOFs represent an ideal tool to investigate the spatial and temporal variability of any given variable as each EOF explains the maximum temporal variance among all spatial fields. Usually, the EOFs are ranked by the amount of total variability that they explain. Thus, the first EOF explains the most temporal variability at any given point, the second EOF explains the second most variability, and so on. When using Northern Hemispheric (NH) MSLP data, the first EOF or eigenvector usually corresponds to the NAO as it is responsible for most of the variability in the NH (e.g., Ulbrich & Christoph, 1999, or Woollings et al., 2015). The second mode is usually associated with the PNA (e.g., Ambaum et al., 2001; naming of the EOF modes in the reanalysis in accordance with National Oceanic and Atmospheric Administration, http://www.cpc.ncep.noaa.gov/data/telecontents.shtml), which is the leading pattern of interannual variability of MSLP for the Pacific region.

For this study the EOF analysis was carried out for the standardized (by dividing by the standard deviation) DJF MSLP anomalies of the entire NH (20–90°N) for the ECMWF System 4 and ERA-Interim to compare their spatial patterns. Due to the constraining (orthogonal) nature of the EOF analysis, it turns out that the patterns of the two models look very different (see section 4.1. for details). In order to obtain comparable EOF time series for further analysis (especially with regard to drivers of extreme winds), we projected the MSLP anomalies of System 4 onto the eigenvector loadings of ERA-Interim. That way, we are aiming for a fairer comparison between the different driver time series of Season 4 and ERA-Interim. For completeness the results employing the System 4 eigenvectors are shown in the supporting information.

For the process of developing the statistical prediction model the EOF analysis was also done for the same region for MSLP data from 15 October to 15 November for every year for ERA-Interim. In order to make use of the large ensemble and to reduce the noise of each ensemble member, all 51 members are pooled.
together to calculate joint EOFs. If the EOF was calculated for each of the members individually, the variability of the ensemble mean would be too low (Figure 8). The first nine EOFs were calculated for both System 4 and ERA-Interim. The loadings or principal components of the EOF analysis represent the time series of the respective EOF pattern. For comparison reasons the NAO index was also calculated as a normalized pressure anomaly difference between the grid boxes closest to Lisbon and Reykjavik from the ensemble mean of the hindcasts in System 4.

3.2. A Normalized Sum as a Measure for Extreme Wind Speeds

As extreme wind speeds (represented by percentiles) tend to be of fairly erratic nature with large year-to-year variability, the percentile alone does not show a high predictability on an interannual time scale (see Figure S1 in the supporting information). For that reason we chose to estimate the predictability of System 4 extreme wind speeds by incorporating the entire upper tail of each local wind speed distribution in order to get a more robust target variable. This is implemented by summing up all wind speed values exceeding a certain percentile threshold and normalizing this sum with the total amount of available time steps per season n (see equation (1)). The resulting value \( I_{k,y,9X} \) represents an integrated measure over the amount of percentile exceedances as well as the magnitude of exceedances on an interannual time scale. Accordingly, a large value could represent either a season with many smaller exceedances or a season with few large exceedances of the respective percentile.

\[
I_{k,y,9X} = \frac{\sum_i^n v_{n,k}^i}{n}, \forall v_{n,k} > v_{9X,k} \quad (1)
\]

We chose the 90th, 95th, and 98th percentiles as thresholds for this study as these percentiles have been used previously with regard to extreme wind speeds (e.g., Leckebusch et al., 2008, or Della-Marta et al., 2010). The percentile is calculated as a climatological percentile from the mutually available data (1982–2014) for forecasts and observations separately in order to avoid reducing predictability by a potential bias. \( I_{k,y,9X} \) is calculated for every grid cell \( k \) for every DJF season \( y \) between 1982/1983 and 2013/2014 for all 51 ensemble members and compared to ERA-Interim for all three percentiles. In order to assess the predictability in the European region, \( I_{k,y,9X} \) is averaged for time series comparison for the box shown in Figure 6.

3.3. Statistical Entropy and Predictive Power

The concept of statistical entropy has its roots in information theory and was first introduced by Shannon (1948, 1951) who defined it as a measure to estimate the information content of a message. Schneider and Griffies (1999) and DelSole (2004) took up on this idea and developed a conceptual framework of how to use statistical entropy as a measure of predictability. They argue that a forecast is best described by its entire variability, the percentile alone does not show a high predictability on an interannual time scale (see Figure 8). The resulting value \( I_{k,y,9X} \) represents an integrated measure over the amount of percentile exceedances as well as the magnitude of exceedances on an interannual time scale. Accordingly, a large value could represent either a season with many smaller exceedances or a season with few large exceedances of the respective percentile.

The Shannon (statistical) entropy \( S_X \) of a random variable \( X \) is defined as follows (Shannon, 1948):

\[
S_X = -\int p_X(x) \log p_X(x) \quad (2)
\]

\( S_X \) is a measure of uncertainty related to the random variable \( X \). If all realizations of the random variable \( X \) are equally likely, \( S_X \) is maximal as the outcome of the realization is hardest to predict. An example would be the rolling of a fair dice as every number has a probability of 1/6. Thus, every roll of the dice conveys the maximum amount of information. If the dice was biased, say, the number 3 was on four of the six sides, there would be less uncertainty as the number 3 can be expected to appear with a probability of 2/3. This reduction in uncertainty also reduces \( S_X \). The extreme-case scenario would be a dice with the same number on every side. The uncertainty would be zero and so would be the Shannon entropy as the rolling of the dice does not convey any new information. This concept can be applied to ensemble forecasts: The uncertainty within an ensemble forecast depends on the spread of the ensemble members and would be maximal if every member would predict a completely different state of the atmosphere. The probability of every predicted atmospheric state would be 1/51 in case for System 4. If all ensemble members of the forecast ended up
in the exact same state, however, there would be no uncertainty at all in the forecast, and thus, Shannon’s entropy would be zero. As follows, a robust forecast will produce smaller values of the statistical entropy as it is more constrained. However, the actual (correlation) skill of the forecast could still be small in the case that all ensemble members drift to an incorrect state. This would be considered an overconfident forecast.

A measure of predictability that makes use of these considerations is given by the predictive information (PI) as defined by Schneider and Griffies (1999) and adapted by Tang et al. (2007):

\[
PI = S_X - S_E
\]

\(S_X\) describes the uncertainty (statistical entropy) associated with the climatological distribution, thus if no forecast was available (prior uncertainty). The variable \(S_E\) represents the statistical entropy after the forecast (and observation) has become available. It quantifies the uncertainty in the ensemble prediction (posterior uncertainty). Ideally, the posterior uncertainty is smaller than the prior uncertainty \((S_E < S_X)\) due to useful information in the ensemble forecast. Hence, a large PI value suggests a more reliable forecast. Practically, however, the uncertainty in ensembles can be larger (i.e., \(PI < 0\)) than the uncertainty in the climatology, especially for an erratic variable such as extreme wind. Grid cells with negative values are considered to feature no predictability/additional information to the climatology. In other words, the climatology provides more information (is “sharper”) than the forecast. Another measure defined by Schneider and Griffies (1999) and adapted by Tang et al. (2007) is represented by the predictive power (PP):

\[
PP = 1 - \exp(-PI)
\]

Equivalently to the interpretation of the PI, large values of the PP suggest useful information in the seasonal ensemble forecast, making it superior to the climatology. Evidently, PP becomes maximal \((PP = 1)\) if the prior uncertainty is infinite and the posterior uncertainty vanishes. As the PP exhibits a proper limiting behavior \((0 < PP < 1)\), it represents a descriptive quantification of the predictability. For this paper the PP will be calculated for the previously defined variable \(I_{k_x,y}^{t}$ for each winter individually and also as a time mean that refers to the average predictability of extreme wind speeds for every \(5 \times 5\) grid cell in the studied domain.

### 3.4. Akaike Information Criterion Selection of Large-Scale Drivers

In order to understand what drives the interannual variability of extreme winds in System 4 as well as in ERA-Interim, we examined which of the nine large-scale MSLP variability patterns (EOFs) are most significant for extreme winds in the North Atlantic and European regions. The selection criterion is based on the AIC (an information theoretic criterion, occasionally also referred to as Akaike information criterion; Akaike, 1974) stepwise approach. Similar to the statistical entropy, the AIC is based on information theory (Jaynes, 1957). The AIC is an estimate of how much information is lost by using a statistical model instead of the actual physical relation. Thus, the AIC can be used as a tool for model selection if different models can be compared to each other. The essential part of the selection process is the trade-off between the goodness of fit and the complexity of the model, as the number of parameters to be estimated \((k)\) as well as the maximum of the likelihood function \(L\) are part of the AIC score:

\[
AIC = 2k - 2 \ln L
\]

The winning model will exhibit the smallest AIC value. Different from other model selection criteria, for example, the \(F\) test, the AIC score does not provide any information about the absolute quality of the model, however. Thus, if all potential models provide a poor fit, there is still a winning model albeit it being of poor quality.

To account for this drawback, we developed a two-step algorithm to identify the main drivers of extreme wind speeds for the studied domain:

1. By applying the AIC, we determined the best model for each grid cell checking combinations of all nine computed leading EOF time series as potential predictors and \(I_{k_x,y}^{t}$ as the predictand. As \(I_{k_x,y}^{t}$ is sufficiently normally distributed, a multilinear regression model is a natural candidate. The simplest model would be a constant straight line; the most complex model would include all nine predictors. The AIC stepwise algorithm in \(R\) (MASS package) examines every possible combination of the nine predictors and estimates the model with the lowest AIC score, thereby providing the “best” combination of drivers for every grid cell.
2. To determine the driver explaining the most variability, the predictors of the winning AIC model for each 5 × 5 grid cell are tested for significance using a t test. Any predictor not significant at the 95% significance level is discarded from the AIC model. For each grid cell, the predictor associated with the largest regression coefficient is then considered to be the most important (winning) large-scale driver for the respective grid cell. Due to the t test constraint, there can be grid cells where no significant driver can be determined. This two-step algorithm is applied to both System 4 and ERA-Interim so that the internal drivers explaining the most variability of extreme winds can be compared between the seasonal forecast and reanalysis. This could help to understand why the potential predictability in seasonal forecasts is sometimes lower than in the real world as discussed in Eade et al. (2014), as we can examine what drives these extreme wind speeds (model internally). In case the extreme wind speeds are caused by different drivers in System 4 compared to ERA-Interim a potential lack of skill in System 4 for extreme wind speeds could be associated with the disparate-generating drivers.

In addition to the presentation of the winning driver for every grid cell, we provide correlation maps of selected drivers to illustrate the different driving mechanisms between the seasonal forecast and the reanalysis.

3.5. A Multilinear Regression Model to Statistically Predict Extreme Wind Speeds

The statistical model is trained to predict the \( I_{k,y,9X} \) value for the upcoming DJF season based on the EOFs computed from MSLP ERA-Interim fields entailing data from 15 October to 15 November of every year. This period is centered on the initialization date of System 4 and thus imitates the lead time of 2–4 months of the dynamical seasonal forecast model. As we include data until 15 November, we do include more information in the statistical model than what would be available to System 4; however, we balance that by including data all the way back to 15 October. Therefore, we consider this as a fair base of comparison between the skill of the statistical and dynamical models. The procedure of training the model is similar to the identification of the large-scale drivers for the extreme wind speeds. The nine leading EOF patterns for the October–November period are used as a pool of predictors to predict \( I_{k,y,9X} \) for the coming DJF season. The model selection is equivalent to the algorithm described in the previous section: The selected predictors of the winning AIC model are tested for significance using a t test. As \( I_{k,y,9X} \) is sufficiently normally distributed, the natural choice for the model is a multilinear regression model again. To account for a potential overfitting of the model, we performed a twofold cross-validation of the winning model; thus, each year is used as a training set and as a testing set once. In case no significant driver can be determined for a grid cell, there is, of course, no statistical model for that respective grid cell.

The skill of the statistical model and the seasonal forecast model is examined by a correlation with the \( I_{k,y,9X} \) value for all available grid cells of the ERA-Interim reanalysis data. Particularly, the skill for Central and Northern Europe (as defined by the rectangular box in Figure 6) is analyzed.

4. Results

4.1. Differences in EOF Patterns Between System 4 and ERA-Interim

The nine leading EOF modes of DJF MSLP data are presented in Figures 1 and 2 for ERA-Interim and ECMWF System 4, respectively. Clearly, the leading EOF for both the dynamical prediction model and the reanalysis represents the expected NAO pattern featuring the Icelandic Low and the Azores High. The location of this dipole, however, appears different for the two data sets. It seems that the centers of these two pressure patterns are more downstream in System 4 compared to ERA-Interim. As a result, the pressure gradient over Europe appears smaller in System 4. The second EOF (PNA) also appears shifted downstream in System 4, reaching all the way into the European continent. Generally, it seems that there appears to be a model bias that “smears” the variability patterns in a downstream direction. Another example for that is the third EOF (Western Pacific [WP] pattern), which also seems to explain a considerable amount of variability in the European region in System 4 although its center of action should lie in the Pacific. In System 4 it appears almost as a mirrored NAO with high-pressure anomalies over Greenland and low-pressure anomalies over the Central Atlantic, inconsistent with the reanalysis-based EOF patterns. The sixth (SCA) EOF in comparison exhibits a very similar pattern for both ERA-Interim and System 4 with a blocking situation over Central Europe. The eighth (East Pacific/North Pacific) EOF with its dipole over the Pacific and a strong low-pressure
feature over the British Isles is also comparable between the two data sets. Other EOF patterns, however, look completely different as, for example, the fifth (EA) and seventh (Tropical/Northern Hemisphere) EOFs.

The explained variance by the different modes differs considerably between System 4 and ERA-Interim. Whereas the NAO accounts for around 20% of the interannual MSLP variability in ERA-Interim, it accounts
for about 35% in System 4. More generally, the explained variance (added up over all nine modes) for the nine leading EOFs in System 4 (~87%) seems to be considerably larger than for ERA-Interim (~72%). There is a more abrupt change in explained variance in System 4 between the fourth (East Atlantic/West Russia) and fifth (EA) EOFs, also. The decline of variance across the nine EOFs in ERA-Interim is smoother compared to that.
As these EOF patterns manifest so differently in the two data sets, we decided only to use the EOF eigenvectors of ERA-Interim for calculating the time series and thus for identifying the drivers of extreme wind speeds as described in section 3.1.

Figure 3 depicts the NAO time series of the EOF-derived indices as well as the grid-box-based indices. Note that the System 4 EOF-based index uses ERA-Interim loading patterns and System 4 MSLP anomalies. The correlation between the two respective EOF-based NAO time series is 0.49, whereas the correlation between the grid-box-based time series is only 0.32. Evidently, the EOF-based and grid-box-based NAO indices for System 4 appear to differ from each other considerably for certain years (e.g., 1984, 1999, or 2010) as well. The correlation between these two is 0.69, whereas the correlation between the two ERA-Interim indices is 0.80. The reason for the lower correlation of the System 4 indices could be due to the definition of the grid-box-based index using Lisbon and Reykjavik as reference locations. This could be similar to the findings of Ulbrich and Christoph (1999) who found that the center of actions of the NAO dipole shifts downstream for some general circulation model future climate projections.

4.2. Drivers for Extreme Wind Speeds in ERA-Interim and System 4

The MSLP EOF pattern featuring the largest (absolute) regression coefficient for every grid cell is presented in Figure 4. Each color plotted on the map represents one of the nine leading EOF MSLP patterns using the nomenclature of the National Oceanic and Atmospheric Administration.

All predictors shown represent the “winning” coefficient for each grid cell, explaining most of the interannual variability of extreme wind speeds. Figure 4 depicts the drivers for $I_{k,y,95}$; however, the maps for $I_{k,y,90}$ and $I_{k,y,98}$ look very similar. As expected from numerous studies (Donat et al., 2010; Pinto et al., 2009), the NAO explains the largest part of the variability of high wind speeds for the ERA-Interim reanalysis as it is known to be a key driver for North Atlantic storminess. The areas where NAO has the strongest effects are split by the EA, which has also been identified as a variability pattern with a significant impact on European storminess (Walz et al., 2018, or Mailier et al., 2006). The extreme wind speeds in the Scandinavian region appear to be driven by the Polar (POL) pattern and the SCA (Walz et al., 2018).

The predictors for the anomalies of System 4 projected on the ERA-Interim loading patterns, however, draw a somewhat different picture: While the northern part of the NAO dipole looks similar to the one observed for ERA-Interim, the southern part associated with the Azores High does not seem to be a driver of the interannual variability at all. Instead, there is a mix of various drivers that seem to be responsible for extreme wind speeds for that area such as the EA or Tropical/Northern Hemisphere pattern. The absence of the southern part of the NAO as a driver might be due to the downstream displacement of the high pressure associated with the Azores High in the leading EOF pattern (Figure 2). The main driver for extreme wind speeds in...
Central Europe for System 4 appears to be the SCA blocking pattern, whereas it barely appears in ERA-Interim. The black crosses in Figure 4b denote grid cells in which the winning driver of ERA-Interim is at least among the top three drivers of System 4. This implies that the NAO might not be the most important driver for extreme wind speeds for the Central European region; however, it still explains a considerable amount of variability in System 4 (see Figure 5). The differences in drivers between the two plots (Figures 4a and 4b) can be explained by the different manifestations of the large-scale MSLP patterns. When interpreting these results, it has to be kept in mind, however, that the EOFs are constrained by their mutual orthogonality. This means that if a data set is a linear superposition of two patterns that are not orthogonal, the EOF analysis will not yield these patterns. Furthermore, the resulting EOF patterns can depend on the spatial domain (see Ambaum et al., 2001).

The differences between the identified drivers for the reanalysis and the seasonal forecast become more obvious when comparing the correlation maps for the NAO and SCA variability patterns with extreme wind speeds individually. The correlation between \(I_{k,95}\) and the NAO and the SCA for both ERA-Interim and System 4 are presented in Figure 5. Correlations significant at the 95% significance level are marked with a black cross. The correlation pattern of the NAO for ERA-Interim exhibits the prominent dipole pattern over the North Atlantic featuring positive correlations between the NAO and extreme wind speeds over Northern Europe. Negative correlations are present over Southern Europe and over the Atlantic between 30°N and 40°N. The correlation patterns look considerably different for ERA-Interim and System 4. Whereas the northern part of the correlation for the NAO looks similar in both data sets, the southern part barely shows any significant negative correlation in System 4. The difference in correlations for the SCA pattern is even more striking. Basically, the entire European continent features a negative correlation between the sixth EOF (SCA) time series and the interannual variability of extreme wind speeds in winter in System 4, whereas the main region of correlations in ERA-Interim appears to be (compliant with its name) the Scandinavian region. Also, the correlation pattern features different arithmetic signs. As the correlation between the SCA and extreme wind speeds in System 4 over Central Europe is fairly strong (\(<-0.5\)), it explains why the SCA appears as the most important driver of the variability as seen in Figure 4.
For the sake of completeness we present the results for model-specific results (utilizing System 4 eigenvectors in the supporting information). There the first EOF appears only occasionally as the most important MSLP variability pattern, whereas the PNA (second EOF), the WP (third EOF), and the East Pacific/North Pacific (eighth EOF) appear as the patterns explaining the most variability of extreme wind speeds in the North Atlantic area. The shifted importance of the different patterns appears to be related to the observed downstream displacement of the center of actions of the aforementioned MSLP variability patterns (Figure 2) as, for example, the second EOF (PNA), which explains variability in the European domain as well.

4.3. Predictability of High Wind Speeds in the ECMWF System 4

The estimated predictability (using mean PP) of $I_{y,95}$ is presented in Figure 6 for all three evaluated percentiles. The figures show the average PP for every 5 x 5 grid cell over the period from DJF 1982/1983 until DJF 2013/2014. For exceedances of all three percentile thresholds there seem to be three main pockets of large PP values: Over the Scandinavian region, over the Central-Eastern Atlantic, and over Eastern Canada/Newfoundland. Interestingly, two of these areas are toward the edge of the analyzed domain. The maximum PP across all three percentile exceedances is found in the Scandinavian region. This could be due to the fact that the prior uncertainty in these regions is relatively large as the climatology here exhibits a strong year-to-year variability. This indicates that the initialized runs provide useful information to narrow this spread for the upcoming winter season. The large climatological spread is possibly also the reason for the fact that there is no PP over the Atlantic within the classic storm track. The prior uncertainty in this region is relatively small in this region, and so the forecast does not provide any more useful information or is able to reduce the uncertainty.

The PP does generally not decrease with increasing percentile threshold. The overall pattern looks very similar in all three plots. Interestingly, certain areas feature even higher PP values for the higher percentiles (e.g., Northern Atlantic west of the British Isles or across Central Europe). Generally, System 4 appears to provide...
additional information to the climatology where the amount of windstorms associated with extreme winds has a larger interannual variability. This makes sense as the climatological distributions in these areas will be reasonably broad; thus, the prior uncertainty is large. From an end users’ point of view this is very useful information as it seems that the forecast of high wind speeds exhibits a good degree of sharpness in areas where potential damage could occur from those winds.

4.4. Evaluation of the Statistical Model in Comparison to System 4

The statistical model developed in section 3.5 is based on the nine leading EOFs of ERA-Interim mid-October to mid-November MSLP data. That way, it also attempts to predict winter storminess based on October to November initial conditions and ensures a fair level of comparison between the statistical model and the dynamical seasonal forecast product System 4. Figure 7 shows maps of the correlation between the respective model and ERA-Interim for the normalized sum of extreme winds $I_{k,y}$ during DJF.

Compared to System 4, the statistical model undoubtedly shows more grid cells with a significant correlation (skill) for predicting the extreme wind speeds during the DJF season. The significant grid cells for System 4 tend to be at the edge of the studied domain, whereas the major part of grid cells with significant correlations for the statistical model appears over Central and Northern Europe featuring correlations up to 0.5. Interestingly, the correlation for System 4 is highest where there was also the highest magnitude of PP (e.g., the Scandinavian region in Figure 6), which confirms that the PP can be used as an alternative tool to examine the predictive skill of an ensemble forecast. A definite drawback to the statistical model is the fact that there is not necessarily a statistical model for every grid cell. In case none of the nine EOFs of the November MSLP turns out to be significantly related to local extreme wind speeds, no model can be determined. The maps look very similar for $I_{k,y,90}$ and $I_{k,y,98}$, so the result is not sensitive to the wind speed threshold. Therefore, we choose not to show them at this point. Interestingly, many grid cells for which there is no statistical model exhibit some skill in the dynamical forecast. An interesting approach could be to combine the two forecast models. One possibility would be to check for skill in System 4. If none can be found the statistical model could be checked for a significant model in that particular grid cell. If skill can be found that grid

Figure 6. Mean PP of ECMWF System 4 for the DJF seasons from 1982/1983 to 2013/2014 for the extreme wind speeds (a) $I_{k,y,90}$, (b) $I_{k,y,95}$, and (c) $I_{k,y,98}$. The rectangular box marks the regions for which regional average time series are analyzed (see Figure 8). PP = predictive power; ECMWF = European Center for Medium-Range Weather Forecasts; DJF = December–January–February.
cell could be used from the statistical model. Judging from Figure 7, this “hybrid” model would exhibit skill in larger areas than any individual model.

To include all of the previously discussed predictability scores and correlations into one plot, all of these items were averaged over the defined rectangular box (see Figure 6) including large parts of Central Europe and the British Isles, thus roughly the area that is most affected by European windstorms (e.g., Leckebusch et al., 2008).

The time series (Figure 8) of \( I_{k,y,95} \) in ERA-Interim nicely captures the interannual variability of extreme winds in Central Europe with peaks for the stormy seasons 1989/1990, 1992/1993, 1999/2000, 2006/2007, and 2013/2014 as these featured some of the most prominent European windstorms in the last 30 years. The

\[ \text{Figure 7. Correlation maps for } I_{k,y,95} \text{ time series between (a) ERA-Interim and the ensemble mean of System 4 and (b) ERA-Interim and the statistical model based on November MSLP data. All significant grid cells at the 5% confidence level are marked with a black cross. ERA = ECMWF Re-Analysis; EMCWF = European Center for Medium-Range Weather Forecasts; MSLP = mean sea level pressure.} \]

\[ \text{Figure 8. Time series of } I_{k,y,95} \text{ spatially averaged for the European region as defined in Figure 6. The black line corresponds to ERA-Interim, the red line corresponds to the mean of System 4, the purple band depicts the inner 50th percentile of System 4, and the gray band depicts the range of the entire ensemble of System 4. The cyan line represents } I_{k,y,95} \text{ as predicted by the statistical model. The dashed light gray line depicts the PP whose y-axis is plotted on the right-hand side of the plot. The correlations between the ensemble mean of System 4 and the statistical model with ERA-Interim are given in the legend after the respective label. The years on the x-axis refer to the years of the January and February of a particular DJF season; thus, 1990 refers to the winter 1989/1990, and so on. ERA = ERA = ECMWF Re-Analysis; EMCWF = European Center for Medium-Range Weather Forecasts; PP = predictive power; DJF = December–January–February.} \]
minima are found for the winters 1984/85 and 2009/10. Both of these seasons also exhibited strong negative values of the NAO (see Figure 3). It seems that the ensemble spread of System 4 is approximately as big as the yearly variations of ERA-Interim; however, the mean of the ensemble shows very little variability over the entire time period. This small signal variability is a common feature when taking the mean of a large ensemble size as it is provided with the 51 members by System 4. Due to the setup of System 4, it is not possible to examine the interannual variability of each member as member 12 in year 1, for example, is not necessarily member 12 in year 2. Thus, the examination of each member individually would mix different ensemble members.

The correlation between the ensemble mean and ERA-Interim of 0.19 is not significant at the 95% significance level. Every winter season in the System 4 ensemble mean appears to be of a similar intensity, whereas the observations exhibit a strong year-to-year variability. Compared to the range of the entire ensemble, the inner 50th percentile appears sharper. This leads to the conclusion that many ensemble members end up in the same state and thus agree well to one another. The time mean of $I_{k,95}$ over the entire time is very similar for System 4 and ERA-Interim. This implies that the mean of the ensemble forecast manages to get the mean extremeness of wind speeds correct over the 32 years; however, it fails to predict the interannual variability.

The interannual variability in the statistical model is considerably larger. In addition, it correctly predicts some of the peaks (e.g., 1999/2000 or 2011/2012) although it fails to predict the prominent winter of 1989/1990. The statistical model occasionally predicts more extreme seasons than ERA-Interim (2001/2002 or 2009/2010). The correlation of 0.51 is significant at the 95% significance level.

Generally, it seems that unusually low extreme wind seasons like 1984/1985 and 2009/2010 are harder to predict for both the dynamical and the statistical model. The PP is negatively correlated ($-0.5$) with the spread of the ensembles that is in line with the assumption that less spread/uncertainty in the forecast is related to a higher predictability (information gain) of the extreme wind speeds. Despite being less uncertain, the ensemble members appear to agree more with each other than with the actual observation. This compares to an underconfident forecast as discussed in Eade et al. (2014). In other words, there are barely any seasons in which the ensemble mean forecast can make a prediction of the actual intensity (peak intensity) of the season. In terms of information gain, however, the seasonal forecast still provides additional information to the climatology for some years, in particular for the winters 1999/2000, 2006/2007, and 2010/2011 (see the peaks of the PP curve in Figure 8).

5. Summary and Discussion

This study utilized the ECMWF System 4 and ERA-Interim to advance the understanding of the large-scale drivers associated with extreme winds (i.e., associated with European winter windstorms) and their predictability.

The NAO (first EOF) pattern in the seasonal forecast seems to be shifted downstream so that its center of action is relocated toward the east. This downstream displacement of variability modes is also observed for the second EOF (corresponding to PNA in the reanalysis) and the third EOF (WP), which are extended into the Atlantic.

The correlation of the two EOF-based NAO time series between the reanalysis and the projected System 4 index is around 0.49, whereas it is only 0.32 for the grid-cell-based index. The lower correlation for the latter could potentially be explained by the shifted location of the EOFs in System 4, similar to that in Ulbrich and Christoph (1999) who argued that the rigid location for the grid-cell-based NAO index could be inaccurate for some future general circulation model predictions (ECHAM4 + OPYC3 in their case) as the center of action of the NAO is displaced downstream. A similar displacement is observed for the seasonal forecast. The correlation skill of the NAO in System 4 is in good agreement with the findings of O’Reilly et al. (2017). They computed a correlation of 0.31 for the NAO index derived from 500-hPa geopotential height data using the (atmosphere-only) seasonal experiments for the entire twentieth century (Weisheimer et al., 2017) and of around 0.40 for the 31 years between 1980 and 2010, thus close to our estimated correlation of 0.49. The difference might be partly due to the slightly different time period used in their study.

The question about the predictability or uncertainty of extreme wind speeds in System 4 was approached with the statistical entropy and the PP ( Schneider & Griffies, 1999; Tang et al., 2007) in particular. Evidently, there is more information in the seasonal forecast (larger PP value) in areas where the variability of the
climatology is fairly large. Thus, the seasonal forecast is able to reduce the uncertainty of the forecast distribution compared to the climatological forecast. This applies especially for some regions in the Central East Atlantic, Eastern Canada, and northern Scandinavia. The variability in the climatology of extreme winds within the prominent storm track is comparatively low so that the seasonal forecast cannot provide much additional information for these areas. Overall, the PP value proves to be a valid measure of uncertainty quantification. Fernández-González et al. (2017) investigated the uncertainty of wind speeds for the ECMWF ensemble prediction system (EPS) operational weather forecasting ensemble with a predictability index that evaluates the average interquartile range for a 30-day period against the current forecast. In a way, this is similar to the PP as it estimates in how far the uncertainty of the climatology can be reduced by a forecast, thus whether or not the predictability is better than “usually.” Overall, the conclusions they draw from their analysis of the ECMWF EPS are in line (see below) with System 4 although the forecasts are on different time scales and in their case on a much smaller spatial scale.

The map of the physical drivers of extreme wind speeds for System 4 looks fairly different to the reanalysis. The NAO acts as the dominant driver in the North Atlantic; however, it does not seem to explain much variability in the Central Atlantic. The sixth EOF (SCA) is identified as the main driver for extreme winds over Central Europe. When the model-specific eigenvectors are used to produce the time series, the differences between ERA-Interim and System 4 are even more striking. It has to be kept in mind here that we used the EOF patterns of ERA-Interim to create the EOF time series for System 4. By doing that, we could ensure a fairer comparison with regard to the selection of drivers; however, the question remains as to why the EOF patterns look fairly different between System 4 and ERA-Interim. Physically, a system generating extreme wind speeds (i.e., an extreme cyclone in the North Atlantic) should be the same within both System 4 and ERA-Interim. The actual EOF patterns shown in Figures 1 and 2 should in fact affect the probability of occurrence of these large-scale systems. We therefore cannot make any assumptions on how often the large-scale conditions generating windstorms in ERA-Interim actually occur in System 4 and how much variability of extreme wind speeds they can explain.

Even though the NAO in ERA-Interim and System 4 are sufficiently well correlated as shown in this study and also by Kim et al. (2012) or Weisheimer et al. (2017), the System 4 internal NAO fails to act as the most dominant driver associated with the interannual wind speed variability in Central Europe. This would suggest that the skillful prediction of the NAO, which is certainly possible (as shown, e.g., with GloSea5 by Scaife et al., 2014), may be used to deduce the winter storminess in the real world building on empirical relationships between NAO and storminess. However, it seems that the NAO and the winter storminess in the model itself are not as related as in the real world.

On the one hand, this would mean that extreme wind speeds in the European region are physically associated with different variability patterns even if the large-scale wind speed variability pattern looks correct (“being right for the wrong reasons”). On the other hand, this also means that by improving the model-internal MSLP variability, the skill of the seasonal forecast could potentially be substantially increased. Of course, this would not be constrained to the skill of extreme winds but may also affect the skill of various other atmospheric variables.

The spatially averaged time series revealed a major inconsistency of System 4 in comparison to the ERA-Interim reanalysis: Whereas the time mean over the 32-year period of System 4 and ERA-Interim agree well, the year-to-year variability of extreme winds is clearly underestimated by System 4. This lack of variability is a common feature of an ensemble mean. An examination of the variability of the individual members, however, would be fallacious as the members are not consistent for different initializations in time. The spread of the interquartile range of System 4 appears fairly sharp, implying that at least half of the ensemble members predict wind speeds relatively close to each other. This is in accordance with Fernández-González et al. (2017) who determined the interquartile range as the most balanced uncertainty quantification for wind speeds over Spain in the ECMWF EPS forecasting system. They also note that the ensemble mean should be accompanied by some measure of uncertainty. Based on Figure 8, we can confirm this claim.

While the System 4 prediction skill for extreme winds is relatively low, possible avenues for improvements may be to use multisystem approaches. For example, Athanasiadis et al. (2017) could show that a multisystem of seasonal forecasts consisting of GloSea5, the National Center for Environmental Prediction Climate Forecast System version 2 (Saha et al., 2014), and the Euro-Mediterranean Center on Climate Change
(CMCC) Seasonal Prediction System 1.5 (Materia et al., 2014) has unprecedented high predictive (correlation) skill for the NAO and Arctic Oscillation of 0.85 for the short period of 1997–2014. They follow the arguments by DelSole et al. (2014) who found that the enhanced predictive skill of a multisystem of forecasts exceeds the expected increase due to larger ensemble sizes alone. DelSole et al. (2014) argue that the increase in predictive skill is more consistent with the addition of new signals from the different forecast systems. Thus, one way to possibly improve the forecasting skill would be to incorporate more than one seasonal forecast product for future research.

Befort et al. (2018) showed significant skill in their event-based study analyzing the predictability of European windstorm occurrence in seasonal forecasts. An explanation for the higher skill in their study could be that the interannual variability in the frequency of windstorms in the North Atlantic is less affected by the variability of extreme wind speeds at a particular grid cell. The tracking algorithm used to identify windstorms is based on an exceedance of a local percentile. The magnitude of the exceedance of the percentile, however, is irrelevant for the identification of an event, whereas it is relevant for our $I_{k,y,95}$ value. Thus, the degree of exceedance adds an extra dimension of uncertainty to the skill assessment.

It has to be noted, also, that their analysis only comprises the years 1992–2011 and utilizes wind speeds in 925 hPa, whereas we use 10-m wind speeds over the period 1982–2013. We did some brief analysis only taking into account this shorter time span and found correlations of similar magnitude and pattern to what they had found in their paper, for example, off the coast of France and the United Kingdom in particular (not shown). Whereas their results appear significant, our map of correlations for the period from 1992–2011 still shows very little statistical significance. The finding of lower skill for the 1982–2013 period is also in line with their findings.

The two main conclusions of our study are as follows:

1. The EOF patterns of System 4 look considerably different compared to the reanalysis. Even when projecting the MSLP anomalies of System 4 onto ERA-Interim loading patterns, the large-scale drivers correlated with extreme winds in System 4 are fairly different to what is observed in the reanalysis. This could be one of the reasons for the low skill of the ensemble mean with regard to the observed value of $I_{k,y,95}$. The low skill is in accordance with Della-Marta et al. (2010) who found no skill for the 95th percentile of wind speeds in the predecessor of System 4 for months past the first lead month (lead months 2–4). The open question here remains as to why the coupled model that runs freely after initialization produces such different patterns of atmospheric variability compared to the reanalysis that is constraint by observations. Particularly, the generating systems of extreme winds in DJF (extreme windstorms) should be the same in both System 4 and ERA-Interim.

2. A cross-validated multilinear regression model using large-scale MS LP patterns from mid-October to mid-November can provide significant skill for the upcoming DJF season with regard to extreme wind speeds. Thus, October and November MS LP data contain valuable information regarding the upcoming DJF storminess for vulnerable regions, pointing to potential predictability in the climate system that may not be captured by the numerical model in System 4. The statistical model could potentially be further improved by incorporating longer time series, for example, by using ECMWF ERA-20C (Poli et al., 2016).

For future research it would be interesting to investigate whether there is a temporal progression in the spatial shift in System 4 compared to ERA-Interim from initialization to increasing lead times, for example, carry out an EOF analysis for different lead times. Additionally, the identification of drivers could be applied to other variables, especially to those that have already been validated to feature higher skill (e.g., winter temperature; Kim et al., 2012, or Ogutu et al., 2017) than the erratic wind speeds. The statistical model developed in this study provides a good indication about the potentially predictable storminess of the upcoming winter season and could provide a useful tool for the impact/actuarial community.
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