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Efficient implementation of evaluation strategies via token-guided graph rewriting

Koko Muroya       Dan R. Ghica
University of Birmingham, UK
{kmuroya,d.r.ghica}@cs.bham.ac.uk

In implementing evaluation strategies of the lambda-calculus, both correctness and efficiency of implementation are valid concerns. While the notion of correctness is determined by the evaluation strategy, regarding efficiency there is a larger design space that can be explored, in particular the trade-off between space versus time efficiency. We contributed to the study of this trade-off by the introduction of an abstract machine for call-by-need, inspired by Girard’s Geometry of Interaction, a machine combining token passing and graph rewriting. This work presents an extension of the machine, to additionally accommodate left-to-right and right-to-left call-by-value strategies. We show soundness and completeness of the extended machine with respect to each of the call-by-need and two call-by-value strategies. Analysing time cost of its execution classifies the machine as “efficient” in Accattoli’s taxonomy of abstract machines.

1 Introduction

The lambda-calculus is a simple yet rich model of computation, relying on a single mechanism to activate a function in computation—beta-reduction, that replaces function arguments with actual input. While in the lambda-calculus itself beta-reduction can be applied in an unrestricted way, it is evaluation strategies that determine the way beta-reduction is applied when the lambda-calculus is used as a programming language. Evaluation strategies often imply how intermediate results are copied, discarded, cached or reused. For example, everything is repeatedly evaluated as many times as requested in the call-by-name strategy. In the call-by-need strategy, once a function requests its input, the input is evaluated and the result is cached for later use. The call-by-value strategy evaluates function input and caches the result even if the function does not require the input.

The implementation of any evaluation strategy must be correct, first of all, i.e. it has to produce results as stipulated by the strategy. Once correctness is assured, the next concern is efficiency. One may prefer better space efficiency, or better time efficiency, and it is well known that one can be traded off for the other. For example, time efficiency can be improved by caching more intermediate results, which increases space cost. Conversely, bounding space requires repeating computations, which adds to the time cost. Whereas correctness is well defined for any evaluation strategy, there is a certain freedom in managing efficiency. The challenge here is how to produce a unified framework which is flexible enough to analyse and guide the choices required by this trade-off. Recent studies by Accattoli et al. [4, 2, 1] clearly establish classes of efficiency for a given evaluation strategy. They characterise efficiency by means of the number of beta-reduction applications required by the strategy, and introduce two efficiency classes, namely “efficient” and “reasonable.” The expected efficiency of an abstract machine gives us a starting point to quantitatively analyse the trade-offs required in an implementation.

We employ Girard’s Geometry of Interaction (GoI) [15], a semantics of linear logic proofs, as a framework for studying the trade-off between time and space efficiency. In particular we focus on GoI-style abstract machines for the lambda-calculus, pioneered by Danos and Regnier [8] and Mackie [19].
These machines evaluate a term of the lambda-calculus by translating the term to a graph, a network of simple transducers, which executes by passing a data-carrying token around.

The token simulates graph rewriting without actually rewriting, which is in fact a particular instance of the trade-off we mentioned above. The token-passing machines keep the underlying graph fixed and use the data stored in the token to route it. They therefore favour space efficiency at the cost of time efficiency. The same computation is repeated when, instead, intermediate results could have been cached by saving copies of certain sub-graphs representing values.

Our intention is to lift the GoI-style token passing to a framework to analyse the trade-off of efficiency, by strategically interleaving it with graph rewriting. The key idea is that the token holds control over graph rewriting, by visiting redexes and triggering rewrite rules. Graph rewriting offers fine control over caching and sharing intermediate results, however fetching cached results can increase the size of the graph. In short, introduction of graph rewriting sacrifices space while favouring time efficiency. We expect the flexibility given by a fine-grained control over interleaving will enable a careful balance between space and time efficiency.

This idea was first introduced in our previous work [22], by developing an abstract machine that interleaves token passing with as much graph rewriting as possible. We showed the resulting graph-rewriting abstract machine implements call-by-need evaluation, and it is classified as “efficient” in terms of time. We further develop this idea by proposing an extension of the graph-rewriting abstract machine, to accommodate other evaluation strategies, namely left-to-right and right-to-left call-by-value. In our framework, both call-by-value strategies involve similar tactics for caching intermediate results as the call-by-need strategy, with the only difference being the timing of cache creation.

Contributions. We extend the token-guided graph-rewriting abstract machine for the call-by-need strategy [22] to the left-to-right and right-to-left call-by-value strategies. The presentation of the machine is revised by using term graphs instead of proof nets [14], to make clearer sense of evaluation strategies in the graphical representation of terms. The extension is by introducing nodes that correspond to different evaluation strategies, rather than modifying the behaviour of existing nodes to suit different evaluation strategy demands. We prove the soundness and completeness of the extended machine with respect to the three evaluation strategies separately, using a “sub-machine” semantics, where the word ‘sub’ indicates both a focus on substitution and its status as an intermediate representation. The sub-machine semantics is based on Sinot’s “token-passing” semantics [26, 27] that makes explicit the two main tasks of abstract machines: searching redexes and substituting variables. The time-cost analysis classifies the machine as “efficient” in Accattoli’s taxonomy of abstract machines [1]. Finally, an on-line visualiser is implemented, in which the machine can be executed on arbitrary closed lambda-terms.

2 A term calculus with sub-machine semantics

We use an untyped term calculus that accommodates three evaluation strategies of the lambda-calculus, by dedicated constructors for function application: namely, @ (call-by-need), →@ (left-to-right call-by-value) and ←@ (right-to-left call-by-value). The term calculus uses all strategies so that we do not have to present three almost identical calculi. But we are not interested in their interaction, but in each strategy separately. In the rest of the paper, we therefore assume that each term contains function applications of a single strategy. As shown in the top of Fig. 1, the calculus accommodates explicit substitutions [x ← u]. A term with no explicit substitutions is said to be “pure.”

\[1\] Link to the on-line visualiser: https://koko-m.github.io/GoI-Visualiser/
A graph is given by a set of nodes and a set of directed edges. Nodes are classified into proper nodes and link nodes. Each edge is directed, and at least one of its two endpoints is a link node. An interface of a graph is given by two sets of link nodes, namely input and output. Each link node is a source of at most one edge, and a target of at most one edge. Input links are the only links that are not a target of any
edge, and output links are the only ones that are not a source of any edge. When a graph $G$ has $n$ input link nodes and $m$ output link nodes, we sometimes write $G(n, m)$ to emphasise its interface. If a graph has exactly one input, we refer to the input link node as “root.”

The idea of using link nodes, as distinguished from proper nodes, comes from a graphical formalisation of string diagrams [17]. String diagrams consist of “boxes” that are connected to each other by “wires.” In the formalisation, boxes are modelled by “box-vertices” (corresponding to proper nodes in our case), and wires are modelled by consecutive edges connected via “wire-vertices” (corresponding to link nodes in our case). The segmentation of wires into edges can introduce an arbitrary number of consecutive link nodes, however these consecutive link nodes are identified by the notion of “wire homeomorphism.” We will later discuss these consecutive link nodes, from the perspective of the graph-rewriting machine. From now on we simply call a proper node “node,” and a link node “link.”

In drawing graphs, we follow the convention that input links are placed at the bottom and output links are at the top, and links are usually not drawn explicitly. The latter point means that edges are simply drawn from a node to a node, with intermediate links omitted. In particular if an edge is connected to an interface link, the edge is drawn as an open edge missing an endpoint. Additionally, we use a bold-stroke edge/node to represent a bunch of parallel edges/nodes.

Nodes are labelled, and a node with a label $X$ is called an “$X$-node.” We use two sorts of labels. One sort corresponds to the constructors of the calculus presented in Sec. 2, namely $\lambda$ (abstraction), @ (call-by-need application), $\odot$ (left-to-right call-by-value application) and @ (right-to-left call-by-value application). These three application nodes are the novelty of this work. The token, travelling in a graph, reacts to these nodes in different ways, and hence implements different evaluation orders. We believe that this is a more extensible way to accommodate different evaluation orders, than to let the token react to the same node in different ways depending on situation. The other sort consists of !, ?, $D$ and $C_n$ for any natural number $n$, used in the management of copying sub-graphs. This sort is inspired by proof nets of the multiplicative and exponential fragment of linear logic [14], where $C_n$-nodes generalise the standard binary contraction and incorporate weakening.

The number of input/output and incoming/outgoing edges for a node is determined by the label, as indicated in Fig. 2. We distinguish two outputs of an application node ( @, $\odot$ or $\odot$), calling one “composition output” and the other “argument output” (cf. [5]). A bullet $\bullet$ in the figure specifies a function output. Additionally, the outline box indicates a sub-graph $G(1, m)$ (“!-box”) that is connected to one !-node (“principal door”) and $m$ ?-nodes (“auxiliary doors”). This !-box structure, taken from proof nets, aids duplication of sub-graphs by specifying those that can be copied.

We define a graph-rewriting abstract machine as a labelled transition system between graph states.

**Definition 3.1** (Graph states). A graph state $\langle(G(1, 0), e), \delta\rangle$ is formed of a graph $G(1, 0)$ with its distinguished link $e$, and token data $\delta = (d, f, S, B)$ that consists of: a direction defined by $d ::= \uparrow | \downarrow$, a rewrite flag defined by $f ::= \square | \lambda | !$, a computation stack defined by $S ::= \square | \ast : S | \lambda : S | @ : S$, and a box stack defined by $B ::= \square | \ast : B | ! : B | \circ : B | e' : B$, where $e'$ is any link of the graph $G.$

The distinguished link $e$ is called the “position” of the token. The token reacts to a node in a graph using

---

2 Our formalisation of graphs is based on the view of proof nets as string diagrams, and hence of !-boxes as functorial boxes [21]. This allows dangling edges to be properly modelled by link nodes [17], which should not be confused with the terminology “link” of proof nets.
its data, which determines its path. The initial state \( \text{Init}(G) \) on a graph \( G \) is given by \( ((G,e_0), (\uparrow, \square, \square, \star : \square)) \), and the final state \( \text{Final}(G) \) on the graph \( G \) is given by \( ((G,e_0), (\downarrow, \square, \square, : \square)) \), where \( e_0 \) is the root of \( G \). An execution on a graph \( G \) is a sequence of transitions starting from the initial state \( \text{Init}(G) \).

Each transition \( ((G,e), \delta) \rightarrow_{\lambda} ((G',e'), \delta') \) between graph states is labelled by either \( \beta, \sigma \) or \( \epsilon \). Transitions are deterministic, and classified into pass transitions that search for redexes and trigger rewriting, and rewrite transitions that actually rewrite a graph as soon as a redex is found.

A pass transition \( ((G,e),(d, \square, S, B)) \rightarrow_{\epsilon} ((G,e'),(d', f', S', B')) \), always labelled with \( \epsilon \), applies to a state whose rewrite flag is \( \square \). It simply moves the token over one node, and updates its data by modifying the top elements of stacks, while keeping an underlying graph unchanged. When the token passes a \( \lambda \)-node or a !-node, a rewrite flag is changed to \( \lambda \) or !, which triggers rewrite transitions. Fig. 3 defines pass transitions, by showing only the relevant node for each transition. The position of the token is drawn as a black triangle, pointing towards the direction of the token. In the figure, \( X \neq \star \), and \( n \) is a natural number. The pass transition over a \( C_{n+1} \)-node pushes the old position \( e \), a link node, to a box stack.

The way the token reacts to application nodes (\( @, \overrightarrow{\square} \) and \( \overrightarrow{\square} \)) corresponds to the way the window (\( \downarrow \)) moves in evaluating these function applications in the sub-machine semantics (Fig. 1). When the token moves on to the composition output of an application node, the top element of a computational stack is either \( @ \) or \( \star \). The element \( \star \) makes the token return from a \( \lambda \)-node, which corresponds to reducing the function part of application to a value (i.e. abstraction). The element \( @ \) lets the token proceed at a \( \lambda \)-node, raises the rewrite flag \( \lambda \), and hence triggers a rewrite transition that corresponds to beta-reduction. The call-by-value application nodes (\( \overrightarrow{\square} \) and \( \overrightarrow{\square} \)) send the token to their argument output, pushing the element \( \star \) to a box stack. This makes the token bounce at a !-node and return to the application node, which corresponds to evaluating the argument part of function application to a value. Finally, pass transitions through \( D \)-nodes, \( C_n \)-nodes and !-nodes prepare copying of values, and eventually raise the rewrite flag ! that triggers on-demand duplication.

A rewrite transition \( ((G,e),(d, f, S, B)) \rightarrow_{\lambda} ((G',e'),(d', f', S, B')) \), labelled with \( \lambda \in \{ \beta, \sigma, \epsilon \} \), applies to a state whose rewrite flag is either \( \lambda \) or !. It changes a specific sub-graph while keeping its interface, changes the position accordingly, and pops an element from a box stack. Fig. 4 defines rewrite transitions by showing a sub-graph ("redex") to be rewritten. Before we go through each rewrite transition, we note that rewrite transitions are not exhaustive in general, as a graph may not match a redex even though a rewrite flag is raised. However we will see that there is no failure of transitions in implementing
the term calculus.

The first rewrite transition in Fig. 4 with label $\beta$, occurs when a rewrite flag is $\lambda$. It implements beta-reduction by eliminating a pair of an abstraction node ($\lambda$) and an application node ($\in \{@, @, @\}$ in the figure). Outputs of the $\lambda$-node are required to be connected to arbitrary nodes (labelled with $Y$ and $Z$ in the figure), so that edges between links are not introduced. The other rewrite transitions are for the rewrite flag $!$, and they together realise the copying process of a sub-graph (namely a $!$-box). The second rewrite transition in Fig. 4 labelled with $\epsilon$, finishes off each copying process by eliminating all doors of the $!$-box $G$. It replaces the interface of $G$ with output links of the auxiliary doors and the input link of the $D$-node, which is the new position of the token, and pops the top element $\diamond$ of a box stack. Again, no edge between links are introduced.

The last rewrite transition in the figure, with label $\sigma$, actually copies a $!$-box. It requires the top element $e$ of the old box stack to be one of input links of the $C_{k+1}$-node (where $k$ is a natural number). The link $e$ is popped from the box stack and becomes the new position of the token, and the $C_{k+1}$-node becomes a $C_k$-node by keeping all the inputs except for the link $e$. The sub-graph $H(n+m,l)$ consists of $l$ parallel $C$-nodes that altogether have $n+m$ inputs. Among these inputs, $n$ are connected to auxiliary doors of the $!$-box $G(1,n)$, and $m$ are connected to nodes that are not in the redex. The sub-graph $H(n+m,l)$ is turned into $H'(2n+m,l)$ by introducing $n$ inputs to these $C$-nodes as follows: if an auxiliary door of the $!$-box $G$ is connected to a $C$-node in $H$, two copies of the auxiliary door are both connected to the corresponding $C$-node in $H'$. Therefore the two sub-graphs consist of the same number $l$ of $C$-nodes, whose indegrees are possibly increased. The $m$ inputs, connected to nodes outside a redex, are kept unchanged. For example, copying a graph $G(1,3)$ for $H(5,2)$ will give an $H'(8,2)$ as shown above.

All pass and rewrite transitions are well-defined. The following “sub-graph” property is essential in time-cost analysis, because it bounds the size of duplicable sub-graphs (i.e. $!$-boxes) in an execution.

**Lemma 3.2** (Sub-graph property). For any execution $\text{Init}(G) \rightarrow^* \text{Final}((H,e),\delta)$, each $!$-box of the graph $H$ appears as a sub-graph of the initial graph $G$.

**Proof.** Rewrite transitions can only copy or discard a $!$-box, and cannot introduce, expand or reduce a
When a graph has an edge between links, the token is just passed along. With this pass transition over a link at hand, the equivalence relation between graphs that identifies consecutive links with a single !-box—so-called “wire homeomorphism” [17]—lifts to a weak bisimulation between graph states. Therefore, behaviourally, we can safely ignore consecutive links. From the perspective of time-cost analysis, we benefit from the fact that rewrite transitions are designed not to introduce any edge between links. This means, by assuming that an execution starts with a graph with no consecutive links, we can analyse time cost of the execution without caring the extra pass transition over a link.

4 Implementation of evaluation strategies

The implementation of the term calculus, by means of the dynamic GoI, starts with translating (enriched) terms into graphs. The definition of the translation uses multisets of variables, to track how many times each variable occurs in a term. We assume that terms are alpha-converted in a form in which all binders introduce distinct variables.

Notation (Multiset). The empty multiset is denoted by \( \emptyset \), and the sum of two multisets \( M \) and \( M' \) is denoted by \( M + M' \). We write \( x \in^k M \) if the multiplicity of \( x \) in a multiset \( M \) is \( k \). Removing all \( x \) from a multiset \( M \) yields the multiset \( M \setminus x \), e.g. \( [x,x,y] \setminus x = [y] \). We abuse the notation and refer to a multiset \( [x_1, \ldots, x_n] \) of a finite number of \( x_i \)'s, simply as \( x \).

Definition 4.1 (Free variables). The map \( \text{FV} \) of terms to multisets of variables is inductively defined by:

\[
\text{FV}(x) := [x], \quad \text{FV}(\lambda x.t) := \text{FV}(t) \setminus x, \quad \text{FV}(t \cdot u) := \text{FV}(t) + \text{FV}(u), \quad \text{FV}(t[x \leftarrow u]) := (\text{FV}(t) \setminus x) + \text{FV}(u). \quad (\$ \in \{ @, \overline{\cdot}, \overline{\overline{\cdot}} \})
\]

For a multiset \( M \) of variables, the map \( \text{FV}_M \) of evaluation contexts to multisets of variables is defined by:

\[
\text{FV}_M(\cdot) := M, \quad \text{FV}_M(\overline{\cdot}) := \text{FV}(t) + \text{FV}_M(E), \\
\text{FV}_M(E @ t) := \text{FV}(E) + \text{FV}(t), \quad \text{FV}_M(E @ A(v)) := \text{FV}(E) + \text{FV}(A(v)), \\
\text{FV}_M(E @ \overline{t}) := \text{FV}_M(E) + \text{FV}(t), \quad \text{FV}_M(E[x \leftarrow t]) := (\text{FV}(E) \setminus x) + \text{FV}(t), \\
\text{FV}_M(A(v) @ \overline{E}) := \text{FV}(A(v)) + \text{FV}_M(E), \quad \text{FV}_M(E'(x)[x \leftarrow E]) := (\text{FV}(E'(x)) \setminus x) + \text{FV}_M(E).
\]

A term \( t \) is said be closed if \( \text{FV}(t) = \emptyset \). Consequences of the above definition are the following equations, where \( M' \) is not captured in \( E \).

\[
\text{FV}(E(t)) = \text{FV}_{FV(t)}(E), \quad \text{FV}_M(E'(x)) = \text{FV}_{FV_M(E')} (E), \quad \text{FV}_{M+M'}(E) = \text{FV}_M(E) + M'.
\]

We give translations of terms, answer contexts, and evaluation contexts separately. Fig. 5 and Fig. 6 define two mutually recursive translations \( \cdot \uparrow \) and \( \cdot \Rightarrow \), the first one for terms and answer contexts, and the second one for evaluation contexts. In the figures, \( S \in \{ @, \overline{\cdot}, \overline{\overline{\cdot}} \} \), and \( m \) is the multiplicity of \( x \). The general form of the translations is as shown right.

The annotation of bold-stroke edges means each edge of a bunch is labelled with an element of the annotating multiset, in a one-to-one manner. In particular if a bold-stroke edge is annotated by a variable
Efficient implementation of evaluation strategies via token-guided graph rewriting

x, all edges in the bunch are annotated by the variable x. These annotations are only used to define the translations, and are subsequently ignored during execution.

The translations are based on the so-called “call-by-value” translation of linear logic to intuitionistic logic (e.g. [20]). Only the translation of abstraction can be accompanied by a !-box, which captures the fact that only values (i.e. abstractions) can be duplicated (see the basic rule (10) in Fig. [1]). Note that only one C-node is introduced for each bound variable. This is vital to achieve constant cost in looking up a variable, namely in realising the basic rule (9) in Fig. [1].

The two mutually recursive translations (·)↑ and (·)↓ are related by the following decompositions, which can be checked by straightforward induction. In the third decomposition, M' is not captured in E.

Note that the decomposition property like the fourth one does not hold for E(t) in general, because a translation (A(λ.x.t) @ E)↑M lacks a !-box structure, compared to a translation (A(λ.x.t) @ u)↑.

The inductive translations lift to a binary relation between closed enriched terms and graph states.
**Definition 4.2** (Binary relation $\preceq$). The binary relation $\preceq$ is defined by $E\langle [\ell] \rangle \preceq ((E^\uparrow \circ t^\uparrow, e), (\uparrow, \Box, S, B))$, where: (i) $E\langle [\ell] \rangle$ is a closed enriched term, and $(E^\uparrow \circ t^\uparrow, e)$ is given by $E^\uparrow \circ t^\uparrow$ with no edges between links, and (ii) there is an execution $Init(E^\uparrow \circ t^\uparrow) \rightarrow^* ((E^\downarrow \circ t^\uparrow, e), (\uparrow, \Box, S, B))$ such that the position $e$ appears only in the last state of the sequence.

A special case is $E\langle [\ell] \rangle \preceq Init(t^\uparrow)$, which relates the starting points of an evaluation and an execution. We require the graph $E^\uparrow \circ t^\uparrow$ to have no edges between links, which is based on the discussion at the end of Sec. 3 and essential for time-cost analysis. Although the definition of the translations relies on edges between links (e.g. the translation $x^\uparrow$), we can safely replace any consecutive links in the composition of translations $E^\uparrow$ and $t^\uparrow$ with a single link, and yield the graph $E^\uparrow \circ t^\uparrow$ with no consecutive links.

The binary relation $\preceq$ gives a weak simulation of the sub-machine semantics by the graph-rewriting machine. The weakness, i.e. the extra transitions compared with reductions, comes from the locality of pass transitions and the bureaucracy of managing $!$-boxes.

**Theorem 4.3** (Weak simulation with global bound).

1. If $E\langle [\ell] \rangle \xrightarrow{\gamma'} E'\langle [\ell'] \rangle$ and $E\langle [\ell] \rangle \preceq ((E^\uparrow \circ t^\uparrow, e), \delta)$ hold, then there exists a number $n \leq 3$ and a graph state $((E')^\uparrow \circ (t')^\uparrow, e'), \delta'$ such that $((E^\uparrow \circ t^\uparrow, e), \delta) \rightarrow^e_{k} ((E')^\uparrow \circ (t')^\uparrow, e'), \delta'$ and $E'\langle [\ell'] \rangle \preceq ((E')^\uparrow \circ (t')^\uparrow, e'), \delta')$.

2. If $A\langle [\ell]\rangle \preceq ((A^\uparrow \circ v^\uparrow, e), \delta)$ holds, then the graph state $((A^\uparrow \circ v^\uparrow, e), \delta)$ is initial, from which only the transition $Init(A^\uparrow \circ v^\uparrow) \rightarrow^e Final(A^\uparrow \circ v^\uparrow)$ is possible.

**Proof outline.** The second half of the theorem is straightforward. For the first half, Fig. 7 and Fig. 8 illustrate how the graph-rewriting machine simulates each reduction $\rightarrow$ of the sub-machine semantics. Annotations of edges are omitted. The figures altogether include ten sequences of translations $\rightarrow$, whose only first and last graph states are shown. Each sequence simulates a single reduction $\rightarrow$, and is preceded by a number (i.e. (1)) that corresponds to a basic rule applied by the reduction (see Fig. 4). Some sequences involve equations that apply the four decomposition properties of the translations $(\cdots)^\uparrow$ and $(\cdots)^\downarrow$, which are given earlier in this section. These equations rely on the fact that reductions with labels $\beta$ and $\sigma$ work modulo alpha-equivalence to avoid name captures. This means that (i) free variables of $u$ (resp. $A'(v')$) are never captured by $A$ in the reduction (2) (resp. (5) and (8)), (ii) the variable $x$ is never captured by $E$ or $E'$, and (iii) free variables of $E$ are never captured by $A$. Especially in simulation of the reduction (9), the variable $x$ is not captured by the evaluation context $E'$, and therefore the first token position is in fact an input of the $C_m+1$-node.

We analyse how time-efficiently the token-guided graph-rewriting machine implements evaluation strategies, following the methodology developed by Accattoli et al. [2, 6, 11]. The methodology tracks the number of beta-reduction steps in an evaluation in three steps: (I) bound the number of transitions required in implementing evaluation strategies, (II) estimate time cost of each transition, and (III) bound overall time cost of implementing evaluation strategies, by multiplying the number of transitions with time cost for each transition.

Given a pure term $t$, the time cost of an execution on the graph $t^\uparrow$ is estimated by means of: (i) the number of reductions labelled with $\beta$ in the evaluation of the term $t$, and (ii) the size $|t|$ of the term $t$, inductively defined as: $|x| := 1$, $|\lambda x.t| := |t| + 1$, $|t@u| := |t| + |u| = |t@_u| := |t@u| := |t| + |u| + 1$, $|t[x \leftarrow u]| := |t| + |u| + 1$.

Given an evaluation $Eval$, the number of occurrences of a label $\chi$ is denoted by $|Eval|_\chi$. The sub-machine semantics comes with the following quantitative bounds.
Figure 7: Illustration of simulation: call-by-need application and explicit substitutions
Figure 8: Illustration of simulation: left-to-right and right-to-left call-by-value applications
Proposition 4.4. For any evaluation \(\text{Eval}: \langle t \rangle \rightarrow^* A \langle \langle v \rangle \rangle\) that terminates, the number of reductions is bounded by \(|\text{Eval}|_\sigma = O(|\text{Eval}|_\beta)\) and \(|\text{Eval}|_\varepsilon = O(|t| \cdot |\text{Eval}|_\beta)\).

Proof outline. A term uses a single evaluation strategy, either call-by-need, left-to-right call-by-value, or right-to-left call-by-value. The proof is by developing the one-to-one correspondence between an evaluation by the sub-machine semantics and a “derivation” in the linear substitution calculus. This goes in the same way Accattoli et al. analyse various abstract machines [2], especially the proof of the second equation [2] Thm. 11.3 & Thm. 11.5. The first equation is a direct application of the bounds about the linear substitution calculus [6] Cor. 1 & Thm. 2.

We use the same notation \(|\text{Exec}|_\chi\), as for an evaluation, to denote the number of occurrences of each label \(\chi\) in an execution \(\text{Exec}\). Additionally the number of rewrite transitions with the label \(\varepsilon\) is denoted by \(|\text{Exec}|_\varepsilon\). The following proposition completes the first step of the cost analysis.

Proposition 4.5 (Soundness & completeness, with number bounds). For any pure closed term \(t\), an evaluation \(\text{Eval}: \langle t \rangle \rightarrow A \langle \langle v \rangle \rangle\) terminates with the enriched term \(A \langle \langle v \rangle \rangle\) if and only if an execution \(\text{Exec}: \text{Init}(t^+) \rightarrow^* \text{Final}(A^{\varepsilon} \circ v^+\rangle)\) terminates with the graph \(A^{\varepsilon} \circ v^+\rangle\). Moreover the number of transitions is bounded by \(|\text{Exec}|_\beta = |\text{Eval}|_\beta\), \(|\text{Exec}|_\sigma = O(|\text{Eval}|_\beta)\), \(|\text{Exec}|_\varepsilon = O(|t| \cdot |\text{Eval}|_\beta)\), \(|\text{Exec}|_\varepsilon R = O(|\text{Eval}|_\beta)\).

Proof. This proposition is a direct consequence of Thm. 4.3 and Prop. 4.4 except for the last bound. The last bound of \(|\text{Exec}|_\varepsilon R\) follows from the fact that each rewrite transition labelled with \(\beta\) is always preceded by one rewrite transition labelled with \(\varepsilon\).

The next step in the cost analysis is to estimate the time cost of each transition. We assume that graphs are implemented in the following way. Each link is given by two pointers to its child and its parent, and each node is given by its label and pointers to its outputs. Abstraction nodes (\(\lambda\)) and application nodes (\(\odot\)) have two pointers that are distinguished, and all the other nodes have only one pointer to their unique output. Additionally each \(-\boxdot\)-node has pointers to inputs of its associated \(\boxcirc\)-nodes, to represent a \(!\)-box structure. Accordingly, a position of the token is a pointer to a link, a direction and a rewrite flag are two symbols, a computation stack is a stack of symbols, and finally a box stack is a stack of symbols and pointers to links.

Using these assumptions of implementation, we estimate time cost of each transition. All pass transitions have constant cost. Each pass transition looks up one node and its outputs (that are either one or two) next to the current position, and involves a fixed number of elements of the token data. Rewrite transitions with the label \(\beta\) have constant cost, as they change a constant number of nodes and links, and only a rewrite flag of the token data. Rewrite transitions with the label \(\varepsilon\) remove a \(!\)-box structure, and hence have cost bounded by the number of the auxiliary doors. Finally, rewrite transitions with the label \(\sigma\) copy a \(!\)-box structure. Copying cost is bounded by the size of the \(!\)-box, i.e. the number of nodes and links in the \(!\)-box. Updating cost of the sub-graph \(H'\) (see Fig. 4) is bounded by the number of auxiliary doors, that is less than the size of the copied \(!\)-box. The assumption about the implementation of graphs enables us to conclude updating cost of the \(C\)-node is constant.

With the results of the previous two steps, we can now give the overall time cost of executions.

Theorem 4.6 (Soundness & completeness, with cost bounds). For any pure closed term \(t\), an evaluation \(\text{Eval}: \langle t \rangle \rightarrow A \langle \langle v \rangle \rangle\) terminates with the enriched term \(A \langle \langle v \rangle \rangle\) if and only if an execution \(\text{Exec}: \text{Init}(t^+) \rightarrow^* \text{Final}(A^{\varepsilon} \circ v^+\rangle)\) terminates with the graph \(A^{\varepsilon} \circ v^+\rangle\). The overall time cost of the execution \(\text{Exec}\) is bounded by \(O(|t| \cdot |\text{Eval}|_\beta)\).
Proof. Non-constant cost of rewrite transitions are either the number of auxiliary doors of a !-box or the size of a !-box. The former can be bounded by the latter, which is no more than the size of the initial graph $t^\dagger$, by Lem. 3.2. The size of the initial graph $t^\dagger$ can be bounded by the size $|t|$ of the initial term. Therefore any non-constant cost of each rewrite transition, in the execution $\text{Exec}$, can be also bounded by $|t|$. The overall time cost of rewrite transitions labelled with $\beta$ is $O(|\text{Eval}|\beta)$, and that of the other rewrite transitions and pass transitions is $O(|t| \cdot |\text{Eval}|\beta)$.

Thm. 4.6 classifies the graph-rewriting machine as “efficient.” by Accattoli’s taxonomy [1, Def. 7.1] of abstract machines. The efficiency benefits from the graphical representation of environments (i.e. explicit substitutions in our setting). In particular the translations $(\cdot)^\dagger$ and $(\cdot)^\ddagger$ are carefully designed to exclude any two sequentially-connected $C$-nodes, which yields the constant cost to look up a bound variable and its associated computation in environments.

5 Related work and conclusions

In an abstract machine of any functional programming language, computations assigned to variables have to be stored for later use. Potentially multiple, conflicting, computations can be assigned to a single variable, primarily because of multiple uses of a function with different arguments. Different solutions to this conflict lead to different representations of the storage, some of which are examined by Accattoli and Barras [3] from the perspective of time-cost analysis. We recall a few solutions below that seem relevant to our token-guided graph-rewriting.

One solution is to allow at most one assignment to each variable. This is typically achieved by renaming bound variables during execution, possibly symbolically. Examples for call-by-need evaluation are Sestoft’s abstract machines [25], and the storeless and store-based abstract machines studied by Danvy and Zerny [10]. Our graph-rewriting abstract machine gives another example, as shown by the simulation of the sub-machine semantics that resembles the storeless abstract machine mentioned above. Variable renaming is trivial in our machine, thanks to the use of graphs in which variables are represented by mere edges.

Another solution is to allow multiple assignments to a variable, with restricted visibility. The common approach is to pair a sub-term with its own “environment” that maps its free variables to their assigned computations, forming a so-called “closure.” Conflicting assignments are distributed to distinct localised environments. Examples include Cregut’s lazy variant [7] of Krivine’s abstract machine for call-by-need evaluation, and Landin’s SECD machine [18] for call-by-value evaluation. Fernández and Siafakas [13] refine this approach for call-by-name and call-by-value evaluations, based on closed reduction [12], which restricts beta-reduction to closed function arguments. This suggests that the approach with localised environments can be modelled in our setting by implementing closed reduction. The implementation would require an extension of rewrite transitions and a different strategy to trigger them, namely to eliminate auxiliary doors of a !-box.

Additionally, Fernández and Siafakas [13] propose another approach to multiple assignments in, in which multiple assignments are augmented with binary strings so that each occurrence of a variable can only refer to one of them. This approach is based on a GoI-style token-passing abstract machine for call-by-value evaluation, designed by Fernández and Mackie [11]. The machine keeps the underlying graph fixed during execution and allows the token to jump along a path in the graph. It therefore recovers time efficiency, although no quantitative analysis is provided. Jumps can be seen as a form of graph rewriting that eliminates nodes. Some jumps are to or from edges with an index that are effectively “virtual” copies of edges.
To wrap up, we presented a graph-rewriting abstract machine, with token passing as a guide, that can time-efficiently implement three evaluation strategies that have different control over caching intermediate results. The idea of using the token as a guide of graph rewriting was also proposed by Sinot \cite{Sinot2014,Sinot2015} for interaction nets. He shows how using a token can make the rewriting system implement the call-by-name, call-by-need and call-by-value evaluation strategies. Our development in this work can be seen as a realisation of the rewriting system as an abstract machine, in particular with explicit control over copying sub-graphs. The GoI-style token passing itself has been adapted to implement the call-by-value evaluation strategy. Apart from the abstract machine with jumps \cite{Fernandez2002} already mentioned, known adaptations \cite{Danvy2012,Danvy2013} commonly use the CPS transformation \cite{Crégut2007}, with the focus on correctness. However this method naively leads to an abstract machine with inefficient overhead cost \cite{Danvy2012}.

The token-guided graph rewriting is a flexible framework in which we can carry out the study of space-time trade-off in abstract machines for various evaluation strategies of the lambda-calculus. Starting with the previous work \cite{Crégut2007} and continuing with the present work, our focus was primarily on time-efficiency. This is to complement existing work on GoI-style operational semantics which usually achieves space-efficiency, and also to confirm that introduction of graph rewriting to the semantics does not bring in any hidden inefficiencies. We believe that more refined strategies of interleaving token routing and graph reduction can be formulated to serve particular objectives in the space-time execution efficiency trade-off.
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