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Abstract

Given the difficulties associated with undertaking full-scale measurements in tornadoes, recourse is often made to models. In this field, analytical models have, perhaps surprisingly, stood the test of time, with the Rankine, Burgers-Rott and Sullivan models frequently invoked to model the flow field of a tornado. These mathematical models are by their very nature, a simplification of what is a highly complex phenomenon. However, in many cases they have been represented as the ‘truth’ without the fundamental assumptions governing the model being either explored in detail or even acknowledged. This paper attempts to rectify this by giving detailed information about assumptions and limitations of each vortex model and critically assesses the ability (or otherwise) of the Rankine, Burgers-Rott, Sullivan, and the recently published Baker vortex model to simulate tornado-like flow. Comparisons are made to the flow field of a physically simulated tornado, which by its very nature is also a model, but arguably more realistic.

It was found that the vortex models are able to represent certain flow patterns at certain heights but fail, due to their simplifications, in replicating the entire three-dimensional flow structure obtained experimentally.
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1. Introduction

Within the Wind Engineering community, increasing attention is being paid to the effects of non-stationary, non-synoptic winds, i.e. tornadoes. The structure of full-scale tornadoes is highly complex, showing a three-dimensional flow field, instabilities, singularities and non-linear effects (e.g. Lewellen, 1993; Davies-Jones et al., 2001; Alexander and Wurman, 2008; Karstens et al., 2010). In order to understand the physical processes present in a tornado flow field, simplified models are needed, which reduce the degree of freedom present in full-scale observations, and therefore allow a detailed and statistically representative evaluation of velocity and pressure fields. In order to provide this type of datasets, the tornado-like flow field was modelled experimentally
and/or numerically by several authors such as Ward, 1972; Church et al., 1979; Lewellen et al., 1997; Haan et al., 2008; Mishra et al., 2008; Natarajan, 2011; Sabareesh et al., 2012; Refan et al., 2014; Gillmeier et al., 2016; Liu and Ishihara, 2016; Nolan et al., 2017 and Tang et al., 2017. An attempt to analytically model the three-dimensional flow in the boundary layer of a tornado-like vortex was made by Kuo (1971) by alternatingly solving the two nonlinear boundary-layer equations for the radial and vertical distribution of velocities. The Bloor and Ingham vortex model (1987) and the Vyas-Majdalani vortex model (Vyas et al., 2003) are exact inviscid solutions to the Euler’s equations in a confined conical and cylindrical domain, respectively. Xu and Hangan (2009) analytically modelled an inviscid tornado-like vortex using a free narrow jet solution combined with a modified Rankine vortex. However, it needs to be mentioned here that this combined model is not an exact solution to the Navier-Stokes-Equations. Wood and White (2011) presented a new parametric model of vortex tangential-wind profiles, which is based on the Vatistas model (Vatistas et al., 1991) and is primarily designed to depict realistic-looking tangential wind profiles observed in atmospheric vortices.

Despite this excellent work, the Rankine (Rankine, 1882), Burgers-Rott (Burgers, 1948; Rott, 1958) and Sullivan (Sullivan, 1959) vortex model are still the most commonly used vortex models to replicate tornado-like flow behaviour. An overview of some of the before mentioned vortex models can be found in e.g. Kilty (2005), Batterson et al. (2007) and Kim and Matsui (2017). However, with the increasing interest in the simulation of tornado-like flows, these models have (in some cases and with varying degrees of success) been invoked in order to describe some elements of the flow field. The authors feel that it is worth reflecting on the fundamental assumptions behind these models and bench marking their performance against measured data obtained in controlled conditions. For that reason, this paper gives detailed information about the derivation and simplifications of the Rankine, Burgers-Rott and Sullivan vortex model. In addition to the Rankine, Burgers-Rott and Sullivan vortex models, the recently published vortex model by Baker and Sterling (2017), hereafter called ‘Baker vortex model’, is also included in the analysis.

Section two of this paper provides detailed information about the derivation and simplifications of the above mentioned vortex models, while section three outlines the experimental methodology used to assess the model suitability. The results of the model benchmarking can be found in section four, with the main conclusions presented in section five.

2. Existing vortex models

2.1 Flow field notation

In what follows, a cylindrical coordinate system has been adopted as illustrated in figure 1. In figure 1, \( r \), \( z \) and \( \theta \) are the radial distance, vertical distance and circumferential angle, respectively.
Thus, \( u_r \), \( u_z \) and \( u_\theta \) represent the radial, vertical and circumferential components of velocity. For the sake of simplicity the flow is considered to be incompressible for all models and a density of \( \rho = 1.21 \text{ kg/m}^3 \) is assumed for all calculations. In this section, a brief description of the different vortex models examined in this paper is provided, together with the underlying assumptions.

Using the aforementioned notation, the continuity equation (Eq. 1) and radial (Eq. 2), circumferential (Eq. 3) and vertical (Eq. 4) components of the Navier-Stokes-Equations (NSE) can be expressed as:

\[
\begin{align*}
\frac{1}{r} \frac{\partial (ru_r)}{\partial r} + \frac{1}{r} \frac{\partial u_\theta}{\partial \theta} + \frac{\partial u_z}{\partial z} &= 0 \\
\frac{\partial u_r}{\partial t} + u_r \frac{\partial u_r}{\partial r} + \frac{u_\theta}{r} \frac{\partial u_r}{\partial \theta} - \frac{u_z^2}{r} + u_z \frac{\partial u_r}{\partial z} &= \\
- \frac{1}{\rho} \frac{\partial p}{\partial r} + g_r + \nu \left( \frac{1}{r} \frac{\partial \left( r \frac{\partial u_r}{\partial r} \right)}{\partial r} \right) - \frac{u_r}{r^2} \frac{\partial u_r}{\partial \theta} - \frac{1}{r^2} \frac{\partial^2 u_r}{\partial \theta^2} - \frac{\partial^2 u_r}{\partial z^2} &= (1) \\
\frac{\partial u_\theta}{\partial t} + \frac{u_r}{r} \frac{\partial u_\theta}{\partial r} + \frac{u_\theta}{r} \frac{\partial u_\theta}{\partial \theta} + \frac{u_r u_\theta}{r} + \frac{u_z}{r} \frac{\partial u_\theta}{\partial z} &= \\
- \frac{1}{\rho r} \frac{\partial p}{\partial \theta} + g_\theta + \nu \left( \frac{1}{r} \frac{\partial \left( r \frac{\partial u_\theta}{\partial r} \right)}{\partial \theta} \right) - \frac{u_\theta}{r^2} \frac{\partial u_\theta}{\partial \theta} - \frac{1}{r^2} \frac{\partial^2 u_\theta}{\partial \theta^2} - \frac{\partial^2 u_\theta}{\partial z^2} &= (3) \\
\frac{\partial u_z}{\partial t} + u_r \frac{\partial u_z}{\partial r} + \frac{u_\theta}{r} \frac{\partial u_z}{\partial \theta} + u_z \frac{\partial u_z}{\partial z} &= \\
- \frac{1}{\rho} \frac{\partial p}{\partial z} + g_z + \nu \left( \frac{1}{r} \frac{\partial \left( r \frac{\partial u_z}{\partial r} \right)}{\partial z} \right) - \frac{u_z}{r^2} \frac{\partial u_z}{\partial \theta} - \frac{1}{r^2} \frac{\partial^2 u_z}{\partial \theta^2} - \frac{\partial^2 u_z}{\partial z^2} &= (4)
\end{align*}
\]

![Figure 1: Flow field notation.](image)
Here $\rho$ is the density of the fluid, $t$ is the time, $\rho$ is the static pressure and $\vec{g}$ is the gravity vector in its different components. The different terms in equations (1 – 4) have been labelled since, as will be demonstrated below, it is possible to derive the majority of the analytical models by disregarding different terms.

2.2 Rankine vortex model

The Rankine model has been adopted by a number of researchers (e.g. Hoecker, 1960; Church et al., 1979; Winn et al., 1999; Wurman and Gill, 2000; Brown and Wood, 2004; Lee et al., 2004; Mishra et al., 2008; Bech et al., 2009; Hashemi Tari et al., 2010; Wood and Brown, 2011; Refan and Hangan, 2016; Tang et al., 2017) to model tornado-like flow behaviour. The following assumptions are made in the derivation of the Rankine vortex model:

- The flow field is one-dimensional and as such equations (2) and (4) can be disregarded.
- The flow field is steady state, i.e., term $R1$ can be taken as zero.
- The flow is inviscid ($\mu=0$), i.e., terms $R8$ - $R12$ can be neglected.
- Body forces can be neglected, i.e., ($\vec{g}$=0).

These assumptions reduce the NSE to the cyclostrophic equation (Eq. 5).

$$\frac{dp(r)}{dr} = \rho \frac{u_\theta(r)^2}{r}$$  \hspace{1cm} (5)

The Rankine model also assumes that the flow consists of two separate flow regions. In the first region, the core region (i.e., $r < R$, where $R$ is the core radius, which is defined as the radial distance from the vortex centre at which the circumferential velocity component is maximal), the flow is assumed to have a constant vorticity and is considered to be similar to that of a solid body. In the second region, ($r > R$) it is assumed that the flow can be described by a potential flow field (incompressible, inviscid and irrotational) (Alekseenko et al., 2007) and is inversely proportional to the radial distance. These assumptions enable the circumferential velocity component to be modelled via an expression of the form:

$$\overline{u_\theta}(\overline{r}) = \begin{cases} \overline{r} & \text{for } (\overline{r} < 1) \\ \frac{1}{\overline{r}} & \text{for } (\overline{r} > 1) \end{cases}$$  \hspace{1cm} (6)

where $\overline{u_\theta}$ is the normalised circumferential velocity component ($= u_\theta / u_{\theta,max}$, where $u_{\theta,max}$ is the maximum value of $u_\theta$) and $\overline{r}$ is the radial distance normalised by the core radius, $R$. In equation 6, a discontinuity occurs at $\overline{r} = 1$. In order to avoid this, the model is occasionally modified as shown in equation 6.1. However, the most commonly used form is shown in equation 6 and hence will be used in what follows.
\[ \bar{u}_\theta(r) = \frac{2r}{(1+r^2)} \quad (6.1) \]

Combining equation (6) with equation (5) and integrating, yields an expression for the normalised pressure distribution of the Rankine vortex model (Eq. 7):

\[ \bar{p}(\tilde{r}) = \begin{cases} \bar{p}(r=0) + \frac{1}{2} \left( \frac{r}{R} \right)^2 & \text{for } (\tilde{r} < 1) \\ \frac{\bar{p}_{r\to\infty}}{2} - \frac{1}{2} \left( \frac{R}{\tilde{r}} \right)^2 & \text{for } (\tilde{r} > 1) \end{cases} \quad (7) \]

where \( \bar{p}(\tilde{r}) \) is the normalised pressure (= \( p(r) / \rho u_{\theta,\max}^2 \)), \( \bar{p}_{r\to\infty} \) is the normalised static pressure, which is unaffected by the vortex and \( \bar{p}(r=0) \) is the static pressure at the vortex centre.

### 2.3 Burgers-Rott vortex model

The Burgers-Rott model has been adopted by a number of authors (e.g. Winn et al., 1999; Brown and Wood, 2004; Lee et al., 2004, Kosiba and Wurman, 2010; Wood and Brown, 2011; Wurman et al., 2013) to model tornado-like flow behaviour. Explicit in the derivation of the model are the following assumptions:

- **The flow field is steady state**, i.e., terms \( R1, C1 \) and \( Z1 \) are taken as zero.
- **The viscosity is considered to be constant throughout the entire flow field.**
- **Body forces can be neglected**, i.e., \( \vec{g} = 0 \).
- **The circumferential velocity component is assumed to be solely dependent on the radial distance** \( (u_\theta = u_\theta(r)) \).
- **The vertical velocity component is assumed to be solely and linearly dependent on the vertical distance** \( (u_z = u_z(z) \text{ and } u_z \propto z) \).
- **As a result of the last two assumptions**, the radial velocity component is solely and linearly dependent on the radial distance \( (u_r = u_r(r) \text{ and } u_r \propto r) \).
- **The static pressure is assumed to be solely dependent on radial and vertical distances** \( (p = p(r, z)) \).

The above assumptions reduce equations (1 – 4) to the following simplified versions:

\[ \frac{1}{r} \frac{\partial(ru_r)}{\partial r} + \frac{\partial u_z}{\partial z} = 0 \quad (1^*) \]

\[ u_r \frac{\partial u_r}{\partial r} - \frac{u_\theta^2}{r} = -\frac{1}{\rho} \frac{\partial p}{\partial r} + \nu \left( \frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial u_r}{\partial r} \right) - \frac{u_r}{r^2} \right) \quad (2^*) \]
Now, the Burgers-Rott model acknowledges that the flow within a tornado-like structure is likely to be subject to changing levels of vorticity, which in turn will have implications for the associated pressure field. Thus, it is assumed that the vertical velocity component changes with respect to height and the following relationship is adopted:

$$\overline{u}_z(\tilde{z}) = 2\tilde{a}\tilde{z} \quad (8)$$

where $\overline{u}_z(\tilde{z})$ is the normalised vertical velocity ($= u_z(z)/u_{\theta,max}$), $\tilde{z}$ is the normalised vertical height ($= z/R$) and $\tilde{a}$ is a constant, whose magnitude purports to account for the strength of vortex stretching. It is also assumed that $\tilde{a}$ is related to the viscous dissipation, $\nu$, via an expression of the form:

$$\tilde{a} = \frac{2\nu}{R u_{\theta,max}} \quad (8.1)$$

Equation (8.1) implies that the viscous dissipation, $\nu$, continuously removes kinetic energy from the flow, which is continuously introduced by vortex stretching. Using equation (8) and integrating the simplified continuity equation (Eq. 1*), an expression for the normalised radial velocity component, $\overline{u}_r$, can be obtained (Eq. 9).

$$\overline{u}_r(\tilde{r}) = -\tilde{a}\tilde{r} \quad (9)$$

Using equations (8) and (9), and solving the simplified NSE in the circumferential direction (Eq. 3*), an expression for the normalised circumferential velocity component, $\overline{u}_\theta$, can be found (Eq. 10).

$$\overline{u}_\theta(\tilde{r}) = \frac{1}{\tilde{r}} \left( 1 - \exp(-\tilde{r}^2) \right) \quad (10)$$

It is perhaps worth noting that $\overline{u}_z$ and $\overline{u}_r$ increase to infinity as $\tilde{z} \to \infty$ and $\tilde{r} \to \infty$, respectively, which, it is suggested, may not be representative of a tornado-like flow structure.

The pressure distribution of the Burgers-Rott vortex model can be obtained by solving the simplified NSE (Eq. 2* and Eq. 4*) using the model velocities (Eq. 8, Eq. 9, and Eq. 10). This leads to the following equation for the normalised pressure distribution (Eq. 11).

$$\overline{p}_{Burgers}(\tilde{r}, \tilde{z}) = \tilde{p}(0, 0) + \int_0^{\tilde{r}} \frac{\overline{u}_\theta(\tilde{r})^2}{\tilde{r}} d\tilde{r} - \frac{\tilde{a}^2}{2} (\tilde{r}^2 + 4\tilde{z}^2) \quad (11)$$
2.4 Sullivan vortex model

The Sullivan model has also been adopted by a few researchers (e.g. Winn et al., 1999; Wood and Brown, 2011) to model tornado-like flow behaviour. The assumptions for this vortex model are:

- The flow field is steady state, i.e., terms $R1$, $C1$ and $Z1$ are taken as zero.
- The viscosity is considered to be constant throughout the entire flow field.
- Body forces can be neglected, i.e., $(\vec{g}=0)$.
- The circumferential velocity component is assumed to be solely dependent on the radial distance ($u_\theta = u_\theta(r)$).
- The vertical velocity component is assumed to be only dependent on radial and vertical distances. The dependence on the vertical distance is linear ($u_z = u_z(r, z)$ and $u_z \propto z$).
- As a result of the last two assumptions, the radial velocity component is solely dependent on the radial distance ($u_r = u_r(r)$).
- The static pressure is assumed to be solely dependent on radial and vertical distances ($p = p(r, z)$).

The above assumptions reduce the continuity equation (1), radial and circumferential components of the NSE (2 – 3) to simplified versions shown in equations (1* – 3*). For the vertical component of the NSE (4) the following simplified versions is obtained.

\[ u_z \frac{\partial u_z}{\partial z} + u_z \frac{\partial u_z}{\partial z} = -\frac{1}{\rho} \frac{\partial p}{\partial z} + \nu \left( \frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial u_z}{\partial r} \right) \right) \]  (4**)

One main difference of the Sullivan model compared to the Burgers-Rott model lies in the complexity of the model solution. While the Burgers-Rott vortex model only allows single-celled vortices to be generated, the Sullivan model potentially enables solutions for single and two-celled vortices to be obtained; this is obtained via the use of a shape parameter, $b$ (Eq. 12 and Eq. 13). The effect of this parameter on the tornado-like flow field will be discussed in detail in section 2.7. Unless stated otherwise, $b = 3$. The required vortex stretching is generated by suction at relatively large heights and is achieved by a non-linear increase of the vertical velocity component with height, as illustrated in equation (12). The same normalisation used for the Burgers-Rott vortex model is applied for the Sullivan vortex model.

\[ \bar{u}_z(\bar{r}, \bar{z}) = 2\bar{a}\bar{z}(1 - b \cdot \exp(-\bar{r}^2)) \]  (12)

Following the procedure described for the Burgers-Rott vortex model, expressions for $\bar{u}_r$ (Eq. 13) and $\bar{u}_\theta$ (Eq. 14) can be obtained.
\[ \overline{u}_r(\overline{r}) = -\overline{a} \overline{r} + \frac{2b\overline{v}}{\overline{r}} \left(1 - \exp(-\overline{r}^2)\right) \quad (13) \]

\[ \overline{u}_\theta(\overline{r}) = \frac{1}{\overline{r}} \frac{H(x)}{H(\infty)} \quad (14) \]

with \( x = \overline{r}^2 \) and \( H(x) = \int_0^x \exp\left(-x' + 3 \int_0^{x'} \frac{1}{x''} \left(1 - \exp(-x'')\right) dx''\right) dx' \)

It is perhaps worth noting, that for \( \overline{r} = 0 \) and \( \overline{z} \to \infty \) the magnitude of \( \overline{u}_z \) increases to infinity. Furthermore, also \( \overline{u}_r \) increases to infinity for \( \overline{r} \to \infty \) (Eq. 13). Similar to the Burgers-Rott model, it is suggested that this behaviour may be physically unrealistic in a tornado-like structure.

The pressure distribution of the Sullivan vortex model can be obtained by solving the simplified NSE (Eq. 2* and 4*) using the model velocities (Eq. 12 - 14). This leads to the following equation for the normalised pressure distribution:

\[ \overline{p}_{Sullivan}(\overline{r}, \overline{z}) = \overline{p}_{Burgers}(\overline{r}, \overline{z}) - \frac{18b^2}{\overline{r}^2} \left(1 - \exp(-\overline{r}^2)\right)^2 \quad (15) \]

2.5 Baker vortex model

Baker and Sterling (2017) developed a vortex model, which can reproduce the flow and pressure characteristics of a single and two-celled vortex. In order to enable comparisons with the aforementioned models, only the solution for the single-cell vortex with radial inflow and vertical updraft is analysed in this paper. The following assumptions are made in the derivation of the Baker vortex model:

- The flow field is steady state, i.e., terms \( R1, C1 \) and \( Z1 \) are taken as zero.
- The flow is inviscid, i.e., terms \( R8 - R12, C8 - C12 \) and \( Z7 - Z9 \) can be disregarded.
- Body forces can be neglected, i.e., \( (\overline{g}=0) \).
- The circumferential velocity component is assumed to be dependent on radial and vertical distance \( (\overline{u}_\theta = \overline{u}_\theta(\overline{r}, \overline{z})) \).
- The radial velocity component is assumed to be only dependent on radial and vertical distances \( (\overline{u}_r = \overline{u}_r(\overline{r}, \overline{z})) \).
- As a result of the last two assumptions, the vertical velocity component is solely dependent on radial and vertical distances \( (\overline{u}_z = \overline{u}_z(\overline{r}, \overline{z})) \).
- The static pressure is assumed to be solely dependent on radial and vertical distances \( (p = p(\overline{r}, \overline{z})) \).

These assumptions reduce the continuity equation (1) to the simplified version shown in equation (1*) and the NSE (Eq. 2 - 4) to the following simplified versions:
\[ u_r \frac{\partial u_r}{\partial r} - \frac{u_r^2}{r} + u_z \frac{\partial u_r}{\partial z} = -\frac{1}{\rho} \frac{\partial p}{\partial r} \quad (2^{***}) \]

\[ u_r \frac{\partial u_\theta}{\partial r} + \frac{u_r u_\theta}{r} + u_z \frac{\partial u_\theta}{\partial z} = 0 \quad (3^{***}) \]

\[ u_r \frac{\partial u_z}{\partial r} + u_z \frac{\partial u_z}{\partial z} = -\frac{1}{\rho} \frac{\partial p}{\partial z} \quad (4^{***}) \]

In addition, the Baker model assumes that the radial velocity component takes the following form:

\[ \bar{u}_r(r, z) = \frac{-4\rho z}{(1+r^2)(1+z^2)} \quad (16) \]

One of the potential advantages of this model compared to the Rankine, Burgers-Rott and Sullivan vortex models is that the radial velocity component is assumed to show a more realistic behaviour (Eq. 16), i.e., rather than increasing to infinity for large radial distances, a maximum value is reached at \( r = r_m \) which then falls to zero for \( r = 0 \) and \( r = \infty \). In the vertical direction, the radial velocity distribution shows an attempt to replicate the tornado boundary layer by assuming a maximum in the radial velocity component at a known distance above the ground (\( z = z_m \)). For \( z = 0 \) and \( z = \infty \) the radial velocity falls to zero. Since the Baker vortex model focuses on the distribution of the radial velocity component, different parameters are chosen for the normalisation of velocities, radial and vertical distances. Velocities are normalised by the maximum radial velocity \( (u_r(r_m, z_m) = u_{r,\text{max}}) \) and radial and vertical distances are normalised by \( r_m \) and \( z_m \), respectively.

Using equation (16) and integrating the simplified continuity equation (1*), an expression for the normalised vertical velocity component, \( \bar{u}_z \), can be obtained as follows:

\[ \bar{u}_z(r, z) = \frac{4\delta \ln(1+z^2)}{(1+r^2)^2} \quad (17) \]

where \( \delta \) is the ratio \( z_m / r_m \). Using equations (16) and (17), and solving the simplified NSE in the circumferential direction (Eq. 3***), the following expression for the normalised circumferential velocity component, \( \bar{u}_\theta \), can be obtained:

\[ \bar{u}_\theta(r, z) = \frac{K\rho^{-1} \ln(1+z^2)}{(1+r^2)^{\gamma/2}} \quad (18) \]

Here, \( \gamma \) is a shape parameter (an arbitrary real number which can be used to adjust the shape of the circumferential velocity profile). \( K \) is a constant and related to Baker’s definition of the swirl ratio, i.e., \( S_{\text{Baker}} = 0.347 K \). The swirl ratio in the Baker vortex model is defined as the ratio of \( u_\theta(r_m, z_m) \) and \( u_r(r_m, z_m) \). It is perhaps worth noting that \( \bar{u}_\theta \) increases to infinity for \( z \to \infty \). This increase is
assumed to be realistic for the lowest heights, relatively close to the surface, where surface roughness affects the vertical velocity distribution but becomes physically unrealistic for larger heights.

The pressure distribution of the Baker vortex model can be obtained by solving the simplified NSE (Eq. 2*** and Eq. 4***) using the model velocities (Eq. 16–18) and, assuming a shape parameter of \( \gamma = 2 \):

\[
\overline{p}_{Baker}(\bar{r}, \bar{z}) = -\frac{8r^2z}{(1+r^2)(1+\bar{z}^2)^2} - \frac{4.15s_{Baker}^2(\ln(1+\bar{z}^2))^2}{(1+r^2)} - \frac{4\ln(1+\bar{z}^2)(1-\bar{z}^2)}{(1+r^2)^2(1+\bar{z}^2)^2}
\]

(19)

It is worth noting that the surface pressure distribution equals zero for \( z = 0 \). This behaviour is physically unrealistic in a tornado-like structure and is discussed in Baker and Sterling (2017). It is assumed that pressure variations in the vertical direction can be neglected within the boundary layer (\( z < z_m \)) (Baker and Sterling, 2017) and consequently, it is assumed that \( \overline{p}_{Baker}(\bar{r}, \bar{z} < 1) = \overline{p}_{Baker}(\bar{r}, \bar{z} = 1) \).

### 2.6 Circumferential velocity component

Unlike the Rankine, Burgers-Rott and Sullivan vortex models, the Baker model has a shape parameter, \( \gamma \), which enables the shape of the circumferential velocity profile to be varied. The effect of this parameter on the circumferential velocity field is illustrated in table 1 and figure 2. It is perhaps worth noting that \( \gamma \) is related to \( \bar{r} \) in the following way (\( \bar{r}^2 = \gamma - 1 \)) (Baker and Sterling, 2017). Consequently, for \( \gamma \leq 1 \), the circumferential velocity component becomes physically unreasonable. Thus, to ensure results, which describe the behaviour of a forced vortex at the centre, and a free vortex at larger radial distances, Baker and Sterling (2017) recommend setting \( \gamma = 2 \).

Table 1 illustrates the ratio of \( u_{\theta,\text{max}} \) and \( R \) of the corresponding models compared to the Rankine vortex model with input parameters of \( R = 10m \) and \( u_{\theta,\text{max}} = 10m/s \). For the Baker vortex model a swirl ratio of \( S_{Baker} = 1 \) is assumed and readings for the maximum circumferential velocity component are taken at \( z = z_m \). Table 1 shows that Burgers-Rott and Sullivan vortex models underestimate the actual input velocity by a factor of 0.64 and 0.32, respectively, and overestimate the core radius position, \( R \), by a factor of 1.12 and 2.29 respectively. For the Baker vortex model with a shape parameter of \( \gamma = 2 \), the radius at which \( u_{\bar{r}} \) attains a maximum, is identical to the core radius of the Baker vortex model and is also identical to the actual input core radius (\( r_m = R_{Baker} = R \)). Hence, the Rankine and Baker model results for \( \gamma = 2 \) in table 1 are identical. With increasing \( \gamma \), \( R_{Baker} \) increases and the magnitude of \( u_{\theta,\text{max,Baker}} \) decreases (Table 1). For \( \gamma = 3 \), \( R \) and \( u_{\theta,\text{max}} \) of Baker and Burgers-Rott vortex model are similar and show a decrease in \( u_{\theta,\text{max}} \) by about \( 1/3 \times u_{\theta,\text{max,Rankine}} \) (Table 1). For \( \gamma = 5 \), \( R \) and \( u_{\theta,\text{max}} \) of Baker and Sullivan vortex model are
similar and show a core radius, which is about $2 \times R_{\text{Rankine}}$ and a decrease in $u_{\theta, \text{max}}$ by about $2/3 \times u_{\theta, \text{max, Rankine}}$ (Table 1). Thus, in what follows, care has been taken to normalise, by the relevant model values of each vortex model as opposed to a standard value.

Table 1: Ratios of $u_{\theta, \text{max}}$ and $R$ of the corresponding vortex models compared to the Rankine vortex model.

<table>
<thead>
<tr>
<th>Model</th>
<th>$u_{\theta, \text{max}}$</th>
<th>$R$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x=$Rankine</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$x=$Burgers</td>
<td>0.64</td>
<td>1.12</td>
</tr>
<tr>
<td>$x=$Sullivan</td>
<td>0.32</td>
<td>2.29</td>
</tr>
<tr>
<td>$x=$Baker ($\gamma=2$, $z=z_m$)</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$x=$Baker ($\gamma=3$, $z=z_m$)</td>
<td>0.64</td>
<td>1.41</td>
</tr>
<tr>
<td>$x=$Baker ($\gamma=5$, $z=z_m$)</td>
<td>0.33</td>
<td>2.0</td>
</tr>
</tbody>
</table>

Figure 2 shows that among the four vortex models, large differences in the circumferential velocity are found for $r < R_{\text{model}}$ between Sullivan and Baker vortex model with a shape parameter of $\gamma = 2$ (Figure 2). This is not surprising as these vortex models represent two entirely different tornado flow types. The Sullivan model represents a two-celled vortex whereas the Baker model shows a single-celled vortex structure. A single-celled vortex is defined as a relatively narrow column of rising and rotating air. With increasing rotational energy, a downdraft forms in the vortex centre and terminates aloft a stagnation point above which the vortex increases significantly in size (Trapp, 2000). This vortex transformation is known as ‘vortex breakdown’. With a further increase in rotational energy, the stagnation point lowers towards the ground. In a two-celled vortex, the downdraft reaches the ground and therefore decreases $\overline{u_\theta}$ close to $r = 0$ whereas the structure of the single-celled vortex shows a strong non-linear increase of $\overline{u_\theta}$ inside the vortex core ($r < R_{\text{model}}$) (Figure 2).
Figure 2: Circumferential velocity component of the Rankine, Burgers-Rott, Sullivan and Baker vortex model.

For the Baker model, close to the vortex core, $\overline{u_\theta}$ increases at a slower rate with increasing $\gamma$, and the circumferential velocity profile tends towards the shape of a two-celled vortex structure (Figure 2) (compared to the Sullivan vortex model). For larger radial distances ($r > R_{\text{model}}$), $\overline{u_\theta}$ of the Baker vortex model decreases at a slower rate compared to the other three models and largest differences are found between Rankine and Baker vortex model ($\gamma = 2$). Differences in the circumferential velocity of all vortex models decrease as $r \to \infty$.

The effect of $\gamma$ on the circumferential velocity component with height is shown in Figure 3. For relatively small vertical distances from the surface, $\overline{u_\theta}$ increases at a slower rate the larger $\gamma$ is. With increasing vertical distance, this behaviour reverses and $\overline{u_\theta}$ increases faster with height as $\gamma$ increases (Figure 3). Furthermore, figure 3 shows that independent from $\gamma$, $\overline{u_\theta}$ increases to infinity for $z \to \infty$, albeit at different rates. It needs to be mentioned that the Baker vortex model is the only model that takes a height dependence of $u_\theta$ into account. However, it does not represent the vertical profile of the circumferential velocity observed in simulated tornado-like vortices or full-scale. For instance, Tang et al. (2017) showed that $u_\theta$ increases rapidly in the lowest heights with the maximum circumferential velocity relatively close to the ground. With further increasing height $\overline{u_\theta}$ decreases and remains relatively uniform in even greater heights. Refan et al. (2017) showed that a similar behaviour was observed in five different full-scale tornadoes of different intensity and flow structure.
Figure 3: Circumferential velocity component of the Baker vortex model in different heights for different $\gamma$ values.

Another parameter that influences the shape of the circumferential velocity profile is the swirl ratio, $S_{Baker}$. The magnitude of $u_\theta$ increases as the value of $S_{Baker}$ increases. The position of the core radius and the shape of the circumferential velocity profile are independent from the chosen swirl ratio. For that reason, the effect of $S_{Baker}$ on $u_\theta$ cannot be seen when normalising $u_\theta$ with $u_{\theta,max,Baker}$ and radial distances with $R_{Baker}$.

2.7 Radial and vertical velocities and shape parameters

The Baker model is not the only model to employ a shape component. As shown in equation (8) and (12), both, the Burgers-Rott and Sullivan model also include a ‘constant’ to ‘correct’ the vertical velocity. In addition, both models have a ‘viscosity’ parameter explicitly included in the circumferential velocity component (which is not evident in equations (10) and (14) due to the normalisation adopted and assuming the relationship given in equation (8.1)). If it is assumed that the viscosity parameter corresponds to the kinematic viscosity of air (i.e., $\nu \sim 10^{-5}$ m$^2$s$^{-1}$ at 20 °C), then the calculated radial and vertical velocity components of the Burgers-Rott and Sullivan vortex models are small. Hence, to ensure reasonable magnitudes of the velocity components (Figures 4 and 5), the viscosity needs to be increased by several orders of magnitude (Davies-Jones and Kessler, 1974). Thus, in this context, the ‘viscosity’ parameter is essentially nothing more than a ‘simple’ shape parameter.

Figures 4 and 5 show the effect of the ‘viscosity’ parameter on the radial and vertical velocity distributions of the Burgers-Rott and Sullivan vortex models. For the Burgers-Rott vortex model, a larger ‘viscosity’ parameter results in larger vertical and radial velocities (Figure 4). Hence, the larger the value of $\nu$ becomes, the greater the radial inflow towards the vortex centre and the stronger the vertical updraft gets (Figure 4). For the Sullivan vortex model, an increase in $\nu$ results in larger negative vertical velocities for $r < R_{Sullivan}$, and larger positive vertical velocities for $r > R_{Sullivan}$ (Figure 5). For the radial velocity, the larger $\nu$ is, the stronger the radial outflow at $r <$
R_{Sullivan}, and the stronger the radial inflow for \( r < R_{Sullivan} \) gets (Figure 5). The radial distance at which radial and vertical velocity components change sign is not affected by changes in the ‘viscosity’ parameter (Figure 5). This means that the size of the downdraft region close to \( r = 0 \) is independent of \( \nu \).

An additional shape parameter contained in the Sullivan vortex model is denoted as \( b \), which influences the distribution of radial and vertical velocity components and can be adjusted to model solutions for single and two-celled vortices. Figure 6 illustrates the effect of \( b \) on the radial and vertical flow field of the Sullivan vortex model. For \( b = 0 \), radial and vertical velocity components of the Sullivan vortex model are identical to the solutions obtained from the Burgers-Rott vortex model. For \( b > 1 \), a two-celled structure can be obtained, which is indicated by negative vertical velocities close to the vortex centre. The greater the magnitude of \( b \) gets, the more negative the vertical velocities in the vortex centre become, and additionally, the further the downdraft region extends in the radial direction. For \( r > R_{Sullivan} \), the vertical velocity converges to a value, which is independent of \( b \) but dependent on the height. Radial outflow velocities inside the vortex core are
larger for larger $b$ values, and the larger $b$ gets, the larger the region of radial outflow extends radially (Figure 6). Radial inflow velocities obtained with a lower $b$ value increase slightly faster in magnitude close to the vortex core but converge for larger radial distances (Figure 6). Hence, differences of $b$ are only significant inside the vortex core.
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**Figure 6:** Velocity components of the Sullivan model for different $b$ values.

The vertical velocity component of the Baker vortex model depends on the value of $\delta$. The vertical velocity component at the vortex centre increases with increasing $\delta$ (Figure 7a). Additionally, figure 7b shows that the vertical velocity component increases faster with height as $\delta$ increases.

![Graph](image)

a)
Figure 7: The effect of $\delta$ on the vertical velocity component of the Baker vortex model for different radial distances (a) and heights (b).

2.8 The static surface pressure distribution

The surface pressure distribution of Rankine, Burgers-Rott and Sullivan vortex models are shown in figure 8 for the case of $\nu = 0$. This restriction implies that the surface pressure distributions of the Burgers-Rott and Sullivan vortex models are solely dependent on the circumferential velocity profile of the corresponding vortex model and equations (11) and (15) simplify to:

$$p_{\text{Burgers}}(\bar{r}, \bar{z}) = p_{\text{Sullivan}}(\bar{r}, \bar{z}) = \bar{p}(0,0) + \int_0^\infty \frac{\bar{u}_\theta(\bar{r})^2}{\bar{r}} d\bar{r}.$$  \hspace{1cm} (20)

The last term on the right hand side gives the largest contribution to the entire pressure distribution of the Burgers-Rott and Sullivan vortex model. Thus, its value defines the magnitude of surface pressure increase from the vortex centre towards larger radial distances and is determined by the area under the circumferential velocity profile shown in figure 2. For that reason, this term is largest for the Burgers-Rott vortex model and results in what maybe a physically unrealistic surface pressure increase from the vortex centre (Figure 8). For the Sullivan vortex model, the magnitude of this term is of the same order as that one of the Rankine vortex model.

The entire pressure distribution of the Burgers-Rott and Sullivan vortex models, depend on the contribution of the circumferential, radial and vertical velocity (Eq. 11 and Eq. 15), and therefore is dependent on the ‘viscosity’ parameter. Also shown in Figure 8, is the effect of $\nu$ on the pressure distribution. The decrease in surface pressure with increasing radial distance originates from a combination of the vertical updraft and the potentially unrealistic increase in radial velocity, i.e., $\frac{\bar{a}^2}{2} (\bar{r}^2 + 4\bar{z}^2)$. These terms are identical in Burgers-Rott and Sullivan vortex models, however, the different trends shown in figure 8 arise due to the normalisation, since $R_{\text{Sullivan}} > R_{\text{Burgers-Rott}}$. 
The additional term in the surface pressure distribution of the Sullivan vortex model (i.e.,
\[-\frac{18\bar{u}^2}{r^2} \left(1 - \exp(-r^2)\right)^2\] describes the effect of the non-linear behaviour of radial and vertical velocity components inside the vortex core on the pressure distribution. The downdraft close to the centre of the vortex increases the surface pressure distribution and places the minimum pressure at the radial position where vertical and radial velocity components are zero (Figure 8).

![Figure 8: Surface pressure distribution of Rankine, Burgers-Rott and Sullivan vortex model for different 'viscosity' values.](image)

In order to enable a meaningful comparison of the surface pressure distributions, the ‘viscosity’ parameter, \(\nu\), and the ‘vortex stretching’ parameters \(\bar{a}\), need to be adjusted in the circumferential velocity and surface pressure distribution of the Burgers-Rott vortex model. This ensures that the increase in surface pressure is of similar order to that one of the Rankine and Sullivan vortex model. Thus, equation (10) needs to be modified by means of the relation given in equation (8.1) in the following way (Eq. 21) to obtain a circumferential velocity distribution for the Burgers-Rott vortex model, which is dependent on \(\nu\) and \(\bar{a}\) (Eq. 21).

\[
\overline{u}_\theta(r) = \frac{1}{r} \left(1 - \exp\left(-\frac{r\bar{a}}{2\nu} \frac{u_{\theta,\text{max}}}{2}ight)\right) ^2
\]  

(21)

\(\nu\) and \(\bar{a}\) need to be chosen independent from one another, which has the consequence that the input parameters, \(R\) and \(u_{\theta,\text{max}}\) vary (see Eq. 8.1). Unquestionably, this is physically not consistent but seems to be the only way for the Burgers-Rott vortex model to generate a physically meaningful surface pressure increase with increasing radial distance.

Figure 9 shows the surface pressure distribution for input parameters of \(R = 10\) m and \(u_{\theta,\text{max}} = 10\) m/s for the Rankine, Burgers-Rott and Sullivan models. It is worth noting that the ‘viscosity’ and ‘stretching’ parameter differ for different input parameters. The two-celled structure of the Sullivan vortex, and hence, the decreased circumferential velocity component close to the vortex core result in a relatively flat pressure distribution close to the vortex centre (Figure 8). The surface
pressure distribution of the Burgers-Rott vortex increases at a faster rate close to the vortex centre due to a rapid increase in circumferential velocity in this region (Figure 8). The largest differences in the surface pressure distribution of the vortex models can be found inside the vortex core ($r < R_{\text{model}}$) and for radial distances around $r / R_{\text{model}} = 1.5$. This arises due to the relative differences in the magnitude of the circumferential velocity predicted by the analytical models (section 2.6).

![Figure 9: Surface pressure distribution of Rankine, adjusted Burgers-Rott and Sullivan vortex model.](image)

The static ‘surface pressure’ distribution and the effect of the swirl ratio on the shape of the distribution of the Baker vortex model is shown in figure 10. The ‘surface pressure’ distribution of the Baker vortex model falls to zero for $r \to \infty$, however, the ‘surface pressure’ minimum is not bounded for the Baker vortex model and decreases with increasing swirl ratio as shown in figure 10 from $-1.99 \times \rho u_r (r_m, z_m)$ to $-17.94 \times \rho u_r (r_m, z_m)$ for $S_{\text{Baker}} = 1$ to 3 due to the term $-\frac{4.15 S_{\text{Baker}}^2 (\ln(1+z^2))}{(1+r^2)}$ (compare equation (19)). The effect of this on the ‘surface pressure’ distribution is masked in figure 10 due to normalising the pressure distribution additionally with $p(r, z_m)_{\text{min}}$ of the corresponding swirl ratio. This additional normalisation is applied to force all pressures to tend to -1 as $r/R$ tends to 0. It is noted that some numerical and experimental data, e.g., Natarajan and Hangan (2012) and Haan et al. (2008), show that the surface pressure minimum decreases in magnitude with increasing swirl ratio which has been associated with a transition from a single-celled to a two-celled vortex. At present, although the Baker model is able to represent multiple cell tornadoes, this behaviour is not incorporated into the current paper.
The effect of the radial velocity profile on the ‘surface pressure’ is, not surprisingly, largest at the core radius ($R_{\text{Baker}}$) since this is where the radial velocity is maximum for $\gamma = 2$. When this term is normalised by the value of $p(r,z_m)_{\text{min}}$ for each corresponding swirl ratio, its magnitude changes and results in a different distribution of relative pressure (Figure 10). As a consequence, figure 10 shows that with increasing $S_{\text{Baker}}$ the rate of change of pressure with increasing radial distance increases and hence, the smaller the vortex becomes. It needs to be mentioned here that this is only the case because the core radius ($R_{\text{Baker}}$) remains constant even though the swirl ratio changes. Due to the shape of the radial velocity component, differences in figure 10 are largest at $r/R_{\text{Baker}} (z = z_m) = 1$. The last term in equation (19) represents the effect of vertical advection of radial velocity on the ‘surface pressure’ distribution, i.e., $(-\frac{4\ln(1+z^2)(1-z^2)}{(1+r^2)^2(1+z^2)^2})$. When $z = z_m$, this term reduces to zero.

3. Experimental methodology

In this section, the experimental methodology is presented, which was used to assess the ability (or otherwise) of the introduced vortex models to simulate flow and pressure characteristics obtained in a physical tornado-like vortex simulator.

3.1 Tornado-like vortex simulator

For this analysis, the University of Birmingham (UoB) tornado-like vortex generator ($3\times 3$ m), which is based on the design by Ward (1972), is used (Figure 11). The generator consists of two chambers, a convergence chamber with height $H_1$ and diameter $D_1$ and a convection chamber with height $H_2$ and diameter $D_2$. The aspect ratio ($a$) is defined as the ratio of updraft radius ($1/2 D_3$) and convergence chamber height and therefore results in an aspect ratio of $a = 2$ for the configuration shown in Figure 11. Angular momentum is introduced by guide vanes around the
convergence chamber, which can be set to different angles. By changing the guide vane angle, the
vorticity in the flow can be altered and different vortex structures can be generated.

Figure 11: An illustration of the UoB tornado-like vortex generator.

The kinematic and dynamic similarity of the generated vortex is controlled by the Reynolds
number, \( Re \), (Eq. 22) and the swirl ratio, \( S \), (Eq. 23).

\[
Re = \frac{Q}{\nu 0.5 D_3} \tag{22}
\]
\[
S = \frac{\tan(\alpha)}{2a} \tag{23}
\]

Here, \( Q \) is the flow rate through the simulator and \( \nu \) is the kinematic viscosity of air. The guide
vane angle, \( \alpha \), is the angle relative to the radial velocity component (Figure 11).

3.2 Measurement setup and data quality

Point velocity measurements were made with 100Hz using a Cobra Probe, which was mounted to
a two-axis traverse system inside the simulator. This traverse system enabled the probe to be
positioned with an accuracy of 1mm at nine heights (z) above the simulator’s surface (0.01m, 0.05m, 0.10m, 0.15m, 0.20m, 0.25m, 0.30m, 0.40m, 0.50m, 0.60m) with a radial spacing of 0.025m from the centre of the simulator up to a radial distance of 0.60m. The size of the probe is
less than 10^6 times smaller than the convergence chamber and the influence of the traverse system
on the surface pressure measurements was found to be smaller than the experimental measurement
uncertainty. The Cobra Probe can measure velocity data greater than 2m/s within a cone of
influence of +/- 45°. These limitations can have a direct influence on the measured data. For
example, if the recorded data quality (percentage of velocity samples of a measured time series
which are >2m/s and have an angle of attack <+- 45°) is less than 100% then this can introduce a
bias in the calculated velocity vector – the lower the data quality the greater the potential bias. To
minimize the bias in time averaged velocities, only those positions with a data quality of greater
than 80% were accepted for further analysis. This threshold is assumed to provide a suitable compromise between data quality and quantity.

The pressure distribution is measured with 100Hz on the ground plane along two perpendicular lines denoted x and y in figure 11. Surface pressure taps are distributed along these lines with a spacing of 0.05m from the simulator’s centre up to a distance of 0.75m.

Different types of uncertainties have to be distinguished. The experimental uncertainty is a combination of uncertainties due to measuring a finite time series (statistical uncertainty), human error such as probe and guide vane angle positioning (repeatability) and the uncertainty of the measurement device itself.

3.2.1 Statistical uncertainty

The statistical uncertainty is a measure of uncertainty of the time average with respect to the unsteadiness of the flow or surface pressure field. Therefore, it is highly important to verify that the time average of a statistically, stationary stochastic process (such as a tornado) converges against the mean value of all possible realisations within the chosen measurement duration. In order to address the statistical uncertainty for this study, convergence tests were undertaken. For the convergence tests, time series were measured for a duration of 600 seconds. Running averages (RA) with increasing sampling durations (from 10 seconds – 600 seconds) were calculated and shown as envelope on the y-axis for the corresponding averaging time. For example, figures 12a and 12b show the convergence tests of the circumferential velocity component and surface pressure at the core radius of the lowest measurement height and at the centre of the simulator, respectively for \( S = 0.69 \).

Figure 12: Convergence test of circumferential velocity (a) and surface pressure (b) for \( S = 0.69 \).

Figure 12 indicates that the uncertainty is reduced after a measurement duration of 80 seconds for velocities and 60 seconds for surface pressures. Hence, for this study, velocity and pressure measurements were conducted for a period of 80 and 60 seconds, respectively. The corresponding statistical uncertainties are shown in percentage of the time-average of the corresponding circumferential velocity component (\( u_{\theta,\text{mean,600s}} \)) and surface pressure (\( p_{\text{mean,600s}} \)) which was obtained after sampling for 600 seconds (Table 2).
Table 2: Statistical uncertainties of time-averaged velocity components and surface pressure.

<table>
<thead>
<tr>
<th></th>
<th>S = 0.14</th>
<th>S = 0.30</th>
<th>S = 0.69</th>
</tr>
</thead>
<tbody>
<tr>
<td>Velocity</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$u_\theta(r=R)_{mean,600s}$ [m/s]</td>
<td>5.31</td>
<td>9.39</td>
<td>10.51</td>
</tr>
<tr>
<td>$u_\theta(r=R)_{uncertainty}$ [%]</td>
<td>±1.94</td>
<td>±1.02</td>
<td>±0.54</td>
</tr>
<tr>
<td>$u_r(r=R)_{uncertainty}$ [%]</td>
<td>±5.96</td>
<td>±3.17</td>
<td>±0.52</td>
</tr>
<tr>
<td>$w(r=R)_{uncertainty}$ [%]</td>
<td>±1.21</td>
<td>±0.55</td>
<td>±0.25</td>
</tr>
<tr>
<td>Pressure</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$p(r=0)_{mean,600s}$ [Nm$^{-2}$]</td>
<td>-136.30</td>
<td>-224.22</td>
<td>-164.44</td>
</tr>
<tr>
<td>$p(r=0)_{uncertainty}$ [%]</td>
<td>±26.75</td>
<td>±5.94</td>
<td>±1.16</td>
</tr>
</tbody>
</table>

The 80-second time average of circumferential and vertical velocity components can be determined with an uncertainty of less than ±2% for all swirl ratios. Uncertainties of the radial velocity components are slightly larger with about ±6%, ±3% and ±0.5% for $S = 0.14$, $S = 0.30$ and $S = 0.69$, respectively.

For the surface pressure, 60 seconds of measurement time allow to determine the time-average to about ±27%, ±6% and ±1% for $S = 0.14$, $S = 0.30$ and $S = 0.69$, respectively. The uncertainty of surface pressure measurements at the centre of the simulator seems to be dependent on the swirl ratio, with lower uncertainties with increasing swirl ratio. This could be an indication for a more unstable vortex movement for the lowest swirl ratio compared to larger $S$. This behaviour cannot be observed in the uncertainties associated with the velocity measurements. A potential reason for this could be that the vortex movement occurs relatively close to the vortex centre where surface pressure gradients are relatively large, especially for the lowest swirl ratio, and for that reason, core radii positions are not that strongly affected by this behaviour.

### 3.2.2 Repeatability

The repeatability is the degree to which repeated measurements under unchanged boundary conditions show the same results. Surface pressure measurements and the radial profile of velocities in the lowest measurement height were repeated for five times for each swirl ratio. The measurement repeatability is analysed in form of a distribution of all possible differences of these repetitions. For example, figures 13a and 13b show the measurement repeatability distribution of circumferential velocity component and surface pressure for $S = 0.69$. 
The standard deviation (STD) of the corresponding distributions was chosen as a representative measure to evaluate the repeatability, which is shown in Table 3 for velocity components and surface pressures. Absolute values are given instead of percentages as these uncertainties are assumed to apply for all corresponding time-averaged results. Similar to the statistical uncertainty, also Table 3 shows that the repeatability of surface pressure measurements is dependent on the swirl ratio. For \( S = 0.14 \) and \( S = 0.30 \) the repeatability is not only dependent on the swirl ratio but also on the radial distance. For that reason, a repeatability dependent on \( r \) is introduced because a uniform value would highly underestimate the repeatability of measurement positions close to the vortex centre, and highly overestimate the repeatability for positions further away from the vortex centre (Table 3). No significant dependence on the radial distance was found for the repeatability of surface pressure measurements for \( S = 0.69 \) and all velocity measurements. Consequently, a uniform measurement repeatability independent from \( r \) is used for those cases (Table 3).

Table 3: Repeatability of time-averaged velocity components and surface pressures.

<table>
<thead>
<tr>
<th></th>
<th>( S = 0.14 )</th>
<th>( S = 0.30 )</th>
<th>( S = 0.69 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( u_\theta ) uncertainty [m/s]</td>
<td>( \pm 0.51 )</td>
<td>( \pm 0.44 )</td>
<td>( \pm 0.32 )</td>
</tr>
<tr>
<td>( u_r ) uncertainty [m/s]</td>
<td>( \pm 0.46 )</td>
<td>( \pm 0.58 )</td>
<td>( \pm 0.22 )</td>
</tr>
<tr>
<td>( W ) uncertainty [m/s]</td>
<td>( \pm 0.17 )</td>
<td>( \pm 0.16 )</td>
<td>( \pm 0.08 )</td>
</tr>
<tr>
<td>( P ) uncertainty [Nm²]</td>
<td>( \pm 53.58 )</td>
<td>( \pm 21.74 )</td>
<td>( \pm 5.42 )</td>
</tr>
</tbody>
</table>

The low repeatability close to the vortex centre for \( S = 0.14 \) and \( S = 0.30 \) is not too surprising as the statistical uncertainty found at those positions (Table 2) is limiting the repeatability. Therefore, large uncertainties for \( S = 0.14 \) and \( S = 0.30 \) close to the vortex core can partly be explained by the large statistical uncertainty at these positions. Furthermore, these findings suggest that especially...
positions close to the centre are sensitive to small variations in the boundary conditions such as guide vane angle positioning.

3.2.3 Device uncertainty

In this study, pressure transducers (HCLA12X5DB) with a typical uncertainty of $\pm 5 \text{ Nm}^{-2}$ are used. The Cobra Probe is accurate within $\pm 0.5 \text{ m/s}$ for the velocity vector up to a turbulence intensity of $\sim 30\%$. Therefore, positions with a turbulence intensity greater than $30\%$ are excluded from the analysis. Since the device uncertainty for the Cobra Probe is given for the velocity vector ($\mathbf{V}$); the uncertainty of each velocity component needs to be calculated for each measurement position based on the obtained average of the corresponding velocity component. Equation 24 shows as an example the calculation of the device uncertainty for the circumferential velocity component at a certain position.

$$\begin{align} u_{\theta,\text{uncertainty}} &= 0.5 \left( \frac{|u_{\theta}|}{\nu} \right) \quad (24) \end{align}$$

3.2.4 Experimental uncertainty

The associated experimental uncertainty of velocity and surface pressure measurements, which is shown as envelope in later figures is based on a combination of the repetition uncertainty (shown in table 3) and the device uncertainty.

4. Comparison

In this section, flow field and surface pressure data for three different swirl ratios ($S = 0.14$, $S = 0.30$, and $S = 0.69$) are analysed and the capability of the vortex models to replicate the experimental results is evaluated.

4.1. The flow structure

In order to address the complex nature of the analysed flow fields, the 3-D velocity fields obtained for $S = 0.14$, $S = 0.30$ and $S = 0.69$ are shown in figure 14. Also shown are results of selected analytical vortex models, which for the sake of brevity are not repeated for all swirl ratios. The ‘viscosity’ parameter for the Burgers-Rott and Sullivan model is assumed to be $\nu = 0.05 \text{ m}^2\text{s}^{-1}$. However, for the analysis presented in figure 14b, the actual ‘viscosity’ value is not that crucial because the focus of this analysis lies rather on the flow structure than on the actual velocity magnitude, which is affected by the ‘viscosity’.
Velocity components are normalised by the maximum circumferential velocity \( u_{\theta,\text{max}} \) of the corresponding swirl ratio. Radial/vertical distances are normalised by the corresponding core radius \( R \). All of the simplified models presented in section 2 assume a height independent core radius and all vortex models besides the Baker vortex model assume a height independent \( u_{\theta,\text{max}} \). For this reason, velocity components are normalised by the height average of the maximum circumferential velocity \( u_{\theta,\text{max,average}} \) of the corresponding swirl ratio (Eq. 25) and radial/vertical distances are normalised by the corresponding height averaged core radius \( R_{\text{average}} \) (Eq. 26). The use of averaged quantities is considered to give the best indication of a representative core radius and maximum circumferential velocity for all heights.

\[
u_{\theta,\text{max,average}} = \frac{1}{N} \sum_{i=1}^{N} u_{\theta,\text{max}}(z)_i\]

\[
R_{\text{average}} = \frac{1}{N} \sum_{i=1}^{N} R(z)_i
\]

where \( N \) is the number of measurement heights.

A further degree of normalisation is undertaken to aid visual comparisons, i.e., each height (radial distance) is normalised by the corresponding maximum of \( z/R_{\text{average}} \) (\( r/R_{\text{average}} \)) for each swirl ratio – the actual maxima used are given in the figure captions. Experimentally obtained \( R_{\text{average}} \) and \( u_{\theta,\text{max,average}} \) (shown in figure 15) are used to calculate the flow field of the Rankine, Burgers-Rott, Sullivan and Baker vortex models for corresponding swirl ratios. Due to the restrictions when measuring with the Cobra probe, the velocity field close to the vortex centre for all swirl ratios and near the surface at larger radial distances for \( S = 0.14 \) could not be captured. Inside the vortex core \( (r < R_{\text{average}}) \), velocity vectors are only shown at positions where absolute values of time averaged radial and vertical velocities are larger than the corresponding measurement uncertainty. Hence, only positions for which a clear directionality can be defined are presented in figure 14.
Corresponding results of Rankine, Burgers-Rott, Sullivan and Baker vortex models are shown in b1, b2, b3 and b4, respectively. The normalised circumferential velocity component is shown as contour and radial and vertical velocity components are shown as 2-D vector field. To normalise heights and distances, maximum values of experimentally obtained \( (z/R_{\text{average}})_{\text{max}} \) and \( (r/R_{\text{average}})_{\text{max}} \) are used. For \( S = 0.14 \), \( S = 0.30 \) and \( S = 0.69 \) \( (r/R_{\text{average}})_{\text{max}} = 5.58, 7.27 \) and 1.97, respectively.

In general, experimentally obtained flow characteristics reveal much more complex flow patterns compared to the vortex models (Figure 14). The measured circumferential velocity component for all swirl ratios increases towards the core radius and reaches the overall maximum close to the surface. Furthermore, a strong decrease in circumferential velocity can be observed with height in
the lower heights for all swirl ratios (Figure 14a). The circumferential velocity components of
Rankine, Burgers-Rott and Sullivan vortex models (Figure 14b1, Figure 14b2, and Figure 14b3) are
not a function of height and consequently, cannot represent the height dependence found in the
simulator (Figure 14a). The circumferential velocity of the Baker vortex model is height dependent
and increases with increasing height from the ground (Figure 14b4), which is also not obtained
experimentally. It can be noticed in figure 14a that for all swirl ratios, a strong inflow can be
detected close to the surface, up to the position where the overall maximum circumferential
velocity occurs. At this position, the radial velocity drops drastically and the vertical velocity
increases significantly.

Contrary to what may be expected, Figure 14a1, shows a radial outflow from the vortex centre.
However, this is supported by the work of Mishra et al., (2008) and Haan et al., (2008), where
tentative evidence of a radial outflow close to the vortex centre can be inferred. Various possible
reasons for this behaviour (including vortex core unsteadiness with respect to height) could be
inferred, however, firm conclusions as to why this may be the case cannot, at present, be drawn.

With increasing swirl ratio ($S = 0.69$), a downdraft is detected close to the centre of the simulator
(Figure 14a3). This flow structure is expected for a two-celled vortex (see Sullivan vortex model,
Figure 14c3). However, the downdraft is directed slightly towards the simulator’s centre which
was also observed by Haan et al., (2008) for a high swirl ratio. The lack of detailed, fine scale,
experimental data at the centre of the vortex make further conclusions difficult.

Due to non-existing radial and vertical velocity components, this behaviour cannot be represented
with the Rankine vortex model (Figure 14b1). Notwithstanding the more complex structure of
Burgers-Rott, Sullivan, and Baker vortex models, the measured flow pattern are far more complex
than the analytical models would suggest.

A more detailed analysis of the flow field can be found in figures 15 - 17 illustrating the
circumferential, radial and vertical velocity components for $z = 0.01m$, $z = 0.10m$, $z = 0.20m$ and
$z = 0.40m$, for $S = 0.14$ (a), $S = 0.30$ (b) and $S = 0.69$ (c).

Experimentally obtained results for $\bar{u}_\theta$ (Figure 15) show that for all swirl ratios, the overall
maxima of $\bar{u}_\theta$ occurs at the lowest measurement height ($z=0.01m$, Figure 15). The distribution of
circumferential velocity components at greater heights is relatively uniform and differences lie
within the experimental uncertainty (Figure 15). The lowest height reveals an entirely different
flow structure compared to the rest of the generated vortex. This suggests a similar vertical profile
of circumferential velocity components as observed by Kosiba and Wurman (2013). Figure 15 also
outlines differences in the circumferential velocity profile for different swirl ratios. Figure 15
shows that $u_{\theta, max, average}$ increases with increasing swirl ratio from 3.65 – 8.75m/s. Also, the core
radius increases with increasing swirl ratio from 0.11 – 0.31m. Results obtained for $S = 0.30$ do
not follow this trend and reveal an averaged core radius of 0.08 m, which is smaller than the one observed for $S = 0.14$. However, it is worth noting that the difference between $R_{\text{average}}$ for $S = 0.14$ and $S = 0.30$ is ~0.03 m. This difference is within the experimental uncertainty of determining $R_{\text{average}}$ and would therefore be masked when taking the uncertainty of determining $R_{\text{average}}$ into account, which is approximately ± 0.02 m.

In general, the Rankine, Burgers-Rott and Sullivan vortex models appear to underestimate the trend of $\bar{u}_\theta$ for $S = 0.14$ (Figure 15a), although the differences are close to or within the experimental uncertainty in most cases. However, the Baker model appears to predict the trend reasonably well for this swirl ratio. All models appear to fail to capture the distribution of $\bar{u}_\theta$ at relatively large values of $S$ (Figure 15b).

Inside the vortex core, a comparison between experimentally obtained results and vortex models is difficult due to the lack of good experimental data for $S = 0.14$ and $S = 0.30$ (Figure 15a and Figure 15b). The circumferential velocity component of the Burgers-Rott and Baker vortex model match the experimental data obtained for $S = 0.69$ (Figure 15c). Results from the Rankine and Sullivan vortex model, again underestimate the magnitude of obtained circumferential velocities for the highest swirl ratio.
c) Figure 15: Measured circumferential velocity component for $S = 0.14$ (a), $S = 0.30$ (b) and $S = 0.69$ (c).

Additionally, results of the circumferential velocity component of Rankine, Burgers-Rott, Sullivan, and Baker vortex models are shown. To normalise the radial distance, maximum values of experimentally obtained $(r/R_{\text{average}})_{\text{max}}$ are used. For $S = 0.14$, $S = 0.30$ and $S = 0.69$ $(r/R_{\text{average}})_{\text{max}} = (z/R_{\text{average}})_{\text{max}} = 5.58$, 7.27 and 1.97, respectively.

Figure 16 illustrates the radial distribution of $\overline{u_r}$ for $z = 0.01\text{m}$, $z = 0.10\text{m}$, $z = 0.20\text{m}$ and $z = 0.40\text{m}$. Additionally a height average is calculated and shown for all velocities obtained for $z > 0.01\text{m}$. It needs to be mentioned here that the swirl ratio ($S$) defined in equation 23 is, unlike the definition adopted in the Baker vortex model ($S_{\text{Baker}}$), solely a function of the tornado generator characteristics. For that reason, values of $S$ and $S_{\text{Baker}}$ differ for the same flow field in the following figures. As illustrated in figure 16a and 16b, the Baker model fits the data obtained reasonably well close to the surface, whereas the Sullivan and Burgers-Rott vortex model are a better fit for experimental data obtained in greater heights. This is perhaps not too surprising given the assumptions embedded in the models. However, for the largest swirl ratio (Figure 16c), the Baker model only represents the trend in the lowest height for normalised radial distances greater than 0.6, whereas the Sullivan model performs better for the lowest height and for lower normalised radial distances.

For $S = 0.14$, the radial outflow inside the vortex core suggests the structure of a (limited height) two-celled vortex. Thus, in general, the height averaged structure of $\overline{u_r}$ appears to be reasonably represented by the Sullivan vortex model (Figure 16a). Even though one feature of a two-celled vortex is present for $S = 0.14$, the vertical downdraft suggested by the Sullivan vortex model at the vortex centre was not capture (Figure 17a). For the vertical velocity component obtained with $S = 0.14$, none of the vortex models is capable of replicating the maximum updraft just outside the vortex core (Figure 17a). However, for larger radial distances, results of Burgers-Rott and Sullivan vortex model can be used to reproduce height averaged vertical velocities (Figure 17a). Certainly, it needs to be mentioned here that for this case, the vortex models fail to replicate the complex behaviour observed experimentally. Although there are only few positions available for a comparison in the lowest height, radial and vertical velocity component of the Baker vortex model are in good agreement with the experimental data (Figure 16a and Figure 17a).
For $S = 0.30$, radial velocities are mainly directed towards the vortex centre (radial inflow). The magnitude of radial velocities in greater heights $z > 0.01m$ is relatively low compared to radial velocities obtained in the lowest height ($z=0.01m$). The best fit for this ‘single-celled’ flow behaviour is achieved with the Burgers-Rott vortex model with a relatively low ‘viscosity’ parameter ($\nu=0.0015m^2s^{-1}$) to minimise the increase of radial inflow from the vortex centre to larger radial distances. Similar to the vertical velocity component found for $S = 0.14$, also here the maximum updraft outside the vortex core (Figure 17b) cannot be replicated by any of the introduced vortex models. However, for larger radial distances the Burgers-Rott vortex model can be used to model the height averaged behaviour (Figure 17b). Nevertheless, the complex vertical flow structure cannot be captured. Radial and vertical velocity component of the Baker vortex model on the other hand are in good agreement with the experimental data for $z=0.01m$ (Figure 16b and Figure 17b).

For $S = 0.69$, radial velocities (Figure 16c) are found to be directed inwards, towards the vortex centre (radial inflow), even though a downdraft close to the vortex centre is found (Figure 17c). In terms of vortex models, this means that the radial velocity shows a ‘single-celled’ behaviour with radial inflow (Burgers-Rott and Baker), whereas the vertical velocity illustrates a ‘two-celled’ structure with downdraft (Sullivan). None of the presented vortex models is capable of representing both of the observed flow patterns. For $S = 0.69$, the flow field obtained is far more complex than the assumed flow structure of a single or a double-celled vortex. In this case, the flow reveals a ‘multi-celled’ structure with a weak radial inflow and updraft outside the core vortex and relatively strong radial inflow and downdraft inside the core vortex (Figure 16c and Figure 17c).

For radial and vertical velocity components of $S = 0.69$, an attempt is shown to use Sullivan and Baker vortex model to replicate some of the flow patterns observed in the lowest height ($z = 0.01m$). For the radial velocity component in the lowest height (Figure 16c), the Baker vortex model captures the radial inflow outside the vortex core but overestimates velocities inside the vortex core. The decrease in radial inflow around the core radius can be replicated with the Sullivan vortex model, however, close to the vortex centre, the Sullivan vortex model is not able to replicate the flow field and also for larger radial distances the Sullivan vortex model fails due to its increasing radial velocity component with increasing radial distance (Figure 16c).

For the vertical velocity (Figure 17c), the Sullivan vortex model can represent parts of the observed results. By means of the shape parameter, $b$, the downdraft region around the vortex centre of the Sullivan vortex model can be extended in the radial direction so that for $b = 12$, results of the Sullivan model show some similarity with the increase in radial inflow from the vortex core towards the vortex centre (Figure 17c). However, increasing, $b$, also results in an increasing downdraft at the core radius, which for $S = 0.69$ is highly overestimated. The Baker vortex model
is not able to replicate the downdraft close to the vortex centre and the relatively strong vertical updraft around the core radius.

Figure 16: Measured radial velocity component for $S = 0.14$ (a), $S = 0.30$ (b) and $S = 0.69$ (c). Additionally, results of the radial velocity component of Burgers-Rott (b) and Sullivan vortex model (a and c) are shown. Results of the Baker vortex model are shown for the lowest height ($z = 0.01$). To normalise the radial distance, maximum values of experimentally obtained $(r/R_{\text{average}})_{\text{max}}$ are used. For $S = 0.14$, $S = 0.30$ and $S = 0.69$ $(r/R_{\text{average}})_{\text{max}} = (z/R_{\text{average}})_{\text{max}}$ = 5.58, 7.27 and 1.97, respectively.
Figure 17: Measured vertical velocity component for $S = 0.14$ (a), $S = 0.30$ (b) and $S = 0.69$ (c). Additionally, results of the vertical velocity component of Burgers-Rott (a and b) and Sullivan vortex model (a and b) are shown. Results of the Baker vortex model are shown for the lowest height ($z = 0.01$). To normalise the radial distance, maximum values of experimentally obtained $(r/R_{\text{average}})_{\text{max}}$ are used. For $S = 0.14$, $S = 0.30$ and $S = 0.69$, $(r/R_{\text{average}})_{\text{max}} = 5.58$, 7.27 and 1.97, respectively.

4.2 Surface pressure distribution
Figure 18 and figure 19 show the surface pressure distribution for $S = 0.14$, $S = 0.30$, and $S = 0.69$. Additionally, the surface pressure distributions of the Rankine, Burgers-Rott and Sullivan vortex models are illustrated in figure 18 and results of the Baker vortex model are shown in figure 19.

Looking at figures 18 and 19, it could be concluded that differences in the measured surface pressure distribution depend significantly on the swirl ratio. As expected, the smallest vortex shows the fastest increase in surface pressure from the vortex centre towards larger radial distances ($S = 0.14$). The slope of the surface pressure change is determined by the measured surface pressure distribution but also affected by the normalisation of radial distances. This means, for the same surface pressure distribution, a larger core radius leads to a surface pressure distribution, which is increasing faster from the vortex centre towards larger radial distances. For that reason, the surface pressure distribution of $S = 0.30$ and $S = 0.60$ reveal an unexpected behaviour. The surface pressure distribution obtained with $S = 0.69$ displays a faster increase of surface pressure with increasing radial distance compared to the pressure distribution measured with $S = 0.30$. This can be explained by the relatively small averaged core radius for $S = 0.30$ ($R_{\text{average},S=0.30} = 0.08\text{m}$) compared to $R_{\text{average},S=0.14} = 0.11\text{m}$ and $S = 0.69$ ($R_{\text{average},S=0.69} = 0.31\text{m}$).

To avoid an unphysical decrease in surface pressure with increasing radial distance, the ‘viscosity’ parameter of the Sullivan vortex model is chosen to be zero and for the Burgers-Rott vortex model, $\nu$ and $\bar{a}$ are adjusted for each swirl ratio to guarantee a physically reasonable surface pressure increase with increasing radial distance (Figure 18).

The largest differences in the surface pressure distribution of the vortex models is found close to the vortex centre, whereas largest differences in the experimental surface pressure data for the three different vortices are found outside the vortex core (Figure 18). The surface pressure distributions of the Rankine and Burgers-Rott vortex models are in good agreement with the experimental data for $S = 0.69$ (Figure 18), albeit the Burgers-Rott vortex model fails for larger radial distances due to a physically unrealistic decrease in surface pressure, which is explained in section 2.8. Also, the Sullivan vortex model shows good agreement for this swirl ratio ($S = 0.69$) but only for larger radial distances. Close to the vortex centre, the Sullivan vortex model underestimates experimental results due to its two-celled structure (Figure 18). Even though a downdraft is present close to the vortex centre for $S = 0.69$, the effect of it is not visible in the experimentally obtained surface pressure distribution.

All three solutions of the Baker vortex model match the experimental surface pressure for $S = 0.30$ the best (Figure 19). The swirl ratio of the Baker vortex model ($S_{\text{Baker}}$) is responsible for differences in the surface pressure distribution. However, differences in $S_{\text{Baker}}$ for the three analysed vortices are too small to cause significant differences in the surface pressure distribution (Figure 19). To allow a more flexible surface pressure model, the shape parameter, $\gamma$, in the Baker model needs to be treated as a variable when deriving the static pressure distribution (Eq. 19). This would allow
different core radii ($R_{\text{Baker}}$) and also different shapes of the surface pressure distribution to be generated. However, in this work, the surface pressure equation for the Baker vortex model (Eq. 19) assumes a shape parameter of $\gamma = 2$. Consequently, the calculated surface pressure distributions shown in figure 19 assume a constant core radius ($R_{\text{Baker}}$) for all three vortices. For this reason, the surface pressure distributions of the Baker vortex model does not allow an accurate representation of the experimentally obtained surface pressure profiles.
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Figure 18: Measured surface pressure distribution for $S=0.14$ (a), $S=0.30$ (b), and $S=0.69$ (c) and surface pressure of Rankine, Burgers-Rott, and Sullivan vortex model.
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Figure 19: Measured surface pressure distribution for $S=0.14$ (a), $S=0.30$ (b), and $S=0.69$ (c) and surface pressure of the Baker vortex model.

5. Conclusion

Based on this analysis, the following main conclusions can be drawn:
Despite the simplicity of all the models examined, it has been shown that this area of research is highly complex, largely due to the interpretation of the different parameters involved.

The Burgers-Rott and Sullivan vortex models are able to replicate some parts of the flow field. However, parameters, which need to be chosen to make the model results fit the experimental data (ν, \( \bar{a} \) and \( b \)) differ for surface pressure and different velocity components of the same vortex.

The Baker vortex model seemed to be the best model to replicate the radial inflow close to the ground. However, it fails for larger heights over the range tested.

Measured flow pattern are far less structured and organised than the pattern suggested by any of the vortex models. Consequently, none of the presented models can be used to represent the three dimensional vortex structures of experimentally generated tornado-like vortices.

Rankine, Burgers-Rott and Sullivan vortex model are able to replicate the surface pressure distribution of one of the analysed vortices (\( S = 0.69 \)) but due to their limitations, these models are not adequate enough to replicate a variety of differently shaped pressure distributions.

The Baker vortex model with a shape parameter of \( \gamma = 2 \) allows the representation of the surface pressure distribution obtained for (\( S = 0.30 \)). A more general expression for the surface pressure is required to represent experimental data for all three vortices.
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