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ABSTRACT

Aims. The revised dataset of sunspot and group numbers (released by WDC-SILSO) and the sunspot number reconstruction based on dendrochronologically dated radiocarbon concentrations have been analyzed to provide a deeper characterization of the solar activity main periodicities and to investigate the role of the Gleissberg and Suess cycles in the grand minima occurrence.

Methods. Empirical mode decomposition (EMD) has been used to isolate the time behavior of the different solar activity periodicities. A general consistency among the results from all the analyzed datasets verifies the reliability of the EMD approach.

Results. The analysis on the revised sunspot data indicates that the highest energy content is associated with the Schwabe cycle. In correspondence with the grand minima (Maunder and Dalton), the frequency of this cycle changes to longer timescales of ∼14 yr. The Gleissberg and Suess cycles, with timescales of 60−120 yr and ∼200−300 yr, respectively, represent the most energetic contribution to sunspot number reconstruction records and are both found to be characterized by multiple scales of oscillation. The grand minima generation and the origin of the two expected distinct types of grand minima, Maunder and longer Spörer-like, are naturally explained through the EMD approach. We found that the grand minima sequence is produced by the coupling between Gleissberg and Suess cycles, the latter being responsible for the most intense and longest Spörer-like minima (with typical duration longer than 80 yr). Finally, we identified a non-solar component, characterized by a very long scale oscillation of ∼7000 yr, and the Hallstatt cycle (∼2000 yr), likely due to the solar activity.

Conclusions. These results provide new observational constraints on the properties of the solar cycle periodicities, the grand minima generation, and thus the long-term behavior of the solar dynamo.
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1. Introduction

One of the most fascinating phenomena in astrophysics is the cyclic behavior of the solar magnetic activity, which shows prominent variations in the main 11 yr timescale (Schwabe cycle). The long-lasting tracers of solar variability are sunspots, enhanced magnetic flux concentrations at the solar surface, which have been regularly observed by telescopes since 1610. Two main datasets are commonly adopted for scientific purposes, the relative sunspot number or Wolf number (hereafter WSN) and the group sunspot number (GSN). Both datasets are independently derived and show similar main cycle characteristics even if significant differences are observed. For a detailed discussion of the WSN and GSN derivation and their analogies and differences the reader is referred to Usoskin & Mursula (2003) and Clette et al. (2014).

Prominent variabilities on timescales longer than 11 yr are observed or suggested by different studies. Notable is the presence of extended decreases/increases in sunspots at the solar surface. The most representative events are the Maunder minimum (1645−1715, Eddy 1976), when sunspots almost vanished on the solar surface, the Dalton minimum (1790−1845), and the period of enhanced solar activity 1940−1980 (Usoskin et al. 2007), with an average sunspot number above 70. It is commonly believed that the Maunder minimum belongs to a set of low solar activity states called the “grand minima of solar activity” usually identified by looking at the cosmogenic isotope (¹⁴C and ¹⁰Be) concentration, which is strongly correlated with the solar activity (e.g., Beer et al. 1988; Usoskin 2013). By analyzing these records, which are longer than the observed sunspot and group numbers, the Spörer minimum (1460−1550) was discovered (Eddy 1976) and grand minima have been classified, according to their duration, as Maunder (short) and Spörer (long) type (Stuiver & Braziunas 1989).

Gleissberg (1958), following early works by Wolf (1862), detected an ∼80 yr cycle after filtering sunspot number records through a lowpass filter (known as “secular smoothing”). A similar periodicity, hereafter called the Gleissberg cycle, was detected in auroral intensities and frequency numbers reconstructed back to the 4th century A.D. (Schove 1955; Link 1963; Gleissberg 1965; Feynman & Fougeré 1984; Attolini et al. 1990). More recent analyses on the GSN dataset indicate that two main timescales can be identified: the 11 yr cycle and the Gleissberg cycle in the range 60−120 yr (Frick et al. 1997). Investigations involving Fourier and wavelet based techniques and generalized time-frequency distributions provided the following conclusions (Kolláth & Oláh 2009): the Gleissberg cycle has two high amplitude occurrences, around 1800 and 1950, and its period increases in time varying from about 50 yr near 1750 to approximately 130 yr around 1950. A simpler approach, based on the identification of relative solar cycle maxima on WSN and
GSN data, underlined a sawtooth pulsation of eight Schwabe maxima (Richard 2004). However, owing to the relative shortness of the sunspot records (about three periods of Gleissberg cycle are encompassed) the detection of a ~100 yr oscillation on a ~300 yr dataset is quite questionable, so that the properties of the Gleissberg cycle are not well constrained and in particular its role in producing grand minima is still unclear.

A great contribution to characterizing secular cycles in the solar activity was provided by the availability of records of cosmogenic isotopes covering the past ~10,000 yr. Analyses of these kinds of data allowed the Gleissberg cycle to be definitively confirmed as reliable (Lin et al. 1975; Cini Castagnoli 1992; Raisbeck et al. 1990; Peristykh & Damon 2003) and suggested that the Gleissberg cycle could be characterized by slightly different periodicities in different time intervals (Feynman 1983; Attolilni et al. 1987; Peristykh & Damon 2003) in agreement with what is observed in the GSN dataset. These long datasets also reveal some other components of cyclic nature: the ~200-yr Suess cycle (Suess 1980; Sonett 1984; Damon & Sonett 1991; Stuiver & Braziunas 1993; Peristykh & Damon 2003; McCracken & Beer 2008) and the 2200–2400-yr Hallstatt cycle (Suess 1980; Sonett & Finney 1990; Damon & Sonett 1991; Peristykh & Damon 2003).

The occurrence of grand minima states of the solar activity was also investigated through sunspot number data (e.g., Solanki et al. 2004) derived from cosmogenic isotope time series. Results confirmed the presence of the two kinds of grand minima, Maunder and Spörer types, and indicated that the grand minima state is present for a percentage of the total time between 17% and 27% (depending on the dataset and analysis; Usoskin et al. 2007; Inceoglu et al. 2015; Usoskin et al. 2016). Independent analyses of waiting time distribution between grand minima led to contrasting results concerning the nature of the underlying process, since it was compatible with both random (Usoskin et al. 2007) or memory bearing process (Usoskin et al. 2014; Inceoglu et al. 2015). However, these analyses are limited by the poor statistical significance of the sample consisting of about 30 values.

In this paper we focus on a deeper characterization of the Gleissberg and Suess cycles and we discuss their role in the grand minima occurrence. To this purpose we use the empirical mode decomposition (EMD; Huang et al. 1998), a technique developed to process nonlinear and nonstationary data, and the residue, respectively. Each IMF represents a zero mean oscillation with amplitude and phase modulations; it can be written as $s(t) = \sum_{j=0}^{m-1} A_j(t) \cos[\phi_j(t)]$, where $A_j(t)$ and $\phi_j(t)$ are the amplitude and the phase. IMFs are obtained by following yearly average WSN\(^2\) (1700–2014), GSN\(^3\) (1610–2014) and the sunspot number reconstruction (SNR) based on dendrochronologically dated radiocarbon concentrations. Two SNR datasets, both with decadal resolution, have been considered. The first refers to the work by Solanki et al. (2004, hereafter SNR04) and represents the longest available record as it covers the past 11,400 yr. The second refers to the period from 1150 BC to 1950 AD and is the most recent dataset obtained by making use of the most recently updated models for \(^{14}\)C production rate and geomagnetic dipole moment (Usoskin et al. 2014, hereafter SNR14). In the following we consider SNR14 data before 1900 AD. Indeed, owing to the extensive burning of fossil fuel, which dilutes radiocarbon in the natural reservoirs, \(^{14}\)C data recorded after 1900 are more uncertain (Usoskin et al. 2016).

The raw datasets are shown in Fig. 1. In order to investigate time variability of these data, the EMD is applied as follows. Each time series $s(t)$ is decomposed into a finite number $m$ of adaptive basis vectors whose number and functional form depend on the dataset under study:

$$s(t) = \sum_{j=0}^{m-1} A_j(t) \cos[\phi_j(t)].$$  \(1\)

In Eq. (1) $s(t)$ is the raw time series, $A_j(t)$ and $r_m(t)$ represent the basis vectors (modes), called intrinsic mode functions (IMF), and the residue, respectively. Each IMF represents a zero mean oscillation with amplitude and phase modulations; it can be written as $s(t) = A_j(t) \cos[\phi_j(t)]$, where $A_j(t)$ and $\phi_j(t)$ are the amplitude and the phase. IMFs are obtained by following

---

2. Datasets and the analysis strategy

A revised dataset of sunspot and group numbers has been released by WDC-SILSO, Royal Observatory of Belgium\(^1\), Brussels. A detailed description of this new dataset can be found in Clette et al. (2014). In the following analysis we use

---

\(^1\) http://sidc.be/silso/home

\(^2\) http://sidc.be/silso/datafiles

\(^3\) http://sidc.be/silso/groupnumber
an iterative process based on the identification of the relative maxima and minima from the raw data. An IMF is the result of the average between local maxima and local minima envelopes when it satisfies two properties: (i) the number of extrema and zero-crossings is either equal or differs at most by one and (ii) at any point the mean value of the lower and upper envelopes, formed by the local maxima and the local minima, is zero. The scale of variations described by each IMF is then fixed by the sequence of the local extrema. Further details about the iterative process used to calculate the IMFs can be found in Vecchio et al. (2012a) and Laurenza et al. (2012). The residue \( r_m(t) \) in Eq. (1) describes the mean trend, when present. The statistical significance of the IMFs is checked by using the test developed by Wu & Huang (2004) and based on the comparison between the IMFs obtained from the signal with those derived from a white-noise process. This approach represents the analogy of the statistical significance tests used in other common decomposition techniques; for instance, as far as the wavelet power spectrum is concerned, theoretical wavelet spectra for white- or red-noise processes are derived and used to establish significance levels and confidence intervals. The decomposition through IMFs defines a meaningful instantaneous frequency for each \( \psi_j \), calculated by first applying the Hilbert transform

\[
\psi_j(t) = \frac{1}{\pi} \int_{\infty}^{\infty} \frac{\psi_j(t')}{t - t'} dt', \tag{2}
\]

where \( P \) indicates the Cauchy principal value, and then calculating the instantaneous phase \( \phi_j(t) = \text{arctan}[\psi_j(t)/\psi_j(t)] \), since \( \psi_j(t) \) and \( \psi_j^*(t) \) form the complex conjugate pair. The instantaneous frequency follows as \( \omega_j(t) = d\phi_j/dt \) and the instantaneous amplitude is \( A(t) = [\psi_j^2 + \psi_j^2]^{1/2} \). A typical timescale \( \tau_j \) can be computed for each IMF as \( \tau_j = (2\pi)/|\omega_j(t)| \), where \( \omega_j(t) \) denotes time averages. We note that \( \tau_j \) cannot be interpreted as the period of a Fourier mode because it only provides an estimate of the timescale characterizing an EMD mode; therefore, many modes with different average periods may contribute to the variability of the actual signal at a given timescale. The \( \tau_j \) uncertainty is calculated as \( (2\pi)/|\omega_j(t)|^2 \Delta \omega \), where \( \Delta \omega \) is the standard deviation of each instantaneous frequency. Moreover, the robustness of the period estimated for each EMD oscillation is verified through the following approach. For each sunspot time series \( s(t) \) we build up a sample of 1000 new realizations, by making use of the uncertainty \( \sigma_j(t) \) available for each dataset, as

\[
s_k(t) = s(t) + \beta_k(t)\sigma_j(t); \quad k = 1, 1000
\]

where \( \beta_0(t) \) represents a random number series from a normal distribution with zero mean and unit standard deviation. The EMD method is applied to each \( s_k(t) \) and the periods of the corresponding IMFs are calculated. In this way we are able to evaluate the dispersion of the obtained periods from the sample of 1000 realizations and, thus, to obtain a confidence interval \( \Delta \tau_j \) for the period \( \tau_j \).

The EMD decomposition is local, complete, and orthogonal (Huang et al. 1998; Cummings et al. 2004). These properties allow us to filter and reconstruct the signal through partial sums in Eq. (1) in order to obtain independent contributions to the original signal in different ranges of timescales (Huang et al. 1998; Terradas et al. 2004; Vecchio et al. 2012a; Alberti et al. 2014). We note that the observed solar activity variations are far from being stationary periodic fluctuations; thus, methods based on Fourier transforms or periodograms only give partial information on the nature of the solar variability. Moreover, since the

| Table 1. Characteristics of the intrinsic mode functions for the Wolf sunspot number (WSN) and group sunspot number (GSN) datasets. |
|-----------------------------|--------|--------|--------|--------|
| Dataset | \( m \) | \( j \) | \( E_j \) | \( \tau_j \) | \( \Delta \tau_j \) |
| WSN | 8 | 0 | 3.6 | 3.5 ± 1.0 | [2.9, 4.4] |
| | 1 | 63.7 | 9.0 ± 2.3 | [8.7, 11.4] |
| | 2 | 12.7 | 14.1 ± 2.7 | [10.9, 16.9] |
| | 3 | 4.2 | 23.2 ± 8.4 | [16.9, 28.5] |
| | 4 | 6.2 | 38 ± 14 | [28.0, 46.3] |
| | 5 | 6.3 | 92 ± 18 | [72.1, 111.7] |
| | 6 | 2.2 | 118 ± 23 | [92.0, 139.9] |
| | 7 | 1.2 | ∼200 |
| GSN | 8 | 0 | 7.6 | 3.7 ± 1.0 | [3.1, 4.1] |
| | 1 | 53.3 | 8.0 ± 3.6 | [7.2, 9.1] |
| | 2 | 12.3 | 14.1 ± 6.5 | [12.6, 16.0] |
| | 3 | 3.7 | 22 ± 11 | [19.1, 26.5] |
| | 4 | 1.8 | 38 ± 15 | [25.4, 49.5] |
| | 5 | 5.7 | 72 ± 19 | [59.3, 84.3] |
| | 6 | 10.6 | 132 ± 37 | [87.6, 166.7] |
| | 7 | 4.9 | ∼200 |

Notes. For the last IMF of each record, characterized by only one oscillation, no average periods and errors are computed and the approximate period of the single oscillation is reported.

EMD describes a signal in terms of empirical time-dependent amplitude and phase functions, it overcomes some limitations of methods based on fixed basis functions such as Fourier and wavelet analysis, thus allowing a correct description of nonlinearities and nonstationarities (Huang et al. 1998). Since the scale of variability of the EMD modes is given by the sequence of the local maxima/minima in the data, our approach retraces the early works of Wolf (1861) and Gleissberg (1971) and, more recently, Richard (2004) who tried to recognize long-term variations from the sequence of local maxima in the data.

3. Results for WSN and GSN

In order to fix some constraints for interpretation of the long SNR series, we start the analysis on the WSN and GSN sunspot records. When the EMD is used to analyze WSN and GSN datasets, \( m = 8 \) IMFs are obtained for both. In Table 1 the following information is listed: the number \( m \); the mean square amplitude \( E_j \) (quantifying the mode “energy”, i.e., the contribution of each IMF to the global variability), defined as

\[
E_j = \frac{\langle |\psi_j(t)|^2 \rangle}{\sum_{j=1}^{m-1} \langle |\psi_j(t)|^2 \rangle} \tag{4}
\]

the typical period \( \tau_j \); and the 95% confidence interval \( \Delta \tau_j \) for each period, obtained from the 1000 realizations.

For both datasets the highest amplitude IMF is \( j = 1 \) (\( \tau_1 \sim 9 \) yr) and it is followed, in decreasing energy order, by mode \( j = 2 \) (\( \tau_2 \sim 14 \) yr). These modes together contribute about 70% of the total variance of the signal. Both IMFs compose the Schwabe cycle, which has been observed to have variable periods from 8 to 14 yr (Eddy 1976; Fligge et al. 1999). In Fig. 2 (panels a, b) IMFs \( j = 1, 2 \) are compared with the raw data for both WSN and GSN. Panels c, d show the instantaneous frequencies for the same modes and the instantaneous amplitudes are displayed in panels e, f. IMF \( \psi_1 \) (blue lines in panels a and b) clearly reflects the main Schwabe cycle evolution.
Fig. 2. Comparison between the two sunspot number datasets, Wolf sunspot number (WSN) and group sunspot number (GSN), and the respective empirical mode decomposition results for modes $j = 1, 2$. Panels a, b: WSN and GSN data (magenta) and intrinsic mode functions $\psi_1$ (blue) and $\psi_2$ (green) for WSN and GSN data. $\psi_1$ and $\psi_2$ are offset from the zero value by 350, 600 for WSN and 25, 45 for GSN. Panels c, d: instantaneous frequencies $\omega_1$ (blue) and $\omega_2$ (green) of the $j = 1, 2$ modes for WSN and GSN data. The horizontal black dashed line indicates the 11 yr frequency. Panels e, f: instantaneous amplitudes $A_1$ (blue) and $A_2$ (green) of the $j = 1, 2$ modes for WSN and GSN data.

and the corresponding instantaneous frequency varies around $\Omega_0 = 2\pi/11 \text{ yr}^{-1}$ (dashed line in panels c, d of Fig. 2). For both WSN and GSN, the $\psi_1$ amplitude decreases around year 1800 in correspondence with the Dalton minimum and the associated instantaneous frequency departs from $\Omega_0$. In the same interval, the $\psi_2$ amplitude increases and $\omega_2$ is closer to $\Omega_0$, although smaller, thus indicating that the WSN and GSN variability at this time is mainly described by IMF $j = 2$ (green line). Since the EMD is very sensitive to local frequency changes, the fact that the Schwabe cycle is described by two IMFs suggests that during the grand minima the cycle period changes slightly. Evidence of varying periods of the Schwabe cycle during grand minima states are reported in the literature (see, e.g., Fligge et al. 1999; Usoskin & Mursula 2003). It can also be noted that the behavior of the two IMFs describing the Schwabe cycle appears to be compatible with the known inverse correlation between rise time and amplitude of the cycle (known as the Waldmeier effect), which has been shown to be connected to the periodicity variations observed around grand minima (Petrovay 2010a). The WSN $\psi_1$ shows a similar amplitude decrease around 1900, between cycles 13 and 14, although this feature is less evident in the GSN data. The change of $\psi_1$ for WSN is clearly highlighted by the instantaneous frequency and amplitude which follow an evolution similar to those observed for the Dalton minimum. We note that for GSN, $A_1(t)$ shows a relative minimum around 1900 even if no relevant frequency changes are observed. Actually, for cycle 14, the sunspot areas have been observed to have the lowest maximum values in the last 100 yr, which was attributed to a decreased strength of the polar fields during their preceding solar cycle (Diego et al. 2010). Indeed, according to some dynamo models (e.g., Dikpati et al. 2004; Choudhuri 2008), the polar field is essential for the generation of sunspots of the subsequent cycle.

The time behavior at the Maunder minimum, encompassed only by GSN, is more complex. At the beginning of the minimum, the main scale of variability is 11 yr since IMF $j = 1$ has a higher amplitude than $j = 2$. In the deep minimum both $j = 1, 2$ modes show a very low amplitude. Toward the end of the minimum, the solar activity recovery, mainly described by $\psi_2$, occurs at timescales slightly longer than those of $\psi_1$.

For both WSN and GSN, IMFs having low $E_j$ can be associated with other well-known periodicities detected in the solar activity: $\psi_0$ with quasi-biennial oscillations (QBOs; Vecchio et al. 2010; Laurenza et al. 2012; Vecchio et al. 2012b; Bazilevskaya et al. 2014); $\psi_3, \psi_4$ with the Hale 22 yr cycle. In particular, as for the Schwabe cycle, the 22 yr mode of variability is separated into two IMFs, indicating that during the Maunder minimum its period changes slightly (Inceoglu et al. 2015). It can be seen in Fig. 3 that around the Maunder minimum for the GSN, $\psi_3$ amplitude is higher than the $\psi_4$ value, indicating that the Hale cycle occurs at a slightly higher period (~27 yr). For WSN, starting from about year 1800, $\psi_3$ amplitude remains higher than $\psi_4$, except for a short interval around 1900. On the other hand, the two amplitudes are almost comparable around 1900 in the GSN dataset.
Empirical modes \( j = 5, 6 \), with typical periods between 70 and 130 yr, can be associated with the Gleissberg cycle, commonly detected at timescales in the range 55–120 yr (Usoskin 2013; Petrovay 2010b). For WSN and GSN \( \tau_j \) values are slightly different but compatible within uncertainties. IMFs \( \psi_j \) could be related to the ~200 yr Suess supersecular cycle that is discussed in detail in the next section. Figure 4 shows IMFs \( j = 5–7 \) for both WSN and GSN (panels a and b, respectively). The occurrence of two IMFs associated with the Gleissberg cycle suggests that it could be made by multiple branches at different scales of variability. This is in agreement with Ogurtsov et al. (2002), who suggested that this solar cycle oscillation has a double structure consisting of two distinct scales around 50–80 and 90–140 yr. We note that approaches suggesting that the Gleissberg cycle could be made by a single oscillation of varying period in time (e.g., Kollath & Oláh 2009), mainly based on Fourier and wavelet-based analysis, could be biased by the combination of non-adaptive techniques, poor frequency sample, and shortness of the observed sunspot datasets providing solutions in which the oscillating modes are mixed together, while actually distinct oscillations are present. Indeed, the use of fixed basis functions, which in a nonstationary case are far from being eigenfunctions of the phenomenon at hand, with short (with respect to the oscillation wavelength) datasets can provide a solution where modes are mixed together in such a way that the solution is compatible with the fictitious conditions imposed by the analysis. On the other hand, in these situations an empirical decomposition such as the EMD allows a better description of the nonstationarities and it does not introduce, unlike Fourier analysis, spurious harmonics in reproducing nonstationary data and nonlinear waveform deformations.

For both datasets, \( \psi_5 \) underlines the Dalton minimum and the activity decrease around 1900, and for the WSN dataset it has higher \( \tau_j \) than \( \psi_6 \) and \( \psi_7 \). The same occurs for GSN data when reduced to the same WSN time interval 1700–2014 (not shown). On the other hand, for the full GSN \( E_j \) is larger for \( \psi_6 \), thus indicating, as clearly shown in Fig. 4, that the activity variations related to the two grand minima present in the data are encompassed by this mode. IMF \( j = 7 \), describing slower variations of the sunspot dynamics, has minima at the Maunder decrease and around 1900. According to these results, the sequence of the Maunder and Dalton minima in the sunspot variability is produced by the variations due to long period contributions. In the following, we will extend our analysis to the longer SNR dataset by using the results obtained for WSN and GSN data with \( \tau_j > 40 \) yr as a term of comparison.

4. Results for SNR

Concerning SNR data, 11 and 8 IMFs have been found for SNR04 (shown in Fig. 5) and SNR14, respectively. Table 2 shows the \( E_j \), \( \tau_j \), and the 95% confidence interval \( \Delta \tau_j \) of each EMD period for both the SNR datasets.

To evaluate the reliability of the modes related to the Gleissberg cycle, we compare the IMFs previously obtained for WSN and GSN with those from SNR. Because of the different sampling time (1 yr for WSN/GSN and 10 yr for SNR) we compare WSN/GSN modes \( j = 5–7 \) with SNR modes \( j = 0–2 \) in the time interval 1600–2014 (Fig. 6). The phasing and the periods of the IMFs, as obtained from the three datasets, agree quite closely; the small discrepancies are probably due to the
Fig. 5. Empirical mode decomposition modes $\psi_j$ and the residue $r_m(t)$ for the sunspot number SNR04 dataset (Solanki et al. 2004).

Table 2. Characteristics of the intrinsic mode functions for the sunspot number SNR04 (Solanki et al. 2004) and SNR14 (Usoskin et al. 2014) datasets.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>$m$</th>
<th>$j$</th>
<th>$E_j$ (%)</th>
<th>$\tau_j$ (yr)</th>
<th>$\Delta \tau_j$ (yr)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SNR04</td>
<td>11</td>
<td>0</td>
<td>10.5</td>
<td>51 ± 12</td>
<td>[49.2, 56.2]</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>11.1</td>
<td>89 ± 24</td>
<td>[82.1, 99.3]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>17.8</td>
<td>150 ± 40</td>
<td>[135.4, 170.4]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>16.0</td>
<td>257 ± 78</td>
<td>[216.4, 287.4]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>12.9</td>
<td>426 ± 130</td>
<td>[345.4, 489.7]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>2.5</td>
<td>560 ± 190</td>
<td>[429.9, 680.9]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>3.0</td>
<td>750 ± 270</td>
<td>[608.2, 902.1]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>4.5</td>
<td>1180 ± 610</td>
<td>[890.2, 1434.7]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>1.5</td>
<td>1860 ± 650</td>
<td>[1396.3, 2339.4]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>1.9</td>
<td>2420 ± 590</td>
<td>[1756.2, 2851.4]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>17.8</td>
<td>∼7000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SNR14</td>
<td>8</td>
<td>0</td>
<td>7.8(7.9)</td>
<td>40 ± 10 (50 ± 10)</td>
<td>[29.4, 50.2]</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>18.2(18.7)</td>
<td>74 ± 20 (98 ± 25)</td>
<td>[54.0, 93.4]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>25.7(33.4)</td>
<td>140 ± 25 (187 ± 56)</td>
<td>[104.8, 174.6]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>11.3(14.4)</td>
<td>227 ± 45 (305 ± 130)</td>
<td>[168.5, 281.3]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>21.3(12.0)</td>
<td>362 ± 63 (570 ± 190)</td>
<td>[273.8, 281.3]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>7.6(6.0)</td>
<td>570 ± 110 (690 ± 140)</td>
<td>[427.9, 700.5]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>0.3(1.4)</td>
<td>840 ± 100 (1180 ± 290)</td>
<td>[585.7, 1064.8]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>7.8(6.0)</td>
<td>∼2300 (∼2150.0)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Notes. For the last IMF of each record, characterized by only one oscillation, no averages and errors are computed and the approximate period of the single oscillation is reported. Values in parentheses refer to the EMD on the sample SNR04 when reduced to the same length as SNR14.
which accounts for \( \sim 40\% \) of the total variance, describes the total
Gleissberg cycle. These results suggest that IMF \( j=7 \) from
WSN/GSN could be the third IMF contributing to the Gleiss-
berg cycle. SNR04 IMF \( j=3 \), accounting for 16% of the total
variance of the signal, can be associated with the Suess oscil-
alation and mode \( j=4 \), accounting for \( \sim 13\% \) of the total vari-
ance, could be associated with the unnamed cycle detected with
a period of around 350 yr claimed by Steinhihler et al. (2012).
Nevertheless, this IMF has a similar temporal evolution of \( \psi_3 \),
namely the intervals of high and low amplitude are almost coin-
cident (see Fig. 5), thus suggesting that, as is true for the Gleiss-
berg cycle, the Suess oscillation could also be split into more
than one IMF.

Since the two SNR datasets are recorded in different peri-
ods, we also apply the EMD technique to the SNR04 reduced
to the same length as SNR14. Corresponding \( E_j \) and \( \tau_j \) are
shown in parentheses in Table 2. A one-to-one correspondence
between reduced SNR04 and SNR14 IMFs is not observed.
Modes \( j \geq 0, 1 \) from the two datasets are characterized by simi-
lar \( E_j \) and \( \tau_j \). On the other hand, the reduced SNR04 \( \tau_2 \) is be-
 tween the SNR14 \( \tau_2 \) and \( \tau_3 \). Comparable \( \tau_j \) are observed for
reduced SNR04 \( j=3, 4 \) and SNR14 \( j=4, 5 \). Differences in the
observed timescales can be due to local differences in the two
SNR datasets resulting in different IMF sequences. Very similar
time evolutions of the reduced SNR04 mode \( j=2 \) to the sum
of modes \( j=2, 3 \) of the SNR14 dataset indicate that the latter
can be reasonably associated with the Gleissberg cycle (similar
time behavior is also observed when the full Gleissberg contribu-
tions, \( j=0, 2 \) for SNR04 and \( j=0, 3 \) of the reduced SNR14 are
compared). This interpretation is also consistent with the IMF
energy content: the sum \( E_2 + E_3 = 37\% \) for SNR14 is compara-
ble with \( E_2 \) for the reduced SNR04. We note that by comparing
the SNR14 and reduced SNR04 datasets the Suess contribution
is \( \sim 28\% (E_4 + E_5) \) for the former and \( \sim 26\% (E_3 + E_4) \) for the
latter. By following these considerations, we considered the Gleiss-
berg cycle, for the SNR14 data, to be described by the sum of the
modes \( 0–3 \), and the Suess cycle by the modes \( 4–5 \).

The EMD partial reconstructions of the Gleissberg and Suess
oscillations \( (\psi_0 + \psi_1 + \psi_2 + \psi_3) \) and \( (\psi_4 + \psi_5) \) for the full
SNR04 dataset are shown in panels a,b of Fig. 7. Panel c, il-
ustrates the EMD reconstruction \( j=0–4 \) (Gleissberg+Suess),
superimposed to the raw data. This reconstruction reproduces
the sequence of maxima and minima observed in the raw data,
indicating that the grand minima are traced by variations at typ-
cal timescales of Gleissberg and Suess oscillations. The Gleiss-
berg and Suess oscillations \( (\psi_0 + \psi_1 + \psi_2 + \psi_3) \) and \( (\psi_4 + \psi_5) \),
respectively) and their sum for SNR14 are shown in Fig. 8. For
both SNR data, the Gleissberg cycle (panels a) reproduces the
majority of the relative minima of the raw signal, whereas the
Suess cycle (panels b) traces the occurrence of the high amplitu-
de minima. The combination of both cycles (panels c) follows the
general oscillating trend of the data and explains the majority
of the grand minima. This is in agreement with the findings of
Steinhihler et al. (2012), who observed via a wavelet analysis on
the total solar irradiance that the grand solar minima preferen-
tially occur at the minima of the Suess cycle.

High \( j \) values, at typical timescales between \( \sim 600 \) and
\( \sim 2400 \) yr, are characterized by lower \( E_j \) than Gleissberg
and Suess associated modes. We note that these timescales were also
detected when wavelet analysis was used to analyze \(^{14}\text{C}\) records
(Steinhihler et al. 2012). In particular, modes \( j=9 \) and \( j=7 \)
for SNR04 and SNR14, respectively, could be associated with the
Hallstatt cycle, likely related to solar activity (Usoskin et al.
2016). IMF \( j=10 \) of SNR04, accounting for 17.8% of the total

Fig. 6. Comparison between EMD modes with similar timescales from
different data. Panel a): intrinsic mode function (IMF) \( \psi_5 \) for Wolf
sunspot number (WSN, magenta full) and group sunspot number
(GSN, magenta dashed) and group sunspot number
and GSN (magenta full), IMF \( \psi_0 \) for sunspot numbers SNR04 (blue) and
SNR14 (blue dot-dashed). Panel b): IMF \( \psi_0 \) for WSN (magenta dashed)
and GSN (magenta full), IMF \( \psi_1 \) for SNR04 (blue) and SNR14 (blue
dot-dashed). Panel c): IMF \( \psi_0 \) for WSN (magenta dashed) and GSN
(magenta full), IMF \( \psi_1 \) for SNR04 (blue) and SNR14 (blue dot-dashed).
For panels a) and b), the WSN and GSN IMFs are divided and multi-
plied by the same factor 5 and the SNR14 IMF is divided by 2; for
panel c), the WSN IMF is divided by 2, the GSN IMF is multiplied by
8 and the SNR14 IMF is divided by 5.

different sampling among the datasets. We also note the differ-
ent behavior of the SNR14 \( \psi_0 \) (blue dot-dashed line in panel a of
Fig. 6) around 1850 with respect to the same IMF from the other
records, indicating that the SNR14 record, at timescales around
40 yr, behaves differently from the three other datasets. Since
this record has been derived by using the most recent models
of Earth’s dipole and \(^{14}\text{C}\) production rate, further investigation
could explain whether the observed differences are real or sim-
ply arise from some features in the models. Although derived in
a time interval that is short with respect to the typical period
(\( \sim 200 \) yr), the WSN/GSN \( j=7 \) mode also shows a similar
time behavior to the \( j=2 \) SNR IMFs. This simple test indicates
that modes extracted through the EMD from three independent
datasets are reliable since nearly the same time variability is re-
covered.

The above comparison is useful in order to interpret the re-
sults from the SNR dataset. SNR04 IMFs \( j=0, 1 \) are clearly
associated with the two modes of the Gleissberg cycle already
mentioned in the previous section. IMF \( j=2 \) describes the same
phenomenon of the mode \( j=7 \) of WSN/GSN and its period,
\( \tau_2 \sim 150 \) yr, falls into the typical range of the Gleissberg cycle.
Since they are calculated from a longer dataset, we believe that
the periods calculated from SNR are more representative than
those calculated from WSN/GSN. SNR results indicate that
the Gleissberg cycle is split into more than two IMFs, i.e., several
branches contribute to this periodicity. The sum of these modes,
energy, represents a very long modulation scale causing, for example, the general decrease in the SNR04 between 6000 and 5000 BC. This decrease is not accounted for by the reconstruction with the Gleissberg and Suess modes (panel c of Fig. 7). The $\psi_{10}$ behavior is very close to the non-solar long-term component found by Usoskin et al. (2016) associated with $^{14}$C transport and deposition effects at the Earth.

In the following we focus on the IMFs associated with the Gleissberg and Suess cycles by discussing their relationship with the solar minima occurrence.

5. Occurrence of grand minima

As shown in the previous section the occurrence of grand minima is described by the coupling between the Gleissberg and Suess cycles. Grand minima, representing strong decreases in SNR timeseries, strongly contribute to the signal variance. Hence, we introduce a novel criterion to identify grand minima through sunspot signals obtained only with the highest energy and longest period Gleissberg and Suess contributions (i.e., the sum of $\psi_{1}-\psi_{4}$ for SNR04 and $\psi_{1}-\psi_{5}$ for SNR14). A relative minimum of this signal is considered to be a grand minimum if it is beyond the 90th percentile of the signal distribution function (horizontal magenta line in panels a and b of Fig. 9). The magenta dots in Fig. 9 show the times when this condition is fulfilled. By using this approach, 27 grand minima have been identified in SNR04 datasets mostly coincident with the grand minima independently identified by Usoskin et al. (2007), Inceoglu et al. (2015), Usoskin et al. (2016). The duration of the detected grand minima, calculated as the length of the time interval at 90% of
the lowest value, is shown in Table 3. Our approach, able to isolate the Gleissberg and Suess cycles by excluding other contributions, allows an evaluation of the grand minima that is not biased by the presence of non-solar long-term modulations (which can locally produce an increase/decrease in the $^{14}$C sunspot data). For example, we do not identify any grand minima in the period 6000–5000 BC corresponding to the minimum of the large-scale ~7000 yr IMF $j = 10$. If not correctly filtered, this oscillation can bias the grand minima identification obtained by making use of threshold criteria applied on the raw signal.

The blue dots in Fig. 9 indicate the previously identified grand minima which also occur in a relative minimum of the Suess cycle (sum of the SNR04 modes $j = 3, 4$ and SNR14 modes $j = 4, 5$), exceeding the 90th percentile of the distribution function of this signal. We note that these grand minima are longer, being characterized by a duration of more than 90 yr (asterisks in Table 3), where the only exception is the minimum at 6415 BC lasting 90 yr but not occurring at a Suess cycle minimum. Our interpretation of grand minima in terms of interference between solar variability cycles allows a possible explanation for the origin of the two expected distinct types of grand minima: shorter Maunder-type and longer Spörer-like minima (Stuiver & Braziunas 1989). While the grand minima sequence is produced by the coupling between Gleissberg and Suess cycles, the latter is mainly responsible for the Spörer-like minima having longer duration.

To evaluate the relative contribution of the Gleissberg and Suess cycles to the minima intensity we show in panel a of Fig. 10 the scatter plot of the amplitude of the single Suess (purple dots) and Gleissberg cycles (green dots) at grand minima as a function of their sum at the same times. It can be seen that the deepest grand minima, having global amplitudes of less than $-23$ are the most intense and occur mainly at large negative amplitudes of the Suess cycle. Moreover, as shown in panel b of Fig. 10, the long-lasting minima, associated with the Suess cycle (marked with an asterisks in Table 3), tend to have the largest negative amplitude. The only exception is represented by the Maunder minimum which, despite a short duration, has a large negative amplitude. These findings are in agreement with the observed tendency for intense minima to last longer than moderate activity period (Inceoglu et al. 2015).

Figure 11 shows the time behavior of the IMF $\psi_9$, associated with the Hallstatt cycle, and the times of the detected grand minima. No clear relationship between maxima and minima of
Table 3. Time of occurrence and duration of the grand minima in – BC/AD.

<table>
<thead>
<tr>
<th>EMD grand minima</th>
<th>Duration (yr)</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>1675 (1675)</td>
<td>60 (60)</td>
<td>Maunder</td>
</tr>
<tr>
<td>1435* (1465)</td>
<td>150 (150)</td>
<td>Spörer</td>
</tr>
<tr>
<td>1315 (1305)</td>
<td>70 (50)</td>
<td>Wolf</td>
</tr>
<tr>
<td>695 (675)</td>
<td>80 (80)</td>
<td>Oort</td>
</tr>
<tr>
<td>255 (255)</td>
<td>50 (40)</td>
<td>1, 2, 3</td>
</tr>
<tr>
<td>−375* (−365)</td>
<td>90 (90)</td>
<td>1, 2, 3</td>
</tr>
<tr>
<td>−745* (−755)</td>
<td>100 (120)</td>
<td>1, 2, 3</td>
</tr>
<tr>
<td>−1875</td>
<td>50</td>
<td></td>
</tr>
<tr>
<td>−2465*</td>
<td>100</td>
<td>2, 3</td>
</tr>
<tr>
<td>−2855*</td>
<td>90</td>
<td>1, 2, 3</td>
</tr>
<tr>
<td>−3325*</td>
<td>100</td>
<td>1, 2, 3</td>
</tr>
<tr>
<td>−3505</td>
<td>50</td>
<td>1, 2, 3</td>
</tr>
<tr>
<td>−3625</td>
<td>70</td>
<td>1, 2, 3</td>
</tr>
<tr>
<td>−3935*</td>
<td>90</td>
<td>1</td>
</tr>
<tr>
<td>−4225</td>
<td>40</td>
<td>1, 2, 3</td>
</tr>
<tr>
<td>−4325</td>
<td>60</td>
<td>1, 2, 3</td>
</tr>
<tr>
<td>−4695</td>
<td>50</td>
<td></td>
</tr>
<tr>
<td>−5985</td>
<td>50</td>
<td>1</td>
</tr>
<tr>
<td>−6415</td>
<td>90</td>
<td>1, 2, 3</td>
</tr>
<tr>
<td>−6645</td>
<td>80</td>
<td></td>
</tr>
<tr>
<td>−7025*</td>
<td>90</td>
<td>1</td>
</tr>
<tr>
<td>−7465*</td>
<td>90</td>
<td></td>
</tr>
<tr>
<td>−7525*</td>
<td>100</td>
<td>1</td>
</tr>
<tr>
<td>−8155*</td>
<td>160</td>
<td></td>
</tr>
<tr>
<td>−9035</td>
<td>50</td>
<td></td>
</tr>
<tr>
<td>−9105*</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td>−9215*</td>
<td>100</td>
<td>1</td>
</tr>
</tbody>
</table>


this cycle and the grand minima occurrence is detected. Indeed, while Hallstatt cycle minima around –5300 BC and –1300 BC correspond to voids in the grand minima sequence, the remaining minima (around –8100 BC, –3200 BC, and 1300 AD) coincide with minima occurrence. We note that these findings are slightly different from the results of Clilverd et al. (2003) and Usoskin et al. (2016) who found that grand minima tend to cluster around the minima of the Hallstatt cycle. Differences can result from both the different definition of grand minima used in the present paper and the way through which non-solar long-period contributions are filtered out from the raw data, both based on the EMD technique. This point deserves further investigation in the future.

6. Conclusions

The EMD technique was used to analyze the novel yearly average of WSN and GSN, and two SNR datasets at decadal resolution. This approach allowed us to investigate the long-term time variability and the grand minima occurrence in all the datasets. The main results are summarized as follows.

Fig. 10. Panel a): amplitude of the Gleissberg (green dots) and Suess (purple dots) cycles, reconstructed through the empirical mode decomposition (see text for details), at grand minima as a function of the amplitude of their sum at the same times. Panel b): grand minima amplitudes as a function of their duration. Asterisks indicate grand minima occurring at a minimum of the Suess cycle.

6.1. Schwabe and Hale cycle

For WSN and GSN datasets the two highest energy modes are associated with the Schwabe cycle. The EMD derived instantaneous frequencies and amplitudes for these modes indicate that this cycle, during the Maunder and Dalton minima, occurs on a longer timescale of about 14 yr (Fligge et al. 1999; Usoskin & Mursula 2003; Petrovay 2010a). This behavior is in agreement with the well-known inverse proportionality between cycle rise time and amplitude (Waldmeier effect; Petrovay 2010a). In the WSN data around 1900, between cycles 13–14, IMFs associated with the Schwabe cycle show a behavior similar
to that observed in the Maunder and Dalton minima, thus
gesting a minimum-like behavior.

Low energy IMFs have been associated with the well-known
periodicities detected in the solar activity, such as the QBOs and
the Hale cycle. As for the Schwabe cycle, the 22 yr mode of
variability is separated into two IMFs indicating that during the
Maunder minimum this period slightly changes.

6.2. Gleissberg and Suess cycles

Two IMFs at timescales between 70–130 yr have been found
in WSN and GSN data. These modes have been attributed to
the Gleissberg cycle. Finally, for both datasets, a unique IMF
at a timescale of ~200 yr has been found. Our results underline
that the Gleissberg cycle causes the activity variations giving rise
to the Maunder and Dalton minima, indicating that it plays a
relevant role in the solar minima generation.

A direct comparison between SNR and WSN/GSN IMFs
shows that the EMD results are reliable since the same scales of
variability and similar time behaviors are independently found
in the four datasets. When applied to the SNR datasets the EMD
is able to efficiently identify a non-solar component: a very long
scale oscillation (~7000 yr) containing about 18% of the total
variance of the signal and significantly affecting the time be-
behavior of the SNR04 data. Moreover, the Hallstatt cycle, likely
related to the solar activity, has been detected. The most ener-
getic modes for both SNRs are associated with the Gleissberg
and Suess cycles. A deeper characterization of the Gleissberg
and Suess cycles is possible owing to the long duration of SNR
data sets with respect to WSN/GSN ones. Our findings indicate
that the Gleissberg cycle, often identified with a single oscilla-
tion of varying period in time, and the Suess cycle are actually
composed of a multibranch structure at distinct scales of oscil-
lations (Ogurtsov et al. 2002; Usoskin 2013). We verified that
the Gleissberg and Suess cycles, containing most of the signal
energy, are strongly involved in the grand minima generation.
Hence a new approach, which only takes into account the contri-
bution of these cycles and excluding, for instance, modulations
due to terrestrial effects, has been proposed to identify and char-
acterize the grand minima. We found that coupling between the
Gleissberg and Suess cycles mostly defines the time sequence of
the grand minima. In addition, grand minima occurring at a min-
imum of the Suess cycle are found to be the most intense and
the longest (with typical duration longer than 80 yr). In other
words, the Suess cycle represents the variability timescale of the
Spörer-like minima.

Concerning the time behavior of the grand minima occur-
cence, although the MHD dynamo is a deterministic process,
we note that it can give rise to grand minima events irregularly
distributed in time (Weiss et al. 1984; Moss et al. 2008; Usoskin et al. 2009; Petrovay 2007). Our results suggest that
the occurrence of grand minima is a consequence of the com-
plex superposition of systematic long-term activity cycles and
seems not to be a random process, as proposed in earlier works
(Usoskin et al. 2014, 2016; Inceoglu et al. 2015).

We note that the characterization of secular cycles of solar
activity and the grand minima occurrence, generation, and their
possible regular or chaotic behavior is important for a deeper un-
derstanding of the solar dynamo process. Indeed, although long-
term modulations of the basic 11 yr cycle have been produced in
the framework of nonlinear $a = \omega$ dynamo models (Tobias 1996,
1997) and the 2D model of a distributed dynamo (Pipin 1999),
the physical mechanisms underlying their occurrence are still
unknown mainly owing to simplifying assumptions used in the
models. New observations and deeper characterizations of the
long-term activity are thus required to provide more constraints
to build up theoretical models able to take into account the many
physical aspects involved in the solar dynamo. We also remark
that a deep characterization of long-term cycles in the Sun is also
important in the framework of the investigation of stellar ac-
tivity. For instance, Saar & Brandenburg (1999), by comparing
observations with the results of a dynamo model, showed that the
Gleissberg cycle is also present for a large stellar population.
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