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Abstract

In many-objective optimization, the balance between convergence and diversity is hard to maintain, while the dominance resistant solutions (DRSs) could further harm the balance particularly in high-dimensional objective space. Thus, this paper proposes a novel selection strategy—boundary elimination selection based on binary search (called BESBS), trying to avoid the impact of DRSs during the optimization and achieve a good balance between convergence and diversity simultaneously. During the environmental selection, the binary search (BS) is used to adaptively adjust the $\epsilon$ value in the $\epsilon$-dominance relationship and assist in detecting the well-distributed neighbors for the elite solutions. Then the $\epsilon$ value obtained by BS is used for serving the boundary elimination selection (BES) to guarantee the stability of the elite population. To improve the convergence, BES is mainly designed to select individuals approximating to the ideal point. By modifying the fitness of solutions and choosing solutions in terms of the shuffled sequence of objective axis, the DRSs will be eliminated during the selection. Thus, BESBS could achieve a good balance between convergence and diversity and avoid the impact from DRSs simultaneously. From
a series of experiments with 35 instances, the experimental results have shown that BESBS is competitive against 8 state-of-art many-objective evolutionary algorithms.
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1. Introduction

In the real world, there are large numbers of multi- and many-objective (the number of objectives more than 3) optimization problems (MOPs) which are commonly non-linear and highly complicated, and their objectives usually conflict with each other. As a consequence, no single optimal solution exists but a set of trade-off Pareto solutions can be found to the decision maker (DM) for MOPs [1], [2].

In the past two decades, multi-objective evolutionary algorithms (MOEAs) and other population-based meta-heuristics have been demonstrated to be useful for solving MOPs, like NSGA-II [3], SPEA-II [4], MOEA/D [5], GrEA [6], to name but a few. Among various selection strategies, the Pareto dominance based sorting approaches are widely and effectively used in dealing with MOPs with 2 and 3 objectives [7], but their efficiency will seriously degrade with the increasing number of objectives. One reason for the deterioration is that most solutions tend to be non-Pareto dominant in a high-dimensional objective space [8]. Another reason is that the diversity maintaining mechanisms may lead to the population crowded with dominance resistant solutions (DRSs), therefore resulting in the deterioration of convergence and diversity [9], [10].

Thus, a number of techniques or ideas have been proposed to enhance the ability of MOEAs to obtain well-converged and well-distributed solutions in the many-objective optimization, which can be roughly classified into three categories [11], [12]. The first group is to modify the traditional Pareto dominance relationship, like enlarging the dominant areas of a solution, so as to improve the efficiency in distinguishing the relationship between the non-Pareto dominant
solutions, such as $\epsilon$-dominance [13], [14], angle-dominance [15], fuzzy dominance [16], [17], a grid dominance [18], preference order ranking [18], [19], and other ranking methods such as [20], [21].

The second category aims to select solutions based on indicators or metrics. Obviously, the selected solutions are highly qualified on demand of the indicators. There are three widely-used indicators based MOEAs such as IBEA [22], SMS-EMOA [23], and HypE [24]. IBEA predefines a goal of each solution to measure its contribution with $\epsilon$ indicator [25] or hypervolume (HV) indicator [26]. Both SMS-EMOA and HypE are based on HV estimation, where SMS-EMOA calculates the exact contribution to hypervolume indicator while HypE assigns a fitness based on approximations to the hypervolume indicator. The main advantage of the indicators based methods is not subject to the problems that the pareto-dominance based MOEAs encounter, but their computational cost is relatively expensive.

The third category is based on aggregation or preference information. Both MOEA/D [5] and MSOPS [27] need a set of uniform target vectors so as to convert the many-objective problem into a set of single problems. In MOEA/D, some neighbor-collaboration strategies between the sub-problems are introduced. MSOPS tries to find the best subproblem for a solution. In NSGA-III [28], the non-dominated solutions close to the reference points have high priority to be selected. On the basis of $\mu + \lambda$ framework of MOEA, RVEA [29] applies the reference vector guided selection and the reference vector adaptation to keep the balance between the convergence and diversity. There are some other preferences based methods like [30], [31], [32].

There are also large numbers of many-objective optimization algorithms not belonging to the above categories like [9], [33]. In [9], the diversity management operator (DMO) does not maintain the diversity until the solutions converge into the Pareto optimal front. In [33], a shift-based density estimation strategy is proposed to penalize poorly converged solutions by assigning them a high density value. Furthermore, some researchers attempted to address many-objective problems by applying a reduced set of objectives [34], [35], [36].
Although the above studies have achieved great progress and provided some inspirations to deal with many-objective problems, more efforts are needed. Methods such as [22, 23] have to specify different parameters subject to varying problems. Also, optimizing two important features (convergence and diversity) separately may hard maintain the balance between diversity and convergence [3, 4]. In addition, how to avoid the negative influence of DRSs in the optimization is a challenge.

To deal with the above problems, this paper proposed a new selection strategy (boundary elimination selection) based on the binary search, in order to avoid the impact of DRSs during the optimization and achieve a good balance between convergence and diversity simultaneously. Following the framework of NSGA-II, some changes have taken place in the environmental selection. Firstly, the binary search (BS) is designed to adaptively adjust the \( \epsilon \) value (in the \( \epsilon \)-dominance relationship) for the selection of well-distributed elite solutions, and the value will be used in the boundary elimination selection (BES) to keep the stability of the elite population during the detection stage. Then, by modifying the fitness of solutions, the BES is designed to select the well-approximated solutions according to the shuffled indexes of coordinate axis in turns. During the selection, the DRSs will be eliminated by the adjacent selected solutions close to different coordinate axis. Thus, the advantage of the proposed algorithm is to keep the balance between convergence and diversity and avoid the impact of DRSs simultaneously.

The remainder of this paper is organized as follows. In Section II, the background is presented and discussed. Section III presents the related work and motivations in this paper. Section IV is devoted to the description of the proposed algorithm. Section V presents the algorithm settings, test functions, and performance metrics used for performance comparison. The experimental results and discussions are given in Section VI. Finally, Section VII provides some concluding remarks along with further investigation.
2. Background

In this section, some basic concepts and definitions in multi-objective optimization will be introduced; then $\epsilon$-dominance relationship used in our algorithm will be presented in detail.

2.1. Multi-objective optimization

A multi-objective optimization problem (MOP) can be stated as follows:

$$
\text{minimize } F(p) = (f_1(p), f_2(p), \ldots, f_m(p))^T
$$

subject to $p \in \Omega$.

where $p$ is a solution vector in $\Omega$ (the decision or variable space), and $F : \Omega \rightarrow \mathbb{R}^m$ consists $m$ real-valued objective functions. $\mathbb{R}^m$ is the objective space.

Definition (Pareto dominance relationship): Let $p_1, p_2 \in \Omega$, $p_1 \prec p_2$ ($p_1$ dominates $p_2$), iff:

$$
\forall i \in (1, 2, \ldots, m), f_i(p_1) \leq f_i(p_2)
$$

$$
\exists j \in (1, 2, \ldots, m), f_j(p_1) < f_j(p_2)
$$

where the optimal solution set in $\Omega$ is denoted to be the Pareto-optimal set (PoS), and the corresponding solution set in $\mathbb{R}^m$ is referred to as Pareto-optimal front (PoF) as shown in Fig.1.

In Fig.1 individuals $p_1, p_2, p_3$ in objective space, $p_1 \prec p_3$ and $p_1 \prec p_2$ because $f_1(p_1) < f_1(p_3) \wedge f_2(p_1) < f_2(p_3)$, $f_1(p_1) < f_1(p_2) \wedge f_2(p_1) < f_2(p_2)$.

But $p_3$ and $p_2$ are non-dominated to each other because $f_1(p_3) < f_1(p_2)$ but $f_2(p_2) < f_2(p_3)$.

2.2. $\epsilon$-dominance relationship

Definition ($\epsilon$-dominance relationship): Let individual $p_1, p_2 \in \mathbb{R}^m$. Then $p_1$ is said to $\epsilon$-dominate $p_2$ for $\epsilon > 0$, denoted as $p_1 \prec_{\epsilon} p_2$, if:

$$
\forall i \in \{1, 2, \ldots, m\} : (1 - \epsilon) f_i(p_1) \leq f_i(p_2)
$$
Figure 1: Illustration of the relationship between the PoS and PoF, and the Pareto dominance relationship.

Definition (\(\epsilon\)-approximate Pareto set): Let \( S \subset \mathbb{R}^m \) be a set of vectors and \( \epsilon > 0 \). Then a set \( S_\epsilon \) is called an \( \epsilon \)-approximate Pareto set of \( S \), if any vector \( p \in S \) is \( \epsilon \)-dominated by at least one vector \( q \in S_\epsilon \), i.e.

\[
\forall p \in S : \exists q \in S_\epsilon, \text{ st. } q \prec_\epsilon p
\]

The set of all \( \epsilon \)-approximate Pareto sets of \( S \) is denoted as \( P_\epsilon(S) \).

In Fig. 2, \( p^1, p^2, p^3 \in P \) and \( P \subset \mathbb{R}^m \). The corresponding \( \overrightarrow{p^1_\epsilon}, \overrightarrow{p^2_\epsilon}, \overrightarrow{p^3_\epsilon} \in P_\epsilon \) and \( P_\epsilon \subset \mathbb{R}^m \), where \( \overrightarrow{p^j_\epsilon} = (1 - \epsilon)\overrightarrow{p^j} \), and \( j \in \{1, 2, 3\} \). According to Pareto dominance relationship, \( p^1 \prec p^2 \), \( p^1 \) and \( p^3 \) are non-dominated solutions. However, according to \( \epsilon \)-dominance relationship, \( p^1 \prec_\epsilon p^2 \) and \( p^1 \prec_\epsilon p^3 \) because \( p^1_\epsilon \prec p^2 \) and \( p^1_\epsilon \prec p^3 \).

3. Related work and motivation

3.1. Related work

In this paper, more emphases are put on dealing with many-objective optimization problems. Two key issues are concerned during the optimization,
namely, convergence and diversity. On the one hand, the convergence is highlighted to evaluate how much the obtained solutions are close to the Pareto optimal front. On the other hand, the diversity is also important to provide more choices to the decision maker, which is to evaluate the solutions distributing to the whole Pareto optimal front.

As mentioned in Section 1, different sorts of strategies are proposed to address these two issues, where the strategy to modify the dominance relationship is interesting to be investigated, especially the $\epsilon$-dominance relationship [13]. There are many researches aiming at the modification of the $\epsilon$-dominance relationship, so as to balance diversity and convergence during the optimization. [37] modifies the granularity of the hypergrids especially on the horizontal or vertical regions of the Pareto front, so as to retain more solutions in the blank areas in terms of the $\epsilon$-dominance relationship. In other words, during the optimization, the algorithm considers different $\epsilon$-dominance regions depending on the geometrical characteristics of the Pareto-optimal front, so as to change the density of the hypergrids in different regions. The shortage is hard to maintain the stability of the algorithm when the landscape of PoF is disconnected or mixed with convex and concave regions. In GDE-MOEA [38], the $I_{GD}$-selection
is used as a convergence strategy and $\epsilon$-selection mechanism as diversity strategy to explore the searching space. The $\epsilon$ value keeps decreasing until the specified number of solutions are obtained from the elite solution set, in terms of $\epsilon_j = (f_{j}^{\text{max}} - f_{j}^{\text{min}})/k$ by increasing the integer value of $k$. [39] is motivated similarly to the [37] to adaptively adjust the $\epsilon$ value according to the geometrical characteristics of the Pareto-optimal front. The shortage is to estimate the $p$ value of the curve family associated to the Pareto-optimal front. There are also some other measures to adjust the $\epsilon$ value in the optimization like [40], [41].

Thus, the modification of the $\epsilon$-dominance relationship in different researches play different roles in the optimization. It can be used in the exploration of the searching space, or maintenance of the distribution or diversity of the solutions, or enhancement of the convergence. And this paper also tries to adaptively adjusting the $\epsilon$ value, but the aim of this paper is to improve the $\epsilon$-dominance relationship to sort the solutions during the environmental selection for the preparation of the boundary elimination selection, which could enhance the convergence, and meanwhile maintain the diversity to some extent.

3.2. Motivation

As illustrated in [42], [43], following the basic framework of NSGA-II [3], enhancing the diversity-promoting selection mechanisms has been identified as highly influential and useful to the optimization especially in dealing with many-objective problems [6], [28], etc. On the contrary, the diversity-promoting selection mechanisms also can do harm to the optimization with two reasons. First, obtaining a good diversity is relatively easy especially in a high-dimensional space, but the best diversity could easily favor these solutions with poor proximity. Second, back to the first selection applying the Pareto dominance to enhance the convergence, if the number of nondominant solutions is large, then the balance between convergence and diversity solely relies on the second selection, namely the diversity-promoting selection mechanisms. At the moment, the optimization process can come to standstill especially if there are some Pareto resistant solutions in the population.
Due to the above issues, this paper proposes a novel selection strategy—boundary elimination selection based on binary search (called BESBS), trying to avoid the impact of DRSs during the optimization and achieve good balance simultaneously. Following the basic framework of NSGA-II, during the environmental selection, the binary search (BS) is firstly used to assist in detecting well-distributed neighbors of elite solutions by adaptively adjust the $\epsilon$ in the $\epsilon$-dominance relationship [13], [14], which serves for the boundary elimination selection (BES) by providing a suitable value so as to guarantee the stability of the size of the elite population. BES is mainly designed to select individuals approximating to the ideal point. By modifying the fitness of solutions and choosing solutions in terms of the shuffled sequence of objective axis, the DRSs will be eliminated in the selection. Thus, it could achieve a good balance between convergence and diversity and avoid the impact from DRSs simultaneously.

Thus, the aim of this paper is to propose a new idea to deal with multi- and many-objective problems that consider to retain the convergence information when promote the diversity during the second selection, thereby obtaining a good balance between convergence and diversity.

4. Proposed algorithm

In this section, we firstly present the overall framework of the proposed algorithm based on boundary elimination selection (BES) and binary search (BS). Next, we will describe the strategies of BES and BS in detail. Finally, we will analyze the computational complexity of the proposed algorithm.

4.1. Overall framework of the proposed algorithm

Algorithm 1 presents the overall framework of BESBS. In this frame, we adopt $\mu + \lambda$ strategy in common with NSGA-II [3]. Firstly, BESBS randomly generates the initial population $P$. Then the offspring population $Q$ is obtained from $P$ through evolutionary operations: mating selection (like 2-tournament
Algorithm 1: Overall Framework of BESBS

**Input:** Population Size: \( n \), Terminate Condition: \( T \)

**Output:** Population: \( P = \{x_1, x_2, \cdots, x_n\} \)

1. \( P = \text{RandomInitiate}(n) \)
2. \( \text{Evaluation}(P) \)
3. while \( \neg T \) do
   4. \( Q = \text{MatingSelection}(P) \)
   5. \( Q = \text{Crossover}(Q) \)
   6. \( Q = \text{Mutation}(Q) \)
   7. \( \text{Evaluation}(Q) \)
   8. \( R = P \cup Q \)
   9. \( P = \text{EnvironmentalSelection}(R, n) \)
4. end while

selection \([44]\), crossover operation (like simulate binary crossover \([45]\)), mutation operation (like polynomial mutation \([1]\)). After that, unite populations \( P \) and \( Q \) like \( R = P \cup Q \). The next step is environmental selection, selecting elite individuals from united population \( R \) and updating the next generation population \( P \). Then repeat the above steps until reach the termination. Finally, when the termination is satisfied, the output is the final obtained population.

It can be seen from the framework that the final population inherits the elite genes after a series of environmental selections. In other words, it updates the new generations by choosing the elite solutions into the new-born populations. However, in the many-objective optimization, the mutual relations between the solutions are hard to be differentiated during the environmental selection since most solutions are non-dominated in Pareto dominance sense. Moreover, the population sometimes can be optimized slowly as the dominance resistant solutions (DRSs) appear easily and will damage the environmental selection seriously. Thus, how to choose elite solutions properly during the selection is the key issue in dealing with the many-objective problems, and the main efforts of this paper are also made to improve the environmental selection.
Algorithm 2: Environmental Selection

**Input:** Population: $R = \{x_1, x_2, \cdots, x_l\}$, Output Population Size: $n \leq l$

**Output:** Population: $P = \{x_1, x_2, \cdots, x_n\}$

1. $P = \emptyset$
2. $\mathcal{L} = NondominateSort(R) = \{L_1, L_2, \cdots\}$
3. for each $L_i \in \mathcal{L}$ \& $|P| < n$ do
4. if $|P| + |L_i| \leq n$ then
5. $P = P \cup L_i$
6. else
7. $P = P \cup BS(L_i, n - |P|)$
8. end if
9. end for

4.2. Environmental selection

As shown in Algorithm 2, firstly, the fast non-dominated sorting strategy \cite{3} is applied to sort all the solutions in the mixed population $R$ into different layers like $\{L_1, L_2, \cdots\}$. Then, add the solutions (from the sorted layers) into the elite population $P$ as shown in Line 5. Notably, when $(|P| + |L_i| > n) \land (|P| < n)$, then select $n - |P|$ solutions from the critical layer $L_i$.

In NSGA-II \cite{3}, the fast non-dominated sorting strategy is used to sort the well-converged solutions out, then the crowding distance is applied to maintain the diversity of the solutions in the critical layer, so as to reach the balance of convergence and diversity. However, on the condition that the solutions are non-dominant, the diversity mechanism would play a more important role in the environmental selection. Thus, when it comes to deal with many-objective problems since it is often only one layer after the sorting process, the method coping with the critical layer should be better designed not only to maintain the diversity but also to enhance the convergence meanwhile. On the other hand, in the many-objective optimization, the diversity maintain strategy could lead to a dilemma that more DRSs will easily appear and do harm to convergence and diversity in return.
Therefore to the above points, this paper adopts the binary search (BS) especially designed in the environmental selection to deal with the critical layer as shown in Line 7 of Algorithm 2. Instead of the crowding distance strategy, the aim of BS is designed to maintain the size of population and prompt diversity and convergence meanwhile. The following subsection will detail the strategy of BS.

4.2.1. Binary search

As shown in Algorithm 3, the environmental selection adopts the binary search (BS) to adjust the $\epsilon$ value during the rehearsal stage. The stage is mainly to search for a proper $\epsilon$ value for the boundary elimination selection with two reasons. On the one hand, it is known that the diversity of the remained solutions depends on the value of $\epsilon$ [13]. Besides, the properly adjusted $\epsilon$ value can keep the size of the elite population stable after the selection. From another aspect, the BS serves for the boundary elimination selection by providing a proper $\epsilon$ value.

In Algorithm 3, firstly, the upper limit and the lower limit values of $\epsilon$ are obtained respectively in terms of the solutions in the critical layer, where the upper limit is the maximum spread of all objectives as shown in Line 2 and the lower limit is 0. Then, in each round, the binary search adjusts the upper limit and the lower limit values in terms of the size of output population $|P|$. Specifically, if the $\epsilon$ value is too large, then more solutions will be dominated and less solutions will be remained after the boundary elimination selection, and vise versa. From Line 4 to Line 17 if $|P| < n$ (which denotes that the $\epsilon$ value is too large that extra adjacent individuals are dominated), thus, the upper limit will be reduced by $\epsilon^+_1 = \frac{\epsilon^+ + \epsilon^-}{2}$; if $|P| > n$, the lower limit should be increased like $\epsilon^-_1 = \frac{\epsilon^+ + \epsilon^-}{2}$; otherwise, the $\epsilon$ is found and return the value. After $r$ rounds, the final $\epsilon$ is obtained. Finally, the obtained $\epsilon$ will be applied into the boundary elimination selection to select demanding size of elite solutions.

\[r \text{ is set to be } 20.\]
Algorithm 3: Binary Search (BS)

Input: Population: \( F = \{x_1, x_2, \cdots, x_l\} \), Output Population Size: \( n \leq l \), Rounds: \( r \)

Output: Population: \( P = \{x_1, x_2, \cdots, x_n\} \)

1: \( \epsilon_\downarrow = 0 \)
2: \( \epsilon_\uparrow = \max_{i \in \{1, 2, \cdots, m\}} (\max_{x_i \in F} f_i (x_\uparrow) - \min_{x_i \in F} f_i (x_\downarrow)) \)
3: \( P = \emptyset \)
4: while \( r > 0 \) do
5: \( \epsilon = \frac{\epsilon_\uparrow + \epsilon_\downarrow}{2} \)
6: \( F = F \cup P \)
7: \( P = \emptyset \)
8: \( P = BES(F, \epsilon) \)
9: if \( |P| < n \) then
10: \( \epsilon_\uparrow = \epsilon \)
11: else if \( |P| > n \) then
12: \( \epsilon_\downarrow = \epsilon \)
13: else
14: return
15: end if
16: \( r = r - 1 \)
17: end while
18: \( F = F \cup P \)
19: \( P' = \emptyset \)
20: while \( |P'| < n \) do
21: \( P' = P' \cup BES( F, \epsilon_\uparrow ) \)
22: end while
23: \( P = \{x'_1, x'_2, \cdots, x'_n\} \subset P' \)
into the new population $P$ as shown from Line 20 to Line 23.

In conclusion, the binary search consists of two main parts. The first part is to find the most suitable $\epsilon$ for the boundary elimination selection. The second part is to apply the boundary elimination selection to choose elite individuals from $F$ (the critical layer) in Line 21 of Algorithm 3. The first part serves for the second part by providing a suitable $\epsilon$. It is noted that one advantage of the binary search is to avoid the setting of $\epsilon$ when encountering different problems, and it is only related to the boundary elimination selection and population size. The contributions of the boundary elimination selection will be illustrated in the following section.

4.2.2. Boundary elimination selection

The procedure of the boundary elimination selection (BES) is presented in Algorithm 4. The method is mainly designed to choose the elite solutions with good distribution and good convergence from the critical layer, and try to avoid the impact of the dominance resistance solutions (DRSs) during the selection.

Definition (Fitness of a solution): Let individual $x \in \Omega$, the fitness of $x$ is defined as follows:

$$F_a(x) = d_1 + \lambda * d_2$$

(5)

where

$$d_1 = \sqrt{\sum_{i \in \{1,2,\ldots, m\} \setminus \{a\}} f'_i(x)^2}$$

$$d_2 = f'_a(x)$$

and $a \in \{1,2,\ldots, m\}$ ($m$ is the number of objectives). $\lambda \in (0,1]$ is a penalty parameter. $i \in \{1,2,\ldots, m\} \setminus \{a\}$ means $\forall i \in \{1,\ldots, a-1, a+1, \ldots, m\}$.

---

2DRS is a dominance resistance solution far away to the optimal front and cannot be Pareto dominated by any other solutions in the population.
Figure 3: Illustration of the fitness in 3-objective model. \( z \) is the ideal point. \( z - f_1' f_2' f_3' \) is the translational coordinate system, and \( x' \) is the translated solution of solution \( x \). \( L_1, L_2, L_3 \) are the distances from \( x' \) to the planes respectively.

\[ f_i' (x) \text{ is defined as follows:} \]

\[ f_i' (x) = f_i (x) - \min_{x' \in \Omega} f_i (x') \quad i = \{1, 2, \cdots, m\} \quad (6) \]

From Eq. 5, the fitness of a solution \( x \) is composed of two parts \( (d_1 \text{ and } d_2) \). Previously, it is to normalize each individual in the population, which is to make sure that the individuals are located in the first quadrant according to the Eq. 6. In other words, the original point is translated to the ideal point in the transferred coordinate system. 

\[ d_1 = \sqrt{\sum_{i \in \{1, 2, \cdots, m\} \setminus \{a\}} (f_i' (x))^2} \]

denotes the distance from the point \( x \) to the ideal point\(^4\) on the \( m - 1 \) dimensional hyperplane of \( O - f_1 \cdots f_m \setminus f_a \), and \( d_2 = f_a' (x) \) is the distance from the point of \( x \) to the ideal point in the sense of the translated coordinate axis \( f_a \). For example, in the translational coordinate system \( z - f_1' f_2' f_3' \) in Fig. 3, if \( f_1 \) was selected, then \( d_1 = \sqrt{L_2^2 + L_3^2} \) and \( d_2 = L_1 \); else if \( f_2 \) was selected, then \( d_1 = \sqrt{L_1^2 + L_3^2} \) and \( d_2 = L_2 \).

\(^4\)ideal point: \( z = (\min_{i=1}^n f_1(x^i), \cdots, \min_{i=1}^n f_m(x^i)) \), where \( m, n \) are the number of objectives and individuals respectively.
It is known that the DRSs are the non-dominated solutions with big values in some specific objectives, and easily appear in the corner or boundary of the objective space. So this is the difference between them and normal elite solutions. Therefore, during the selection process, the $a$ in Eq. 5 will be selected from the shuffled sequence set of $\{1, 2, \cdots, m\}$ to reduce the impact from the DRSs since they can appear in different objectives. Besides, a penalty on the $d_2$ is set, which is to narrow the difference between DRSs and normal elite solutions. So there is a possibility that the DRSs can be dominated by others, especially by their adjacent solutions.

In the definitions (Eq. 5, 6), it can be seen that both $d_1$ and $d_2$ can reflect the convergence by estimating the distances to the ideal point from different aspects respectively. It means that smaller values of $d_1$ and $d_2$ denote that the solutions are more approximating to the ideal point but from different dimensions. On the other hand, when $d_2$ gets a penalty, it means that the superiority of the solutions on the $a$-th objective will be decreased, and more emphasis is put on $d_1$. Moreover, if the objectives are selected by turns, then the dominated position of the selected objective will be reduced to some extent. Thus, the impact of the DRSs will be eliminated. In return, then more trade-off solutions will be reserved in the population. Although the diversity of the population could be improved, in order to increase the convergence pressure, one way is to compare the adjacent solutions in a small group. Thereby, the boundary elimination selection (BES) is designed to choose elite solutions from a small region separated by a $\epsilon$ grid, so that the adjacent solutions with small difference will be eliminated.

From the above analysis, Algorithm 4 presents the framework of BES in detail. Firstly, it randomly shuffles the objective indexes sequence $A = \{1, 2, \cdots, m\}$ as shown in Line 3. For example, $(2, 1, 3)$ is the randomly shuffled sequence on 3-objective problem. Then, in Line 6, select index from the shuffled sequence set $A$ in turns. According to the sequence set, calculate the fitness of each solution in the population via Eq. 5 and find the best solution $x^*$ according to the fitness estimation in Line 7. Then, solution $x^*$ is added into the next
Algorithm 4: Boundary Elimination Selection (BES)

Input: Population: \( F = \{ x_1, x_2, \cdots, x_l \} \), Parameter \( \epsilon \)

Output: Population: \( P \)

1: \( P = \emptyset \)
2: \( A = \{ 1, 2, \cdots, m \} \)
3: \( \text{RandomShuffle}(A) \)
4: \( F' = \emptyset \)
5: while \( F \neq \emptyset \) do
6: \( a = \text{CycleNext}(A) \)
7: \( x^* = \arg\min_{x \in F} \mathcal{F}_a(x) \)
8: \( P = P \cup \{ x^* \} \)
9: \( F = F \setminus \{ x^* \} \)
10: for each \( x \in F \) do
11: \hspace{1em} if \( x^* \prec_\epsilon x \) then
12: \hspace{2em} \( F' = F' \cup \{ x \} \)
13: \hspace{2em} \( F = F \setminus \{ x \} \)
14: \hspace{1em} end if
15: \hspace{1em} end for
16: end while
17: \( F = F \cup F' \)
population $P$. From Lines 10-15, the solutions $\epsilon$-dominated (definition 3) by $x^*$ will be eliminated. After that, the next index will be selected and repeat the procedure until the population $F$ is empty.

From Algorithm 4 after the sequence is determined at each round, it can be found that the algorithm will pick up the best solution in terms of the fitness function to enhance the convergence, and eliminate the adjacent solutions of the selected solution as to increase the diversity. Specifically, in terms of Eq. 5, $x^* = \arg\min_{x \in F} F_a(x)$ favors the adjacent solution of the DRS close to the specified $a$-th coordinate axis because $d_2$ gets a penalty and solution with smaller $d_1$ thereby has higher priority. Thus it can be seen that such solutions are always distributed in the corner of the $a$-th coordinate axis, which denotes that it also favors the solutions with good spread performance to some extent. Thereby, the DRSs will be $\epsilon$-dominated by the selected solutions close to the boundaries (coordinate axes). In other words, during the boundary elimination selection, the shuffled sequences enhance the selection by choosing the scattered solutions from different corners of coordinate axis to the middle objective space. To be noted, before the BES, $\epsilon$ value has been determined in the BS. During the BES, the $\epsilon$ value can not only maintain the stability of the population but also enhance the diversity.

In order to illustrate BES clearly, Fig. 4 gives an example. There are 15 solutions in the population, and the shuffled index sequence is (2, 1). So, the coordinate axis $f_2$ was selected, which means that the distances from all solutions to the coordinate axis $f_1$ get a penalty. In other words, the solution closer to $f_2$ has higher priority to be selected. Thus, the first pick is the red point $a_1$ closest to coordinate axis $f_2$, meanwhile $a_2$ will be eliminated as $a_1 \prec_\epsilon a_2$. Similarly, the next pick is $a_3$. At the same time, $a_4$ and $a_5$ are deleted although $a_3$ cannot Pareto dominate $a_5$ but could $\epsilon$-dominate $a_5$. Notably, $a_4$ is a dominance resistance solution (DRS). However, in this selection, $a_3$ is closer to the ideal point than $a_4$ so that solution $a_3$ is picked according to Line 7 in Algorithm 4 and $a_4$ will be eliminated as $a_3 \epsilon$-dominates $a_4$. After 7 times selections, there are 7 individuals selected into the next generation as shown in
Figure 4: An example of BES. The red points are the reserved solutions into the next generation, and the points highlighted with a cross are eliminated. The number from 1-7 are the pick times.

Table 1: The result of the example with boundary elimination selection

<table>
<thead>
<tr>
<th>Pick times</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sequences</td>
<td>$f_2$</td>
<td>$f_1$</td>
<td>$f_2$</td>
<td>$f_1$</td>
<td>$f_2$</td>
<td>$f_1$</td>
<td>$f_2$</td>
</tr>
<tr>
<td>Individuals</td>
<td>$a_4$</td>
<td>$a_3$</td>
<td>$a_6$</td>
<td>$a_9$</td>
<td>$a_{10}$</td>
<td>$a_{13}$</td>
<td>$a_{14}$</td>
</tr>
</tbody>
</table>

Table 1 such as $a_1$, $a_3$, $a_6$, $a_9$, $a_{10}$, $a_{13}$, and $a_{14}$.

From Algorithm 4 and Fig. 4 we can see that the boundary elimination selection tries to delete the adjacent individuals to keep diversity and to apply penalty based fitness to promote convergence. Besides, the shuffled sequence contributes to the BES to choose relatively scattered solutions in the corner and the DRSs will be eliminated to maintain convergence as well. Thus, during the selection, diversity and convergence could be maintained meanwhile.

4.3. Computational complexity analysis

The computational complexity of Algorithm 1 is mainly on mating selection and environmental selection.
Table 2: The settings of the test problems

<table>
<thead>
<tr>
<th>Instances</th>
<th>No.of objectives</th>
<th>No.of variables</th>
<th>Parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>DTLZ1</td>
<td>3,5,6,8,10</td>
<td>m+1+k</td>
<td>k=5</td>
</tr>
<tr>
<td>DTLZ2</td>
<td>3,5,6,8,10</td>
<td>m+1+k</td>
<td>k=10</td>
</tr>
<tr>
<td>DTLZ3</td>
<td>3,5,6,8,10</td>
<td>m+1+k</td>
<td>k=10</td>
</tr>
<tr>
<td>DTLZ4</td>
<td>3,5,6,8,10</td>
<td>m+1+k</td>
<td>k=10</td>
</tr>
<tr>
<td>DTLZ5</td>
<td>3,5,6,8,10</td>
<td>m+1+k</td>
<td>k=10</td>
</tr>
<tr>
<td>DTLZ6</td>
<td>3,5,6,8,10</td>
<td>m+1+k</td>
<td>k=10</td>
</tr>
<tr>
<td>DTLZ7</td>
<td>3,5,6,8,10</td>
<td>m+1+k</td>
<td>k=10</td>
</tr>
</tbody>
</table>

Here, \( n \) and \( m \) are the size of population and number of objectives respectively. In Algorithm 1, the MatingSelection (in Line 4 in Algorithm 1) applies the binary-tournament selection to produce new individuals, in which two previous individuals need to be compared with Pareto dominance relationship. The computational complexity of mating selection is \( O(n \times m) \) [44]. As for the environmental selection in Algorithm 2, its computational complexity focuses on the fast non-dominated sorting and the boundary elimination selection. It is known that the complexity of the fast non-dominated sorting is \( O(n^2 \times m) \). About the second part, the complexity is mainly on BES. To select one elite individual, it has to compare \( n \) individuals. As for the rest individuals, BES needs to identify the solutions with \( \epsilon \)-dominance relationship, which costs \( O(n \times m) \). Thus, to choose \( n \) elite individuals, the computational complexity is \( O(n^2 \times m) \).

According to the above analysis, the sum of the computational complexity of BESBS is \( O(n^2 \times m) \), where \( n \) and \( m \) are the size of population and number of objectives respectively.

5. Experiment design

In this section, systematic experiments are carried out to investigate the performance of BESBS and the settings about the experiments follow the default settings in the platform [46] (https://github.com/O-T-L/OTL). We firstly introduce the test problems and performance metrics. Then we will briefly
introduce eight state-of-art MOEAs and the general settings. Finally, the experiments of the sensitivity of the parameter $\lambda$ in BESBS will be presented.

5.1. Test problems and performance metrics

As the basis for experimental comparisons, the suit of DTLZ [47] is considered with two reasons: firstly, all of the problems can be scaled to any number of objectives and decision variables. Secondly, they are able to test different aspects of the algorithms by providing different challenges. The suit can be divided into two groups. The first group involves DTLZ2, DTLZ4, DTLZ5 and DTLZ7, which are designed to test algorithms’ ability to address the problems with different shapes and locations of Pareto optimal front (PoF). The second group consists of DTLZ1, DTLZ3, and DTLZ6, which create more obstacles to impede the solutions converging into the PoF [48]. The relevant settings of the test problems are shown in Table 2.

In order to compare the performance of the algorithms, four widely-used performance metrics are applied in this paper, such as the generation distance (GD) [49], the diversity metrics (DM) [50], the inverted generation distance (IGD) [51], and the hypervolume indicator (HV) [52]. GD evaluates the convergence performance by computing the minimum distances from obtained solutions to the Pareto optimal front. Thus, the smaller GD value is, the better convergence the algorithm obtains. On the contrary, IGD evaluates the comprehensive performance by computing the minimum distances from the Pareto optimal solutions to the obtained solutions. The smaller IGD value means the better the comprehensive performance of the obtained solutions, since the pool convergence and pool diversity will reflect on a big value of IGD. All the settings about the experiments follow the default settings in the platform [46] (https://github.com/O-T-L/OTL). Two indicators (the HV [52] and the IGD

<table>
<thead>
<tr>
<th>No. of objectives</th>
<th>3</th>
<th>5</th>
<th>6</th>
<th>8</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. of grids</td>
<td>10</td>
<td>4</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
</tbody>
</table>
are widely applied to comprehensively evaluate the performance of the algorithms account for convergence and the distribution of the achieved non-dominated solutions.

Referring to the reference points used in the indicators, since the Pareto front of the DTLZ suite can be obtainable, a common way of estimating the reference set of the Pareto front is to uniformly select points in the decision variable space under the condition of $g(x) = 0$; for example for the 5-objective DTLZ2, if setting 10 uniformly-distributed values for each dimension regarding $x_1$ to $x_4$, then we can obtain 10000 points well-distributed in the Pareto front. However, this method may not be very accurate for problems with many objectives because uniformly-distributed points in the decision space are not always located uniformly when mapped into the objective space. So for the test problems with more than 5 objectives in our study, we randomly sample 10000 Pareto front points (by setting $g(x) = 0$) and then use the K-nearest neighbor method (introduced in SPEA2) to remove most crowded points one by one until the point size reduces to 5000. At last, we integrate them with the boundary points of the problem to construct the reference set of the Pareto front.

As for DM, the metric evaluates the diversity of obtained solutions by computing the ratio (between the number of obtained solutions in each grid and the number of Pareto optimal set in the corresponding grid) by meshing method. Thus, the bigger DM values means the better diversity. The settings of the number of grids in DM are shown in Table 3.

5.2. Comparative algorithms and general settings

In many-objective optimization, this paper will introduce eight representative MOEAs, and they are $\epsilon$-MOEA [14], NSGA-III [28], GrEA [6], MSOPS [27], HypE [24], SMS-EMOA [23], AR+DMO [9][20], and GDE-MOEA [38].

All the experimental results in this paper were obtained on average by executing 30 independent runs of each algorithm on each problem. The termination criterion is 30,000 evaluations for the first group of DTLZ (DTLZ2, DTLZ4, DTLZ5, and DTLZ7), and 100,000 evaluations for the second group of DTLZ
Table 4: The settings of $\epsilon$ on different problems

<table>
<thead>
<tr>
<th>Instances</th>
<th>No.of objectives</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>3</td>
</tr>
<tr>
<td>DTLZ1</td>
<td>0.033</td>
</tr>
<tr>
<td>DTLZ2,4</td>
<td>0.06</td>
</tr>
<tr>
<td>DTLZ3</td>
<td>0.06</td>
</tr>
<tr>
<td>DTLZ5</td>
<td>0.0052</td>
</tr>
<tr>
<td>DTLZ6</td>
<td>0.0227</td>
</tr>
<tr>
<td>DTLZ7</td>
<td>0.048</td>
</tr>
</tbody>
</table>

Table 5: The settings the reference point of NSGA-III and MOEA/D based on normal-boundary intersection (NBI) [53]

<table>
<thead>
<tr>
<th>No.of objectives</th>
<th>3</th>
<th>5</th>
<th>6</th>
<th>8</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Partitions</td>
<td>13</td>
<td>5</td>
<td>4</td>
<td>3</td>
<td>2.2</td>
</tr>
<tr>
<td>No.of reference points</td>
<td>105</td>
<td>126</td>
<td>126</td>
<td>120</td>
<td>55+55=110</td>
</tr>
<tr>
<td>Population size</td>
<td>108</td>
<td>128</td>
<td>128</td>
<td>120</td>
<td>112</td>
</tr>
</tbody>
</table>

(DTLZ1, DTLZ3, and DTLZ6). The corresponding settings are shown in Table 2.

Simulated binary crossover (SBX) [45] and polynomial mutation [1] are the crossover operator and mutation operator respectively with the same distribution indexes 20 (i.e. $\eta_c = 20$, $\eta_m = 20$). The crossover probability $p_c$ is 1.0; the mutation probability $p_m$ is $1/n$ where $n$ is the number of decision variables of the problem.

For general MOEAs, the population size is set to be 100. But for NSGA-III, since the population size is determined by the reference points, the relevant settings of its population size are shown in Table 5 which is referred to [6]. Here, the normal-boundary intersection [53] is selected to generate reference points in NSGA-III. About $\epsilon$-MOEA, as its population size depends on the parameter $\epsilon$, the settings of $\epsilon$ used in $\epsilon$-MOEA are shown in Table 4 followed the practice in [6] in which we set the $\epsilon$ so that the archive of $\epsilon$-MOEA is approximately of the same size as that of the other algorithms for a fair comparison. About MSOPS, it needs a set of reference vectors which are generated by the source code (link: code.evanhughes.org). The execution of SMS-EMOA with a large number...
of objectives can take unacceptable time. Therefore, for MOPs with five or more objectives, we approximately estimate the HV indicator in SMS-EMOA by the Monte Carlo sampling method where 10,000 sampling points are used. This approximation was often used for SMS-EMOA to deal with many-objective problems like [54]. For GrEA, the grid divisions are set to be 10 on all DTLZ problems.

![Graphs](image-url)

Figure 5: Study of different $\lambda$ parameter configurations on DTLZ1, DTLZ2 problems with 3 and 6 objectives.
Figure 6: Study of different $\lambda$ parameter configurations on DTLZ5, DTLZ7 problems with 3 and 6 objectives.

5.3. Sensitivity of Parameter $\lambda$ in BESBS

In BESBS, $\lambda$ is used as a penalty on $d_2$ in definition 5. In order to study the influence of different values of $\lambda \in (0, 1]$ on the performance of BESBS, we repeat the experiments independently 30 times on DTLZ1, DTLZ2, DTLZ5, DTLZ7 test problems with 3 and 6 objectives. Fig. 5 and Fig. 6 plot the mean IGD values with different $\lambda$ values in $(0, 1]$.

Above all, with the increase of the objectives, the IGD values will be obviously increased since the searching space is enlarged and there are more difficul-
ties for the optimization. But in dealing with the same problem with varying \( \lambda \) values, the effect from the \( \lambda \) varies from the problems.

From Fig. 5, the IGD values fluctuate in different ranges on varying problems. Specifically, on DTLZ1 problems with 3 and 6 objectives, the average IGD values are stable about 0.020 and 0.073 respectively with the increase of the \( \lambda \) value from 0 to 0.70 and 0.42 respectively. But when the \( \lambda \) values increase from 0.70 and 0.42 respectively, the IGD values will increase to another levels (0.023 and 0.085) respectively. In contrast, on DTLZ2 with 3 and 6 objectives, entirety, the IGD values tend to be more stable than that on DTLZ1, but the values fluctuate in small ranges in detail. Thus, from these two experiments on DTLZ1 and DTLZ2, the bigger values of \( \lambda \) would affect the performance more obvious, especially on dealing with the difficult multimodal DTLZ1 problems. But the small \( \lambda \) values could relatively less impact the performance.

From Fig. 6, interestingly on the degenerated problem DTLZ5 with 3 and 6 objectives, the increase of the value of \( \lambda \) does not show significant effect on the performance, which may be because the solutions will be distributed along the degenerated PoF after the sorting. The fitness embedded with the penalty \( \lambda \) will lose its advantage to favor the corner solutions. Thus, the effect from the \( \lambda \) values is not obvious during the optimization. On disconnected problem DTLZ7 with 3 and 6 objectives, the effect is more obvious. Especially on DTLZ7 with 6 objectives, the effect fluctuates from the beginning then increases sharply after 0.2, and ends with in a small degree gradual decrease. Thus, for disconnected problems, the effect from the \( \lambda \) can be serious, which may be resulted from the pool diversity of the solutions during the optimization. Thus, the increase of the penalty value will impact the performance especially for the disconnected problems.

In general, when \( \lambda \in (0, 0.2] \), the effect of the \( \lambda \) seems to be in a low degree relatively. Thus \( \lambda = 0.1 \) is selected in the following experiments.
Table 6: The GD values (average values, variance values) of the obtained solutions of each algorithm on DTLZ1, DTLZ3, DTLZ6, where the best values are shown with a deep gray background and the second one with a gray background. † is a symbol of the algorithm which has better prominent performance than.

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>GD</th>
<th>SMS-EMOA</th>
<th>NSGA-III</th>
<th>GDE-MOEA</th>
<th>BESBS</th>
</tr>
</thead>
<tbody>
<tr>
<td>DTLZ1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.297E-4</td>
<td>7.763E-4</td>
<td>1.684E-4</td>
<td>2.356E-4</td>
<td>1.288E-4</td>
<td>3.002E-4</td>
</tr>
<tr>
<td>3.680E-4</td>
<td>2.297E-4</td>
<td>1.353E-4</td>
<td>2.356E-4</td>
<td>1.288E-4</td>
<td>3.002E-4</td>
</tr>
<tr>
<td>5.728E-4</td>
<td>4.915E-4</td>
<td>1.684E-4</td>
<td>2.356E-4</td>
<td>1.288E-4</td>
<td>3.002E-4</td>
</tr>
<tr>
<td>2.124E-4</td>
<td>2.523E-4</td>
<td>1.684E-4</td>
<td>2.356E-4</td>
<td>1.288E-4</td>
<td>3.002E-4</td>
</tr>
<tr>
<td>2.124E-4</td>
<td>2.523E-4</td>
<td>1.684E-4</td>
<td>2.356E-4</td>
<td>1.288E-4</td>
<td>3.002E-4</td>
</tr>
</tbody>
</table>

6. Experiment result and analysis

In this section, we investigate the performance of BESBS in comparison with 8 EMO algorithms. The results obtained by the algorithms which independently runs 30 times on each test problem, are listed in Tables 6-11. Both the mean and standard deviation of the metric values are presented in the boxes where the best and second best values are highlighted with the deep gray background and gray background respectively. Notably, the symbol "†" on the top right corner of the value indicates the remarkable p value (by Tamhane's T2 test [55]), and the significance level α is 0.05.

6.0.1. GD comparison for convergence

Table 6 and Table 7 give the GD values on the two groups of DTLZ problems respectively. It is obvious from Table 6 that BESBS achieved the smallest GD values on most DTLZ1, DTLZ3, and DTLZ6 problems, especially on the...
Table 7: The GD values (average values, variance values) of the obtained solutions of each algorithm on DTLZ2, DTLZ4, DTLZ5, DTLZ7, where the best values are shown with a deep grey background and the second one with a gray background. † is a symbol of the algorithm which BESBS has better prominent performance than.

<table>
<thead>
<tr>
<th>Problems</th>
<th>Obj.</th>
<th>BESBS</th>
<th>BESBS-H</th>
<th>BESBS-H+</th>
<th>HGA</th>
<th>SMS-ESQA</th>
<th>Archive-M</th>
<th>G-ISA</th>
<th>G-ISA-M</th>
<th>G-ISA-H†</th>
</tr>
</thead>
<tbody>
<tr>
<td>DTLZ7</td>
<td>1.118E-4</td>
<td>1.118E-4</td>
<td>1.118E-4</td>
<td>8.920E-7</td>
<td>1.118E-4</td>
<td>1.118E-4</td>
<td>1.118E-4</td>
<td>1.118E-4</td>
<td>8.920E-7</td>
<td>1.118E-4</td>
</tr>
<tr>
<td></td>
<td>1.118E-4</td>
<td>1.118E-4</td>
<td>1.118E-4</td>
<td>8.920E-7</td>
<td>1.118E-4</td>
<td>1.118E-4</td>
<td>1.118E-4</td>
<td>1.118E-4</td>
<td>8.920E-7</td>
<td>1.118E-4</td>
</tr>
<tr>
<td></td>
<td>1.118E-4</td>
<td>1.118E-4</td>
<td>1.118E-4</td>
<td>8.920E-7</td>
<td>1.118E-4</td>
<td>1.118E-4</td>
<td>1.118E-4</td>
<td>1.118E-4</td>
<td>8.920E-7</td>
<td>1.118E-4</td>
</tr>
<tr>
<td></td>
<td>1.118E-4</td>
<td>1.118E-4</td>
<td>1.118E-4</td>
<td>8.920E-7</td>
<td>1.118E-4</td>
<td>1.118E-4</td>
<td>1.118E-4</td>
<td>1.118E-4</td>
<td>8.920E-7</td>
<td>1.118E-4</td>
</tr>
</tbody>
</table>
problems with 8- and 10-objective. From Table 6, BESBS ranks the first with 10 best and 4 second best out of 15 problems. ε-MOEA ranks the second with 6 second best problems. GrEA outperforms other algorithms on DTLZ3 with 3 objectives, and DTLZ6 with 5- and 6-objective. AR+DMO and SMS-EMOA have similar performance. GDE-MOEA has better performance on 3-objective DTLZ1, DTLZ3 and DTLZ6, as well as 10-objective DTLZ6, because the GDE-MOEA puts more emphasis on the convergence. The convergence of BESBS tends to be stable and not subject to the increase of the number of objectives, especially on DTLZ1 and DTLZ3 problems which are multi-modal problems containing a large number of local Pareto optimal fronts.

From Table 7, on most problems, the GD values of both GDE-MOEA and BESBS are smaller than that of other algorithms. Both of them outperform 10 out of 20 problems, which means that the solutions of them are relatively well-approximating to the Pareto optimal front on such problems. Among the 20 problems, BESBS outperforms on most DTLZ4 and DTLZ7 problems, but GDE-MOEA does on DTLZ2 and DTLZ5 problems. ε-MOEA did well especially on DTLZ7 with 5, 6, 8 objectives; MSOPS did well on DTLZ2 and DTLZ4 with 5 objectives; AR+DMO has better convergence on DTLZ5 with 6 objectives; GrEA outperforms on DTLZ2 and DTLZ5 with 3 and 5 objectives respectively. Specially, the performance of BESBS on the problems with different shapes and locations of PoF seems to be not better than ε-MOEA, which shows that experience-based ε-MOEA is well suited for dealing with MaOPs whose PoF is a degenerated curve or multi-model. This could be partly alleviated in BESBS by using a smaller $\lambda$ as shown in Fig. 3 and Fig. 4, because more attention will be paid on the well-approximating solutions on $d_1$ rather than $d_2$ in Eq. 5.

In terms of Table 6 and Table 7, the records of best values in the two charts obtained by BESBS are 10 and 6 respectively on the two groups of DTLZ, and second better records are 4 on the two sets. Overall, BESBS did well on 24 out of 35 problems. It can be concluded that the BESBS better others on the convergence.
Table 8: The DM values (average values, variance values) of the obtained solutions of each algorithm on DTLZ1, DTLZ3, DTLZ6, where the best values are shown with a deep gray background and the second one with a gray background. † is a symbol of the algorithm which BESBS has better prominent performance than.

<table>
<thead>
<tr>
<th>Problems</th>
<th>OBJ</th>
<th>BESBS</th>
<th>SMS-EMOA</th>
<th>HypE</th>
<th>MSOPS</th>
<th>GDE-MOEA</th>
<th>BESBS+DMOEA</th>
<th>AR+DMOEA</th>
<th>GDE</th>
<th>OAR+GDE</th>
</tr>
</thead>
<tbody>
<tr>
<td>DTLZ1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>8.842E+1</td>
<td>2.723E-0</td>
<td>3.519E-1</td>
<td>2.746E-0</td>
<td>3.945E-1</td>
<td>2.486E-0</td>
<td>6.314E-1</td>
<td>6.164E-1</td>
<td>5.418E-1</td>
<td>7.690E-01</td>
</tr>
<tr>
<td>DTLZ3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>8.842E+1</td>
<td>2.723E-0</td>
<td>3.519E-1</td>
<td>2.746E-0</td>
<td>3.945E-1</td>
<td>2.486E-0</td>
<td>6.314E-1</td>
<td>6.164E-1</td>
<td>5.418E-1</td>
<td>7.690E-01</td>
</tr>
<tr>
<td>DTLZ6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>8.842E+1</td>
<td>2.723E-0</td>
<td>3.519E-1</td>
<td>2.746E-0</td>
<td>3.945E-1</td>
<td>2.486E-0</td>
<td>6.314E-1</td>
<td>6.164E-1</td>
<td>5.418E-1</td>
<td>7.690E-01</td>
</tr>
</tbody>
</table>

BESBS has better prominent performance than.
Table 9: The DM values (average values, variance values) of the obtained solutions of each algorithm on DTLZ2, DTLZ4, DTLZ5, DTLZ7, where the best values are shown with a deep gray background and the second one with a gray background. † is a symbol of the algorithm which BESBS has better prominent performance than.

<table>
<thead>
<tr>
<th>Problem</th>
<th>Objective</th>
<th>NSGA-III</th>
<th>GDE-MOEA</th>
<th>MSOPS</th>
<th>( \text{AR} + \text{DMOEA} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>DTLZ2</td>
<td>5</td>
<td>7.718E-1</td>
<td>7.185E-1</td>
<td>7.740E-1</td>
<td>( \text{AR} + \text{DMOEA} )</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>3.863E-1</td>
<td>3.863E-1</td>
<td>( \text{AR} + \text{DMOEA} )</td>
<td></td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>2.391E-1</td>
<td>2.391E-1</td>
<td>( \text{AR} + \text{DMOEA} )</td>
<td></td>
</tr>
</tbody>
</table>

Note: This table continues with similar entries for DTLZ4 and DTLZ7.
6.0.2. DM comparison for diversity

Table 8 and Table 9 present the mean and standard deviation of DM values of the eight algorithms on the two groups of DTLZ problems after 30 independent runs respectively. Similarly, the best values are shown with a deep gray background and the second best with a gray background.

In Table 8, both BESBS and $\epsilon$-MOEA did well on 9 and 6 out of 15 problems respectively, following by NSGA-III, GrEA, MSOPS and SMS-EMOA. Specifically, NSGA-III and $\epsilon$-MOEA achieved good performance on DTLZ1 and DTLZ3 with 3 and 5 objectives. BESBS outperformed others on DTLZ3 and DTLZ6 problems with more than 3 objectives. $\epsilon$-MOEA and GrEA obtained relatively good performance on DTLZ1 problems with more than 5 objectives. The results reveal that BESBS is promising to deal with MOPs with more obstacles to converge, and the performance of $\epsilon$-MOEA is also encouraging.

From Table 9, GrEA, $\epsilon$-MOEA, and BESBS did well comparatively on the second group of DTLZ problems with varying shapes and locations of PoF. GrEA achieved the best DM values on DTLZ2 and DTLZ4 problems, which indicates that the improved grid-based approach is promising for the hypersphere MOPs. $\epsilon$-MOEA gained the best DM values than others on DTLZ7 problems and a slight better than BESBS and GrEA. BESBS outperformed on most DTLZ4 and DTLZ5 problems with more than 3 objectives.

Among the 35 instances in Table 8 and Table 9, $\epsilon$-MOEA and BESBS win the best on 11 and 10 instances in terms of DM values respectively, following by GrEA with 7, NSGA-III with 3, and MSOPS with 3. Considering both the best and second best, $\epsilon$-MOEA ranks the first with 20 wins, following by BESBS with 19 and GrEA with 16. Thus, the results can illustrate that $\epsilon$-MOEA, BESBS and GrEA can gain good diversity relatively in comparison with other algorithms.

6.0.3. IGD comparison for comprehensive performance

Table 10 and Table 11 list the mean and standard deviation of IGD values of eight algorithms after 30 independent runs on the DTLZ problems, where the
Table 10: The IGD values (average values, variance values) of the obtained solutions of each algorithm on DTLZ1, DTLZ3, DTLZ6, where the best values are shown with a deep gray background and the second one with a gray background. † is a symbol of the algorithm which

<table>
<thead>
<tr>
<th>Problems</th>
<th>GDE-MOEA</th>
<th>AR+DMO</th>
<th>WY-DMO</th>
<th>MBD-DMO</th>
<th>SMS-EMOA</th>
<th>MSOPS</th>
<th>BESBS</th>
<th>BESBS†</th>
</tr>
</thead>
<tbody>
<tr>
<td>DTLZ1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>3.191E-2</td>
<td>1.025E-2</td>
<td>1.024E-2</td>
<td>2.136E-2</td>
<td>3.418E-2</td>
<td>2.120E-2</td>
<td>4.397E-2</td>
<td>2.157E-2</td>
</tr>
<tr>
<td>3</td>
<td>2.812E-1</td>
<td>3.932E-0</td>
<td>1.040E-0</td>
<td>2.246E-1</td>
<td>4.598E-1</td>
<td>6.529E-1</td>
<td>4.106E-1</td>
<td>6.770E-1</td>
</tr>
<tr>
<td>DTLZ3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>7.866E-3</td>
<td>4.934E-1</td>
<td>6.149E-1</td>
<td>1.035E-1</td>
<td>2.564E-2</td>
<td>1.013E-1</td>
<td>2.564E-2</td>
<td>1.013E-1</td>
</tr>
<tr>
<td>3</td>
<td>1.198E-1</td>
<td>5.565E-1</td>
<td>6.177E-1</td>
<td>1.048E-1</td>
<td>2.564E-1</td>
<td>1.013E-1</td>
<td>2.564E-1</td>
<td>1.013E-1</td>
</tr>
<tr>
<td>DTLZ6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>6.177E-1</td>
<td>5.792E-1</td>
<td>6.186E-1</td>
<td>1.049E-1</td>
<td>2.411E-1</td>
<td>1.013E-1</td>
<td>2.411E-1</td>
<td>1.013E-1</td>
</tr>
<tr>
<td>7</td>
<td>1.001E-1</td>
<td>5.792E-1</td>
<td>6.186E-1</td>
<td>1.049E-1</td>
<td>2.411E-1</td>
<td>1.013E-1</td>
<td>2.411E-1</td>
<td>1.013E-1</td>
</tr>
<tr>
<td>3</td>
<td>1.198E-1</td>
<td>5.565E-1</td>
<td>6.177E-1</td>
<td>1.048E-1</td>
<td>2.564E-1</td>
<td>1.013E-1</td>
<td>2.564E-1</td>
<td>1.013E-1</td>
</tr>
</tbody>
</table>

BESBS has better prominent performance than.

best values and second best values are highlighted with a deep gray background a gray background. The IGD values are to reflect the comprehensive performance of the comparable algorithms involving the convergence and diversity.

From Table [10], BESBS did the best on DTLZ1, DTLZ3, and DTLZ6 problems with 10 best and 5 second best out of 15 problems. SMS-EMOA performs best on 8- and 10-objective DTLZ6. c-MOEA and MSOPS respectively performed well on DTLZ1, DTLZ3 problems with the number of objectives less than 8. This group of DTLZ problems are hard to converge, thereby it is mainly to challenge the convergence ability of algorithms. When comparing the Table [6] and Table [10], a similar conclusion can be made that BESBS has better comprehensive performance on most problems since it has good convergence and diversity on most problems. Thus, BESBS is competitive on the first group of DTLZ problems.

In Table [11] varying strategies have different advantages on the second group
Table 11: The IGD values (average values, variance values) of the obtained solutions of each algorithm on DTLZ2, DTLZ4, DTLZ5, DTLZ7, where the best values are shown with a deep gray background and the second one with a gray background. † is a symbol of the algorithm which BESBS has better prominent performance than.

<table>
<thead>
<tr>
<th>Problems</th>
<th>Obj</th>
<th>BESBS</th>
<th>ESBS-OE-50</th>
<th>ESBS-100</th>
<th>SMEM-ESBS</th>
<th>Hype</th>
<th>HSBBM-ESBS-100</th>
<th>Age</th>
<th>SUBSPE</th>
<th>GOMA</th>
<th>COD-MOEA</th>
</tr>
</thead>
<tbody>
<tr>
<td>DTLZ2</td>
<td>3</td>
<td>1.060E-1</td>
<td>2.390E-1</td>
<td>2.210E-2</td>
<td>7.260E-2</td>
<td>1.040E-1</td>
<td>7.190E-2</td>
<td>1.040E-1</td>
<td>7.190E-2</td>
<td>1.040E-1</td>
<td>2.430E-1</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>6.850E-1</td>
<td>9.850E-1</td>
<td>8.650E-2</td>
<td>2.190E-1</td>
<td>1.030E-1</td>
<td>2.190E-1</td>
<td>1.030E-1</td>
<td>2.190E-1</td>
<td>1.030E-1</td>
<td>2.190E-1</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>4.590E-1</td>
<td>8.460E-1</td>
<td>8.650E-2</td>
<td>2.190E-1</td>
<td>1.030E-1</td>
<td>2.190E-1</td>
<td>1.030E-1</td>
<td>2.190E-1</td>
<td>1.030E-1</td>
<td>2.190E-1</td>
</tr>
<tr>
<td>DTLZ4</td>
<td>3</td>
<td>1.050E-1</td>
<td>2.370E-1</td>
<td>2.210E-2</td>
<td>7.250E-2</td>
<td>1.040E-1</td>
<td>7.190E-2</td>
<td>1.040E-1</td>
<td>7.190E-2</td>
<td>1.040E-1</td>
<td>2.430E-1</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>6.850E-1</td>
<td>9.850E-1</td>
<td>8.650E-2</td>
<td>2.190E-1</td>
<td>1.030E-1</td>
<td>2.190E-1</td>
<td>1.030E-1</td>
<td>2.190E-1</td>
<td>1.030E-1</td>
<td>2.190E-1</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>4.590E-1</td>
<td>8.460E-1</td>
<td>8.650E-2</td>
<td>2.190E-1</td>
<td>1.030E-1</td>
<td>2.190E-1</td>
<td>1.030E-1</td>
<td>2.190E-1</td>
<td>1.030E-1</td>
<td>2.190E-1</td>
</tr>
<tr>
<td>DTLZ5</td>
<td>3</td>
<td>1.050E-1</td>
<td>2.370E-1</td>
<td>2.210E-2</td>
<td>7.250E-2</td>
<td>1.040E-1</td>
<td>7.190E-2</td>
<td>1.040E-1</td>
<td>7.190E-2</td>
<td>1.040E-1</td>
<td>2.430E-1</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>6.850E-1</td>
<td>9.850E-1</td>
<td>8.650E-2</td>
<td>2.190E-1</td>
<td>1.030E-1</td>
<td>2.190E-1</td>
<td>1.030E-1</td>
<td>2.190E-1</td>
<td>1.030E-1</td>
<td>2.190E-1</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>4.590E-1</td>
<td>8.460E-1</td>
<td>8.650E-2</td>
<td>2.190E-1</td>
<td>1.030E-1</td>
<td>2.190E-1</td>
<td>1.030E-1</td>
<td>2.190E-1</td>
<td>1.030E-1</td>
<td>2.190E-1</td>
</tr>
<tr>
<td>DTLZ7</td>
<td>3</td>
<td>1.050E-1</td>
<td>2.370E-1</td>
<td>2.210E-2</td>
<td>7.250E-2</td>
<td>1.040E-1</td>
<td>7.190E-2</td>
<td>1.040E-1</td>
<td>7.190E-2</td>
<td>1.040E-1</td>
<td>2.430E-1</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>6.850E-1</td>
<td>9.850E-1</td>
<td>8.650E-2</td>
<td>2.190E-1</td>
<td>1.030E-1</td>
<td>2.190E-1</td>
<td>1.030E-1</td>
<td>2.190E-1</td>
<td>1.030E-1</td>
<td>2.190E-1</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>4.590E-1</td>
<td>8.460E-1</td>
<td>8.650E-2</td>
<td>2.190E-1</td>
<td>1.030E-1</td>
<td>2.190E-1</td>
<td>1.030E-1</td>
<td>2.190E-1</td>
<td>1.030E-1</td>
<td>2.190E-1</td>
</tr>
</tbody>
</table>
of DTLZ. Specifically, BESBS did well on DTLZ5 and DTLZ7 problems with 8 and 10 objectives. The improved dominance relationship based \(\epsilon\)-MOEA did well on DTLZ2 problems; the aggregation based approaches (NSGA-III, MSOPS) respectively outperformed on DTLZ2 and DTLZ4 problems with 3 and 5 objectives; the indicator based SMS-EMOA did well on DTLZ5 problems. However, GrEA achieved the smallest IGD values on most problems. It can be seen that GrEA gained good diversity performance from Table 9 but pool on convergence according to Table 7. Thus, for such problems with different shape and locations of PoF mainly challenging the diversity ability of the algorithms, GrEA is more promising. Thus, BESBS needs to prompt its diversity in the boundary elimination selection, although it has promising convergence ability for such problems according to the Table 7.

From Table 10 and Table 11, it can be seen that BESBS relatively outperforms on the problems which are challenging to converge. And GrEA also has better performance on such problems with different shape and locations of PoF.

6.0.4. HV comparison for comprehensive performance

Table 12 and Table 13 list the mean and standard deviation of HV values of eight algorithms after 30 independent runs on the DTLZ problems, where the best values and second best values are highlighted with a deep gray background a gray background. The HV values are to reflect the comprehensive performance of the comparable algorithms involving the convergence and distribution of the obtained solutions.

In Table 12, BESBS outperforms other algorithms on most problems with 9 best and 3 second best records. The following is MSOPS, which has better performance on DTLZ1 with more than 6 objectives. Especially, NSGA-III did good on low-dimensional problems especially on DTLZ1 with 3 and 5 objectives and DTLZ3 with 3 objectives. GrEA also has good performance on DTLZ6 with more than 5 objectives.

In Table 13, BESBS and SMS-EMOA relatively have better performance than others. Specifically, BESBS has 4 best and 6 second best records, and
SMS-EMOA has 5 best and 4 second best. The following one is HypE with 5 best and 1 second best record. To be mentioned, GrEA has 2 best and 5 second best respectively. From the table, the HV based HypE and SMS-EMOA outperform others on most DTLZ5 and DTLZ7 problems. About the $\epsilon$ based algorithms, BESBS did better than $\epsilon$-MOEA and GDE-MOEA.

From Fig. 7-8 the performance of the algorithms can be seen visually. Fig. 7 shows the performance of eight algorithms on 10-objective DTLZ1. In the chart, each line stands for a solution. Only the solutions obtained by BESBS and AR+DMO have converged into the Pareto front. Apart from Table 10, Fig. 7 also demonstrated that BESBS achieved a good balance between convergence and diversity.

Fig. 8 demonstrates the performances of the obtained solutions by eight algorithms on DTLZ6 with 10 objectives. Notably, 10-objective DTLZ6 is one of the MOPs relatively difficult to converge. It still can be seen from the figure that BESBS and SMS-EMOA relatively achieved the best with better convergence and the obtained solutions have similar trend of distribution as the PF of DTLZ6 with better diversity. The convergence of GDE-MOEA ranks first, but the distribution of the solutions obtained by GDE-MOEA is pool. The others achieved bad convergence since some objective values are more than 5.

From the above experiments in terms of the convergence, diversity, and comprehensive performance, it can be concluded that BESBS presented the most competitive performance on the set of DTLZ problems in comparison with the other eight compared algorithms. Also, its convergence on most problems is encouraging and not subject to the varying objectives on most problems.

7. Conclusion

In this paper, we proposed a novel selection strategy denoted by BESBS. In other words, the environmental selection mechanism is based on the boundary

---

*About each solution, the horizontal coordinate consists of items of the objectives, and the vertical coordinate records the solutions' objective values.*
<table>
<thead>
<tr>
<th>Problems</th>
<th>DTLZ1</th>
<th>DTLZ2</th>
<th>DTLZ3</th>
<th>DTLZ4</th>
<th>DTLZ5</th>
<th>DTLZ6</th>
<th>DTLZ7</th>
</tr>
</thead>
<tbody>
<tr>
<td>Obj. 1</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>Obj. 2</td>
<td>6</td>
<td>8</td>
<td>6</td>
<td>3</td>
<td>5</td>
<td>6</td>
<td>5</td>
</tr>
<tr>
<td>Obj. 3</td>
<td>3</td>
<td>8</td>
<td>3</td>
<td>8</td>
<td>6</td>
<td>5</td>
<td>3</td>
</tr>
</tbody>
</table>

Table 12: The HV values (average values, variance values) of the obtained solutions of each algorithm on DTLZ1, DTLZ3, DTLZ5, where the best values are shown with a deep grey background and the second one with a grey background. † is a symbol of the algorithm which BESSIS has better prominent performance than.
Figure 7: The performances of the obtained solutions by eight algorithms on DTLZ1 with 10 objectives.
Figure 8: The performances of the obtained solutions by eight algorithms on DTLZ6 with 10 objectives.
elimination selection and the binary search. The binary search previously
adjusts the $\epsilon$ value to keep the stability of the population and then transfers the
$\epsilon$ value to the boundary elimination selection. Boundary elimination selection
picks the elite solutions near the transferred coordinate according to their fitness
by turns. Because of the assist from the penalty of fitness and shuffled coordi-
nate indexes, solutions with good convergence will be selected, meanwhile, the
DRSs will be eliminated by means of the adjusted $\epsilon$-dominance relationship.
Thereby the impact from the DRSs will be avoided and the solutions with good
balance between the convergence and diversity will be chosen as much as pos-
sible. Overall, the main contribution of this paper is to propose a new idea to
deal with multi- and many-objective problems that consider to retain the con-
vergence information when promote the diversity during the second selection.

Systematic experiments were carried out to compare BESBS with other eight
state-of-the-art EMO algorithms. Widely used test problems are chosen for chal-
 lenging different abilities of the algorithms. The experimental results demon-
strated that BESBS is very competitive on most testing instances in terms of
finding well-approximating and well-distributed solutions in many-objective op-
timization. Although most algorithms are designed to reach the balance of
convergence and diversity, the experiments also reveal that none of algorithms
can beat all algorithms on any of the instances. In other words, when address-
ing a many-objective problem, more emphasis on the perspective of the decision
maker put on the advantages of the algorithms is still needed.

However, BESBS has some disadvantages to address. From the experimental
analysis, the penalty parameter $\lambda$ has an impact on the selection to some extent.
We still need to investigate the performance of BESBS with a flexible penalty.
Besides, the diversity on the problems with varying shapes and locations is not
competitive with GrEA. Thus, we need to conduct further experiments on the
search behavior of BESBS so as to improve its performance.
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Highlights:

- This paper proposed a novel selection strategy -- the boundary elimination selection based on the binary search.
- This paper uses the binary search during the environmental selection to adjust the $\varepsilon$ value to keep the stability of the population size.
- The binary search also transfers the $\varepsilon$ value to the boundary elimination selection to increase the diversity of the population.
- The boundary elimination selection could enhance the convergence of the population and avoid the impact from the dominance resistant solutions.
- This paper could avoid the impact of DRSs during the optimization and achieve good balance between the convergence and diversity simultaneously.