A multiplier theorem for sub-Laplacians with drift on Lie groups
Martini, Alessio; Ottazzi, Alessandro; Vallarino, Maria

DOI:
10.4171/rmi/1090

License:
None: All rights reserved

Document Version
Peer reviewed version

Citation for published version (Harvard):

Link to publication on Research at Birmingham portal

Publisher Rights Statement:
Eligibility for repository: Checked on 24/7/2017
This document is the Author Accepted Manuscript version of a published work which appeared in its final form in Revista Matemática Iberoamericana, copyright © European Mathematical Society

General rights
Unless a licence is specified above, all rights (including copyright and moral rights) in this document are retained by the authors and/or the copyright holders. The express permission of the copyright holder must be obtained for any use of this material other than for purposes permitted by law.

• Users may freely distribute the URL that is used to identify this publication.
• Users may download and/or print one copy of the publication from the University of Birmingham research portal for the purpose of private study or non-commercial research.
• User may use extracts from the document in line with the concept of ‘fair dealing’ under the Copyright, Designs and Patents Act 1988 (?)
• Users may not further distribute the material nor use it for the purposes of commercial gain.

Where a licence is displayed above, please note the terms and conditions of the licence govern your use of this document.

When citing, please reference the published version.

Take down policy
While the University of Birmingham exercises care and attention in making items available there are rare occasions when an item has been uploaded in error or has been deemed to be commercially or otherwise sensitive.

If you believe that this is the case for this document, please contact UBIRA@lists.bham.ac.uk providing details and we will remove access to the work immediately and investigate.

Download date: 04. Feb. 2020
A multiplier theorem for sub-Laplacians with drift on Lie groups

Alessio Martini, Alessandro Ottazzi and Maria Vallarino

Abstract. We prove a general multiplier theorem for symmetric left-invariant sub-Laplacians with drift on non-compact Lie groups. This considerably improves and extends a result by Hebisch, Mauceri, and Meda. Applications include groups of polynomial growth and solvable extensions of stratified groups.

1. Introduction

Let $G$ be a connected Lie group. Let $X_1, \ldots, X_\nu$ be left-invariant vector fields on $G$ that satisfy Hörmander’s condition and $\rho$ be the Carnot–Carathéodory distance associated with $X_1, \ldots, X_\nu$. Then, as it is well known, the sub-Laplacian $\Delta = -\sum_{j=1}^{\nu} X_j^2$ is hypoelliptic and essentially self-adjoint on $L^2(\mu)$, where $\mu$ is the right Haar measure of $G$.

Let $\chi$ be a nontrivial positive character of $G$; note that the existence of $\chi$ forces $G$ to be non-compact. Define the vector field

$$X = \sum_{j=1}^{\nu} d\chi_e(X_j)X_j,$$

where $e$ denotes the identity of $G$. Then the sub-Laplacian with drift $\Delta_X = \Delta - X$ is essentially self-adjoint on $L^2(\mu_X)$, where $d\mu_X = \chi d\mu$, and its $L^2(\mu_X)$-spectrum is contained in $[b^2_X, \infty)$, where $b_X = \left(\sum_j |d\chi_e(X_j)|^2/4\right)^{1/2}$. The above form of the drift $X$ is not an arbitrary choice: indeed, as shown in [31], any left-invariant vector field $X$ on $G$ such that $\Delta - X$ is symmetric on $L^2(\tilde{\mu})$ for some positive measure $\tilde{\mu}$ on $G$ has the form (1.1) for some positive character $\chi$ of $G$.

Such sub-Laplacians with drift have been extensively studied in the literature. When $G$ is a nonunimodular Lie group with a left-invariant sub-Riemannian structure, the “intrinsic hypoelliptic Laplacian” considered in [1] is a sub-Laplacian with drift as defined above; this includes, in particular, the Laplace–Beltrami operator...
associated with any left-invariant Riemannian metric on $G$. Heat kernel estimates for sub-Laplacians with drift were studied on various Lie groups in [3, 22, 59]. Louhoué and Mustapha [38] studied the $L^p$ boundedness of the Riesz transforms of any order associated with sub-Laplacians with drift on every amenable Lie group; endpoint estimates for the Riesz transforms of any order associated with the Laplacian with drift were proved in [36, 37] in the case where $G = \mathbb{R}^n$.

In this paper we are interested in $L^p$ spectral multipliers of $\Delta_X$, i.e., the bounded Borel functions $M : [b_X^2, \infty) \to \mathbb{C}$ such that the operator $M(\Delta_X)$, initially defined on $L^2(\mu_X)$, extends to a bounded operator on $L^p(\mu_X)$. Hebisch, Mauceri and Meda [31] showed that, if $G$ is amenable and $p \in [1, \infty] \setminus \{2\}$, then every $L^p$ spectral multiplier of $\Delta_X$ extends to a bounded holomorphic function on a parabolic region $P_{X,p}$ in the complex plane depending on $p$ and on the drift $X$; namely,

$$(1.2) \quad P_{X,p} = \left\{ x + iy \in \mathbb{C} : x > \frac{y^2}{4b_X^2 \sin^2 \phi_p^*} + b_X^2 \cos^2 \phi_p^* \right\},$$

where $\phi_p^* = \arcsin |2/p - 1|$. In the case where $G$ has polynomial growth and $1 < p < \infty$, they also found a sufficient condition, stated in [31, Theorem 5.2], for a holomorphic function $M$ on $P_{X,p}$ to be an $L^p$ spectral multiplier of $\Delta_X$. This condition is more conveniently expressed by means of the change of variable

$$(1.3) \quad M_X(z) = M(b_X^2 + z^2),$$

which defines a holomorphic function $M_X$ on the strip $\Sigma_W = \{ x + iy \in \mathbb{C} : |y| < W \}$ of half-width $W = |2/p - 1|b_X$; with this notation, the sufficient condition in [31] takes the form

$$(1.4) \quad \max_{k \in \{0, \ldots, N\}} \sup_{z \in \Sigma_W} (1 + |z|)^k |M_X^{(k)}(z)| < \infty,$$

where the number $N$ of derivatives to be controlled depends on the group $G$ and the sub-Laplacian $\Delta$, but is independent of $p$.

The main result of this paper improves and complements [31, Theorem 5.2] in several ways. First of all, we refine the sufficient condition for $L^p$-boundedness, by reducing the number $N$ of derivatives and making it dependent on $p$. For instance, in the case where $G = \mathbb{R}^n$ and $\Delta$ is the standard Laplacian, [31, Theorem 5.2] requires $N > (n+4)/2$, while our result requires $N > |1/p - 1/2(n+1)|$. Actually, in the sharpest formulation of our result, the pointwise differential condition (1.4) of integer order $N$ is replaced by an $L^q$ condition of fractional order.

Secondly, we obtain an endpoint result in the cases $p = 1$ and $p = \infty$, in terms of suitable Hardy and BMO spaces adapted to the measured metric space $(G, \varrho, \mu_X)$. In this we exploit the general theory of Hardy and BMO spaces of Goldberg type on measured metric spaces satisfying mild geometric conditions that has recently been developed by Meda and Volpi [50].

Thirdly, we extend the range of applicability beyond the class of Lie groups of polynomial growth: namely, our result applies also to distinguished sub-Laplacians
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on some Lie groups of exponential growth, such as the rank-one solvable extensions of stratified groups considered in [32, 46].

In order to present our multiplier theorem in full generality, we state it as a conditional result (see Theorem 3.1 and Corollary 3.2 below). In other words, we prove a spectral multiplier theorem for a sub-Laplacian with drift $\Delta_X$ on an arbitrary group $G$, provided that certain estimates (stated as Assumptions (A), (B) and (C) in Section 3 below) hold. These assumptions are technical in nature, however it turns out that they can be verified in many cases, provided that the sub-Laplacian without drift $\Delta$ has a differentiable $L^p(\mu)$ functional calculus and a multiplier theorem of Mihlin–Hörmander type for $\Delta$ holds.

Next we show how the general multiplier result can be applied in particular cases. Theorem 4.2 deals with the case where $G$ has polynomial growth (in this case a multiplier theorem for $\Delta$ was obtained in [2, 21, 23]). Theorem 4.6, instead, considers the case where $\Delta$ is a distinguished sub-Laplacian on a rank-one solvable extension of a stratified group (a multiplier theorem for such $\Delta$ was obtained in [32, 46]). These are but a few examples of applications of the general conditional result, which could also be used, for instance, to refine the multiplier theorem for a complete Laplacian with drift on Damek–Ricci spaces obtained in [54] (see also [58] for the case of the Laplacian without drift).

Note that the parabolic region $P_{X,p}$ defined in (1.2) is tangent to the sector of angle $\phi^*_p$ and vertex 0 in the complex plane, and Carbonaro and Dragičević proved [10] that every generator of a symmetric contraction semigroup has holomorphic functional calculus on that sector. Therefore our result, when applicable, provides a more precise spectral multiplier theorem for $\Delta_X$.

In the case where $\Delta_X$ is the Laplace–Beltrami operator associated with a left-invariant Riemannian metric on $G$, an $L^p$ spectral multiplier theorem for $\Delta_X$ is included in the general result of Taylor [56] (see also [13]) for the Laplace–Beltrami operator on complete Riemannian manifolds with bounded geometry. The differential condition on the multiplier in Taylor’s result has the form (1.4), but the number of derivatives to be controlled is not specified. In addition, that result only applies to elliptic operators, while the sub-Laplacians considered here need not be elliptic.

In the particular case where $G$ is a rank-one Riemannian symmetric space of the non-compact type and $\Delta_X$ is the corresponding Laplace–Beltrami operator, our multiplier theorem reduces, up to the endpoint, to a particular instance of that of Anker [4] for spherical Fourier multipliers (see also [5, 14, 19, 24, 55] for related results). Indeed, the interpolation machinery that we exploit here to obtain a multiplier theorem with a $p$-dependent smoothness condition was essentially developed in [4]. On the other hand, in the proof of the multiplier theorem of [4], a substantial role is played by spherical analysis and properties of the Abel transform, which are not available in our general context.

In particular, the “endpoint result” for $p = 1$ in [4] (from which the result for $1 < p < \infty$ follows by interpolation) involves differential conditions of $L^2$ type on the multiplier, corresponding to the fact that an $L^2$ Plancherel formula for the spherical transform is available. In our generality (and especially for an arbitrary
group $G$ of polynomial growth) such a precise identity need not be available, and one may have to content oneself with rougher “Plancherel estimates” of $L^\infty$ type. For this reason, here we develop a precise $L^q$ Paley–Wiener theory for $q \in (1, \infty)$ for holomorphic functions on a strip (see Lemma 2.12 below), which is parallel to the Plancherel-based $L^2$ theory exploited in [4]; when applied with $q$ arbitrarily large, this allows us to avoid a “loss of derivatives” and obtain a more precise result than in [31]. A further improvement derives from a finer analysis of the volume growth of balls and the observation that, in the case of polynomial growth, the measure of a sphere grows slower than the measure of a ball (see (2.2) below).

The proof of our endpoint result is based on splitting the convolution kernel of the operator $M(\Delta_X)$ into a local and a global part. Similarly as in [4, 31], under a condition of the form (1.4) on the multiplier $M$, the local part of the kernel is then shown to satisfy estimates of Calderón–Zygmund type, while the global part is proved to be integrable. The theory of local Hardy spaces developed in [50] is perfectly suited to treat kernels of this kind. A challenging problem would be to investigate weaker versions of (1.4) that do not force the global part of the kernel to be integrable; in the case of Riemannian symmetric spaces of the non-compact type and spherical multipliers, results in this direction can be found in [34, 35, 48, 49].

A few words about notation are in order. The letter $C$ and variants such as $C_s$ denote finite positive constants that may vary from place to place. Given two expressions $A$ and $B$, $A \lesssim B$ means that there exists a finite positive constant $C$ such that $A \leq C B$. Moreover $A \sim B$ means $A \lesssim B$ and $B \lesssim A$. For two subsets $U$ and $V$ of a topological space, we write $U \subset V$ to denote that the closure of $U$ is compact and contained in $V$.

2. Preliminaries

2.1. Sub-Laplacians with drift and their geometry

In this section we discuss some geometric properties of the space $(G, g, \mu_X)$ defined in the Introduction and introduce the Hardy and BMO spaces which are used in our results.

We briefly recall the definition of the sub-Riemannian structure associated to a Hölder system of vector fields. Let $X_1, \ldots, X_\nu$ be linearly independent left-invariant vector fields on $G$ satisfying Hölder’s condition. The associated horizontal distribution is the left-invariant subbundle $H_G$ of the tangent bundle $T_G$ of $G$ defined by $H_G = \text{span}\{X_1|_x, \ldots, X_\nu|_x\}$ for all $x \in G$. A left-invariant inner product $\langle \cdot, \cdot \rangle$ on the fibres of $H_G$ is defined by requiring that $X_1|_x, \ldots, X_\nu|_x$ are orthonormal for all $x \in G$; the corresponding norm is denoted by $| \cdot |$. The horizontal gradient $\nabla_H f$ of a (smooth) function $f : G \to \mathbb{R}$ is the section of $H_G$ defined by

$$\nabla_H f = \sum_{j=1}^\nu (X_j f) X_j;$$
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in particular

\[ |\nabla_H f|^2 = \sum_{j=1}^{\nu} |X_j f|^2 \]

at each point of \( G \). A horizontal curve in \( G \) is an (absolutely continuous) curve \( \gamma : I \to \mathbb{R} \) such that \( \gamma'(t) \in H_{\gamma(t)} G \) for almost every \( t \in I \); its length is defined by \( L(\gamma) = \int_I |\gamma'(t)| \, dt \). The sub-Riemannian (or Carnot–Carathéodory) distance \( \varrho(x, y) \) between two points \( x, y \in G \) is defined as the infimum of the lengths of all horizontal curves joining \( x \) to \( y \).

We denote by \( B_\varrho(x, r) \) the closed ball relative to \( \varrho \) of centre \( x \in G \) and radius \( r > 0 \), i.e., \( B_\varrho(x, r) = \{ y \in G : \varrho(y, x) \leq r \} \). We also write \( |x|_e = \varrho(x, e) \) for all \( x \in G \). Let \( \mu \) be a right Haar measure on \( G \) and \( m \) be the modular function of \( G \); then \( \mu \circ \ell = m \mu \) is a left Haar measure. Define

\[ V_\varrho(r) = \mu(B_\varrho(e, r)) = \mu_\ell(B_\varrho(e, r)) \]

for all \( r \in (0, \infty) \); the latter equality is due to the fact that

\[ |x^{-1}|_e = |x|_e \]

for all \( x \in G \). The following statement collects several well-known facts about left-invariant sub-Riemannian structures.

**Proposition 2.1.** The sub-Riemannian distance \( \varrho \) is finite, left-invariant and compatible with the topology of \( G \). The metric space \((G, \varrho)\) is a locally compact, complete length space. Moreover

\[ V_\varrho(r) \sim r^{d_0} \quad \text{for all } r \in (0, 1] \]

for some \( d_0 \in \mathbb{N}, d_0 \geq \dim G \). Further, if \( G \) has exponential growth, then

\[ e^{ar} \lesssim V_\varrho(r) \lesssim e^{br} \quad \text{for all } r \in [1, \infty] \]

for some \( a, b \in (0, \infty) \); if instead \( G \) has polynomial growth, then

\[ V_\varrho(r) \sim r^{d_\infty} \quad \text{for all } r \in [1, \infty), \]

where \( d_\infty \in \mathbb{N} \) is the degree of polynomial growth of \( G \), and there exists \( \delta \in (0, 1] \) such that

\[ V_\varrho(r + 1) - V_\varrho(r) \lesssim r^{-\delta} V_\varrho(r) \]

for all \( r \in [1, \infty) \).

**Proof.** The left-invariance of \( \varrho \) is an immediate consequence of the definition and the left-invariance of \( X_1, \ldots, X_\nu \). Finiteness and compatibility with the topology of \( G \) are consequences of the connectedness of \( G \) and Hörmander’s condition, by the Chow–Rashevsky and ball-box theorems [52]. In particular \((G, \varrho)\) is a locally compact length space (see, e.g., [9, Chapter 2]), which is complete due to left-invariance (see, e.g., [7, §III.3.3]). The behaviour of \( V_\varrho(r) \) for small \( r \) is also a
consequence of the ball-box theorem. About the relation of the growth of $V_\rho(r)$ for large $r$ with the intrinsic growth properties of the Lie group $G$, we refer to the discussion in [59, §III.4] and [26] (see also the precise asymptotic of [8, Corollary 1.6] in the case $G$ has polynomial growth). Finally, for the estimate (2.2) we refer to [16, Lemma 3.3] and [57, Theorem 4].

The choice of the measure $\mu$ on $G$ determines the identification of the space of locally integrable functions $L^1_{\text{loc}}(\mu)$ on $G$ with a subspace of the space of distributions $\mathcal{D}'(G)$. By the Schwartz kernel theorem, all bounded operators $T : C^\infty_c(G) \to \mathcal{D}'(G)$ have an integral kernel $K_T^\mu \in \mathcal{D}'(G \times G)$, such that

$$Tf(x) = \int_G K_T^\mu(x,y) f(y) \, d\mu(y)$$

in the sense of distributions. If $\tilde{\mu} = \phi \mu$ is another measure on $G$, with a smooth positive density $\phi$ with respect to $\mu$, then we can also consider the integral kernel $K_T^{\tilde{\mu}}$ of $T$ with respect to $\tilde{\mu}$, such that

$$Tf(x) = \int_G K_T^{\tilde{\mu}}(x,y) f(y) \, d\tilde{\mu}(y),$$

where the two integral kernels are related by

$$K_T^{\tilde{\mu}}(x,y) = K_T^\mu(x,y)/\phi(y). \quad (2.3)$$

Further, if $T$ is left-invariant, then it admits a convolution kernel $k_T \in \mathcal{D}'(G)$, such that

$$Tf(x) = f * k_T(x) = \int_G f(xy^{-1}) k_T(y) \, d\mu(y);$$

in this case the convolution kernel $k_T$ is related to the integral kernel $K_T^\mu$ by

$$K_T^\mu(x,y) = k_T(y^{-1}x) m(y). \quad (2.4)$$

Let $\Delta = -\sum_{j=1}^\nu X_j^2$ be the “sum of squares” sub-Laplacian associated with the Hörmander system $X_1, \ldots, X_\nu$. The sub-Laplacian $\Delta$ is a left-invariant, non-negative, essentially self-adjoint operator on $L^2(\mu)$, and actually

$$\Delta = \nabla_H^+ \nabla_H, \quad (2.5)$$

where $\nabla_H^+$ is the formal adjoint of the horizontal gradient $\nabla_H$ with respect to $\mu$. In particular, a functional calculus for $\Delta$ is defined via the spectral theorem: for all bounded Borel functions $F : \mathbb{R} \to \mathbb{C}$, the operator $F(\Delta)$ is $L^2(\mu)$-bounded and left-invariant, whence

$$F(\Delta)f = f * k_{F(\Delta)}$$

for some convolution kernel $k_{F(\Delta)}$, which in general is only a distribution on $G$. However, $k_{F(\Delta)} \in L^2(\mu)$ when $F$ is bounded and compactly supported, and actually

$$\|k_{F(\Delta)}\|_{L^2(\mu)} = \|k\|_{L^2(\sigma_\Delta)} \quad (2.6)$$
for some regular positive Borel measure $\sigma_\Delta$ on $\mathbb{R}$, called the Plancherel measure associated to $\Delta$, whose support is the $L^2(\mu)$-spectrum of $\Delta$ (see, e.g., [40, Section 3.2]). Moreover, due to (2.5), the sub-Riemannian distance $\rho$ is the “control distance” for the operator $\Delta$, and in particular finite propagation speed holds (see, e.g., [51] or [20]): for all $t \in \mathbb{R}$, $\text{supp} \, k_{\text{cos}(t\sqrt{\Delta})} \subseteq B_{\rho}(e, |t|)$. As it is well known (cf. [13] or [21, Lemma 2.1]), via the Fourier inversion formula this implies that

$$\text{supp} \, k_{\mathcal{F}(\sqrt{\Delta})} \subseteq B_{\rho}(e, r)$$

for all $r \in \mathbb{R}^+$ and all even functions $\mathcal{F}$: $\mathbb{R} \to \mathbb{C}$ with $\text{supp} \, \hat{\mathcal{F}} \subseteq [-r, r]$. Here $\hat{\mathcal{F}}$ denotes the Fourier transform of $\mathcal{F}$, defined by $\hat{\mathcal{F}}(\xi) = \int_{\mathbb{R}} \mathcal{F}(x) e^{-ix\xi} \, dx$.

Let $X$ be a nonzero left-invariant vector field, and define the “sub-Laplacian with drift” $\Delta_X = \Delta - X$. By [31, Proposition 3.1], we know that $\Delta_X$ is formally self-adjoint with respect to a positive measure $\tilde{\mu}$ on $G$ if and only if there exists a positive character $\chi$ of $G$ such that

$$\nabla_H \chi|_e = X|_e,$$

which we assume from now on. In this case $\tilde{\mu}$ is a multiple of the measure $\mu_X = \chi \mu$ and $\Delta_X$ is essentially self-adjoint on $L^2(\mu_X)$. Moreover

$$\chi^{1/2} \Delta_X (\chi^{-1/2} f) = (\Delta + b_X^2) f$$

for all $f \in C^\infty(G)$, where $b_X = |X|/2$ [31, eq. (3.6)]. Since $L^2(\mu) \ni f \mapsto \chi^{-1/2} f \in L^2(\mu_X)$ is an isometric isomorphism, this implies a relation between the functional calculi of $\Delta_X$ on $L^2(\mu_X)$ and of $\Delta$ on $L^2(\mu)$: for all bounded Borel functions $F : \mathbb{R} \to \mathbb{C}$ and $f \in L^2(\mu)$,

$$\chi^{1/2} F(\Delta_X)(\chi^{-1/2} f) = F(\Delta + b_X^2) f.$$ 

This shows that the $L^2(\mu_X)$-spectrum of $\Delta_X$ is contained in $[b_X^2, \infty)$ and

$$k_{F(\Delta_X)} = \chi^{-1/2} k_{F(\Delta + b_X^2)}$$

for all bounded Borel functions $F : \mathbb{R} \to \mathbb{C}$.

Information on the growth of the character $\chi$ in terms of the sub-Riemannian distance is given by the following result.

**Lemma 2.2.** For all $x \in G$,

$$\chi(x) \leq e^{d \rho(x)}.$$

Moreover, if $G$ has polynomial growth of degree $d_\infty \geq 1$ and (2.2) holds for some $\delta \in (0, 1]$, then

$$\int_{B_{\rho}(e, r)} \chi(x) \, d\mu(x) \lesssim x^{d_\infty - \delta} e^{d \rho(r)}$$

for all $r \geq 1$. 


Proof. The pointwise estimate on $\chi$ is proved in [31, Proposition 5.7(ii)]. As for the integral estimate, note that, by (2.1) and (2.2),

$$
\int_{B_e(c,r)} \chi(x) d\mu(x) \leq \sum_{j=1}^{\lceil r \rceil} \mu(B_e(c,j) \setminus B_e(c,j-1)) e^{X_j} \lesssim \sum_{j=1}^{\lceil r \rceil} j^{d_{\infty} - \delta e |X| r} \lesssim e^{X |X|} \r
$$

for all $r \geq 1$ (in the last inequality the fact that $|X| > 0$ is used). \hfill \Box

Moreover, from Proposition 2.1 we immediately deduce some important properties of the measured metric space $(G, \varrho, \mu_X)$.

Define $B = \{B_e(c, r) : c \in G, r > 0\}$ and $B_b = \{B_e(c, r) : c \in G, 0 < r \leq b\}$ for all $b \in \mathbb{R}^+$. For a ball $B \in B$, we denote by $2B$ the ball with the same centre and twice the radius.

**Lemma 2.3.** The space $(G, \varrho, \mu_X)$ satisfies the following properties.

(i) Local doubling property: for every $b > 0$ there exists $D_b \in \mathbb{R}^+$ such that

$$
\mu_X(2B) \leq D_b \mu_X(B) \quad \forall B \in B_b.
$$

(ii) Midpoint property: for all $x, y \in G$, there exists $z \in G$ such that

$$
\varrho(x, z) = \varrho(z, y) = \varrho(x, y)/2.
$$

Proof. (i). From the behaviour of $V_e(r)$, as described in Proposition 2.1, it is clear that, for every $b \in \mathbb{R}^+$, there exists $C_b \in \mathbb{R}^+$ so that

(2.9) \quad $V_e(2r) \leq C_b V_e(r) \quad \forall r \in (0, b].$

Note now that, for all $B = B_e(c_B, r_B) \in B$,

$$
\mu_X(B) = \int_{B_e(c_B, r_B)} \chi(x) d\mu(x) = \int_{B_e(c_B, r_B)} \chi(c_B y) m^{-1}(c_B) d\mu(y) = \chi(c_B) m^{-1}(c_B) \mu_X(B_e(c, r_B)).
$$

Hence, for all $b > 0$ and for all $B \in B_b$,

$$
\mu_X(B) \geq \chi(c_B) m^{-1}(c_B) V_e(r_B) \inf_{B_e(c, b)} \chi,
$$

and

$$
\mu_X(2B) \leq \chi(c_B) m^{-1}(c_B) V_e(2r_B) \sup_{B_e(c, 2b)} \chi.
$$
Thus, if we set $A_b = \sup_{B\in\mathcal{B}_b}\frac{\mu_X(2B)}{\mu_X(B)}\chi$ then, for every $B \in \mathcal{B}_b$, 
\[
\frac{\mu_X(2B)}{\mu_X(B)} \leq A_b C_b,
\]
by (2.9), and part (i) follows.

(ii). This is an immediate consequence of the fact that $(G, \varrho)$ is a complete locally compact length space (see, e.g., [9, Lemma 2.4.8 and Theorem 2.5.23]).

The previous lemma shows that one can apply the theory of Hardy spaces of Goldberg type developed in [50] to the space $(G, \varrho, \mu_X)$. For the reader’s convenience, we recall here briefly the definition of the atomic Hardy space $h^1(\mu_X)$ and its dual $\text{bmo}(\mu_X)$ and a few related results. We refer the reader to [25] for details on the theory of Goldberg Hardy spaces in the Euclidean setting and to [50] for the corresponding theory in the context of metric spaces.

**Definition 2.4.** A standard atom at scale 1 is a function $a \in L^1(\mu_X)$ supported in a ball $B \in \mathcal{B}_1$ such that
\[
(i) \quad \|a\|_{L^2(\mu_X)} \leq \frac{\mu_X(B)}{\mu_X}^{1/2},
\]
\[
(ii) \quad \int a \, d\mu_X = 0.
\]
A global atom at scale 1 is a function $a \in L^1(\mu_X)$ supported in a ball $B$ of radius exactly 1 such that $\|a\|_{L^2(\mu_X)} \leq \frac{\mu_X(B)}{\mu_X}^{1/2}$. Standard and global atoms at scale 1 will be referred to as atoms at scale 1. We denote by $\mathcal{A}(\mu_X)$ the collection of all atoms at scale 1.

**Definition 2.5.** The Hardy space $h^1(\mu_X)$ is defined as the space
\[
h^1(\mu_X) = \left\{ f \in L^1(\mu_X) : f = \sum_k c_k a_k, \ a_k \in \mathcal{A}(\mu_X), \ c_k \in \mathbb{C}, \sum_k |c_k| < \infty \right\},
\]
endowed with the usual atomic norm
\[
\|f\|_{h^1(\mu_X)} = \inf \left\{ \sum_k |c_k| : f = \sum_k c_k a_k \right\}.
\]

By [50, Theorem 2] the dual of $h^1(\mu_X)$ can be identified with a suitably defined BMO space $\text{bmo}(\mu_X)$.

**Definition 2.6.** $\text{bmo}(\mu_X)$ is the space of all equivalence classes of locally integrable functions $g$ modulo constants such that
\[
\|g\|_{\text{bmo}(\mu_X)} := \sup_{B \in \mathcal{B}_1} \left( \frac{1}{\mu_X(B)} \int_B |g - g_B|^2 \, d\mu_X \right)^{1/2}
\]
\[
+ \sup_{x \in G} \left( \frac{1}{\mu_X(B_{\varrho}(x,1))} \int_{B_{\varrho}(x,1)} |g|^2 \, d\mu_X \right)^{1/2} < \infty,
\]
where $g_B = \mu_X(B)^{-1} \int_B g \, d\mu_X$. 

Proposition 2.7. If $T$ is a bounded operator on $L^2(\mu_X)$ and its integral kernel $K_T^{\mu_X}$ is a locally integrable function off the diagonal of $G \times G$ such that

$$N_1^X(T) := \sup_{B \in \mathcal{B}_r} \sup_{y,z \in B} \int_{(2B)^c} |K_T^{\mu_X}(x, y) - K_T^{\mu_X}(x, z)| \, d\mu_X(x) < \infty$$

and

$$N_2^X(T) := \sup_{y \in G} \int_{(B_y(2, 2))^c} |K_T^{\mu_X}(x, y)| \, d\mu_X(x) < \infty,$$

then $T$ is bounded from $h^1(\mu_X)$ to $L^1(\mu_X)$, with

$$\|T\|_{h^1(\mu_X) \to L^1(\mu_X)} \leq \max\{N_1^X(T), N_2^X(T)\} + D_2^{1/2} \|T\|_{L^2(\mu_X) \to L^2(\mu_X)},$$

where $D_2$ is the local doubling constant of Lemma 2.3(i).

Furthermore, by [50, Theorem 5], the following interpolation result holds, where $(V, W)_{\theta}$ denotes the lower complex interpolation space of parameter $\theta \in (0, 1)$ between the Banach spaces $V, W$.

Theorem 2.8. Let $\theta \in (0, 1)$ and set $p_\theta = 2/(2 - \theta)$. Then $(h^1(\mu_X), L^2(\mu_X))_{[\theta]} = L^{p_\theta}(\mu_X)$ and $(bmo(\mu_X), L^2(\mu_X))_{[\theta]} = L^{p_\theta}(\mu_X)$.

2.2. Spaces of smooth and holomorphic functions

In order to state and prove our multiplier theorems for the sub-Laplacian with drift $\Delta_X$, we need to introduce certain spaces of functions on $\mathbb{R}$ (and domains of $\mathbb{C}$) that describe the smoothness conditions that we are going to require on the multiplier. Much of the theory discussed in this section has been developed in [4], to which we refer for further discussion and details; we remark that [4] treats, more generally, spaces of functions on $\mathbb{R}^a$ for an arbitrary dimension $a$, so our discussion here refers to the results in [4] with $a = 1$.

For $q \in [1, \infty]$ and $\sigma \in \mathbb{R}$, let $H^\sigma_q$ denote the $L^q$ Sobolev (or Bessel potential) space on $\mathbb{R}$ of fractional order $\sigma$ (see, e.g., [6, Definition 6.22]). Let $\psi$ be a nonnegative function in $C^\infty_c(\mathbb{R})$, supported in $[1/4, 4]$ such that

$$\sum_{j \in \mathbb{Z}} \psi(2^j \lambda) = 1 \quad \forall \lambda \in (0, \infty).$$

Similarly as in [4, Appendix B], we define a class of weighted Sobolev spaces on $\mathbb{R}$ as follows: for all $\sigma, \tau \in \mathbb{R}$, $q \in (1, \infty)$ and $r \in [1, \infty]$,

$$\|F\|_{H^\sigma_q, r} = \left\{ \left( \sum_{k \in \mathbb{N}} 2^{k(r+1)/q} \|F(2^k \cdot) \psi(k \cdot)\|_{H^\sigma_q}^r \right)^{1/r} \right\}^r$$

if $r < \infty$, and

$$\sup_{k \in \mathbb{N}} 2^{k(r+1)/q} \|F(2^k \cdot) \psi(k \cdot)\|_{H^\sigma_q}$$

if $r = \infty$.
Lemma 2.10. Let \( \psi \) be a locally integrable function on \( \mathbb{R} \) and \( \psi(0) \) be \( \sum_{\epsilon=\pm 1} \psi(\epsilon \cdot) \) if \( k > 0 \) and \( \psi(0) = \sum_{\epsilon=\pm 1} \epsilon 2^j \cdot \). It is not difficult to check that the above definition is essentially independent of the choice of the cutoff \( \psi \) (that is, different choices of \( \psi \) give rise to equivalent \( H^{\sigma,\tau}_{q,r} \) norms) and is equivalent to the one given in [4, Appendix B]. Moreover, the \( H^{\sigma,\tau}_{q,r} \) are Banach spaces [4, Proposition 23(i)] and the following interpolation result holds [4, Proposition 23(v)], where \((\cdot,\cdot)_{[\theta]} \) and \((\cdot,\cdot)^{[\theta]}\) refer to the lower and upper complex interpolation methods respectively.

**Lemma 2.9.** For all \( \theta \in (0,1) \), \( q_0, q_1 \in (1,\infty) \), \( \sigma_0, \sigma_1, \tau_0, \tau_1 \in \mathbb{R} \), \( r_0, r_1 \in [1,\infty] \),

\[
(H^{\sigma_0,\tau_0}_{q_0,r_0}, H^{\sigma_1,\tau_1}_{q_1,r_1})_{[\theta]} = H^{(1-\theta)\sigma_0+\theta\sigma_1, (1-\theta)r_0+\theta r_1}_{q_{0\theta},r_{0\theta}} \quad \text{if } \min\{r_0, r_1\} < \infty, \\
(H^{\sigma_0,\tau_0}_{q_0,\infty}, H^{\sigma_1,\tau_1}_{q_1,\infty})_{[\theta]} = H^{(1-\theta)\sigma_0+\theta\sigma_1, (1-\theta)r_0+\theta r_1}_{q_{0\theta},\infty},
\]

where \( 1/q_0 = (1-\theta)/q_0 + \theta/q_1 \) and \( 1/r_0 = (1-\theta)/r_0 + \theta/r_1 \).

It is useful to compare the above-defined spaces with other spaces of functions with integer order of differentiability. For all \( q \in [1,\infty) \), \( N \in \mathbb{N} \) and \( \tau \in \mathbb{R} \), we define the space \( H_q^N,\tau \) of locally integrable functions \( F : \mathbb{R} \to \mathbb{C} \) with locally integrable distributional derivatives up to order \( N \) such that

\[
\|F\|_{H_q^N,\tau} := \max_{k \in \{0, \ldots, N\}} \left( \int_{\mathbb{R}} |(1 + |\lambda|)^{k+\tau} F^{(k)}(\lambda)|^q d\lambda \right)^{1/q} < \infty.
\]

Similarly, for all \( N \in \mathbb{N} \) and \( \tau \in \mathbb{R} \), we define the space \( C^{N,\tau} \) of \( N \) times continuously differentiable functions \( F : \mathbb{R} \to \mathbb{C} \) such that

\[
\|F\|_{C^{N,\tau}} := \max_{k \in \{0, \ldots, N\}} \sup_{\lambda \in \mathbb{R}} |(1 + |\lambda|)^{k+\tau} F^{(k)}(\lambda)| < \infty.
\]

Note that the condition \( \|F\|_{C^{N,0}} < \infty \) can be thought of a nonhomogeneous pointwise Mihlin–Hörmander condition of order \( N \) on the function \( F : \mathbb{R} \to \mathbb{C} \). Similarly, the condition \( \|F\|_{H_q^{N-1/q},\tau} < \infty \) can be thought of as a nonhomogeneous \( L^q \) Mihlin–Hörmander condition of order \( \sigma \).

**Lemma 2.10.** Let \( q_0, q_1, q \in (1,\infty) \), \( \sigma_0, \sigma_1, \sigma, \tau_0, \tau_1, \tau, \theta, s \in \mathbb{R} \), \( r_0, r_1, r \in [1,\infty] \), \( N \in \mathbb{N} \). Then the following continuous embeddings hold.

(i) \( H_q^{\sigma_0,\tau_0} \subseteq H_q^{\sigma_1,\tau_1} \) if \( \sigma_0 \geq \sigma_1 \);

(ii) \( H_q^{\sigma_0,\tau_0} \subseteq H_q^{\sigma_1,\tau_1} \) if either \( \tau_0 > \tau_1 \), or both \( \tau_0 = \tau_1 \) and \( r_0 \leq r_1 \);

(iii) \( H_q^{\sigma_0,\tau_0} \subseteq H_q^{\sigma_1,\tau_1 - (1/q_1 - 1/q_0)} \) if \( q_0 \geq q_1 \);

(iv) \( H_q^{\sigma_0,\tau_0} \subseteq H_q^{\sigma_1,\tau_1 + (1/q_0 - 1/q_1)} \) if \( q_0 \leq q_1 \);

(v) \( H_q^{\sigma_0,\tau_0} \subseteq C^{N,\tau+1/q} \) if \( \sigma > N + 1/q \);

(vi) \( C^{N,\tau} \subseteq H_q^{\sigma_0,\tau_0} \) if \( N > \sigma \);

(vii) \( C^{N,\tau} \subseteq H_q^{\sigma_0,\tau_0} \) if \( N > \sigma \);

(viii) \( C^{N,\tau} \subseteq H_q^{\sigma_0,\tau_0} \) if \( N > \sigma \);
holomorphic functions $F$ and all their derivatives up to order $\Sigma$ are bounded holomorphic functions on $\Omega$.

Proof. These embeddings are stated, in a slightly different form, in [4, Proposition 23(iii,vii,x,xii)]. We note in particular that part (vii) follows from part (vi) by observing that constant functions belong to $H^{\sigma,-1/q}_{q,\infty}$. \hfill \Box

We now switch to the discussion of spaces of holomorphic functions on domains of $\mathbb{C}$. As usual, for all open subsets $\Omega \subseteq \mathbb{C}$, we denote by $H^\infty(\Omega)$ the space of all bounded holomorphic functions on $\Omega$.

For all $W \in (0, \infty)$ and $N \in \mathbb{N}$ we denote by $\Sigma_W$ the complex strip defined by $\Sigma_W = \{ x + iy \in \mathbb{C} : |y| < W \}$ and by $H^\infty(\Sigma_W; N)$ the space of even bounded holomorphic functions $F$ on the strip $\Sigma_W$, continuous on the closure of $\Sigma_W$ with all their derivatives up to order $N$, such that

$$
\|F\|_{H^\infty(\Sigma_W; N)} := \max_{j \in \{0,\ldots,N\}} \sup_{z \in \Sigma_W} (1 + |z|)^j |F^{(j)}(z)| < \infty.
$$

Similarly as in [4, Section 3], for all $q \in (1, \infty)$, $\tau \in [1, \infty)$, $\sigma \in (1/q, \infty)$, $\tau \in \mathbb{R}$, we denote by $\mathcal{H}^{\sigma,\tau}_{q,\infty}$ the space of all even continuous functions $F : \Sigma_W \to \mathbb{C}$ that are holomorphic in $\Sigma_W$, have at most polynomial growth, and are such that $F(\cdot \pm iW) \in H^{\sigma,\tau}_{q,\infty}$. In the case $W = 0$, we define $\mathcal{H}^{\sigma,\tau,0}$ as the space of even functions belonging to $H^{\sigma,\tau}_{q,\infty}$. For all $W \in [0, \infty)$, the space $\mathcal{H}^{\sigma,\tau,W}_{q,\infty}$ is a Banach space [4, Lemma 9] with the norm

$$
\|F\|_{\mathcal{H}^{\sigma,\tau,W}_{q,\infty}} = \|F(\cdot + iW)\|_{H^{\sigma,\tau}_{q,\infty}} = \|F(\cdot - iW)\|_{H^{\sigma,\tau}_{q,\infty}}.
$$

The latter equality being due to parity, and actually, due to the three-lines theorem (see [4, proof of Lemma 9(i)]),

$$
(2.13) \quad \|F\|_{\mathcal{H}^{\sigma,\tau,W}_{q,\infty}} \sim \sup_{t \in [-W,W]} \|F(\cdot + it)\|_{H^{\sigma,\tau}_{q,\infty}}.
$$

The spaces $H^\infty(\Sigma_W; N)$ and $\mathcal{H}^{\sigma,\tau,W}_{q,\infty}$ can be thought of as the holomorphic counterparts of the spaces $C^{N,0}$ and $H^{\sigma,\tau}_{q,\infty}$, and the embeddings of Lemma 2.10 imply corresponding embeddings of spaces of holomorphic functions. Moreover the following interpolation result holds [4, Lemma 10].

Lemma 2.11. For all $\theta \in (0, 1)$, $q_0, q_1 \in (1, \infty)$, $\sigma_0 \in (1/q_0, \infty)$, $\sigma_1 \in (1/q_1, \infty)$, $\tau_0, \tau_1 \in \mathbb{R}$, $W_0, W_1 \in [0, \infty)$,

$$
(2.14) \quad (\mathcal{H}^{\sigma_0,\tau_0,W_0}_{q_0,q_0}, \mathcal{H}^{\sigma_1,\tau_1,W_1}_{q_1,q_1})_{[\theta]} = \mathcal{H}^{(1-\theta)\sigma_0 + \theta \sigma_1, (1-\theta)\tau_0 + \theta \tau_1, (1-\theta)W_0 + \theta W_1}_{q_0,q_0},
$$

where $1/q_0 = (1-\theta)/q_0 + \theta/q_1$.

Recall that, for every integrable function $F : \mathbb{R} \to \mathbb{C}$, we denote by $\hat{F}$ its Fourier transform, given by $\hat{F}(\xi) = \int_{\mathbb{R}} F(x) e^{-i\xi x} \, dx$. If $F$ is a holomorphic function on a domain containing $\mathbb{R}$, then $\hat{F}$ denotes the Fourier transform of $F|_{\mathbb{R}}$. As it is
well-known, if \( \hat{F} \) is compactly supported, then \( F \) uniquely extends to an entire function, that we still denote by \( F \).

Let \( \omega : \mathbb{R} \to \mathbb{R} \) be an even smooth cutoff function supported in \([-1, 1]\), equal to 1 in \([-1/4, 1/4]\) and such that

\[
\sum_{h \in \mathbb{Z}} \omega(t - h) = 1 \quad \forall t \in \mathbb{R}.
\]

(2.15)

For all \( h \in \mathbb{N} \), \( h \geq 2 \), define \( \omega_h : \mathbb{R} \to \mathbb{R} \) by

\[
\omega_h(t) = \omega(t - h + 1) + \omega(t + h - 1).
\]

(2.16)

Note that \( \text{supp} \, \hat{\omega} \subset [h - 2, h] \cup [-h, -h + 2] \). The following estimates of Paley–Wiener type should be compared with [31, Lemma 5.4] and [4, eq. (26)].

**Lemma 2.12.** Let \( q \in (1, \infty) \), \( \sigma, b \in [0, \infty) \) and \( W \in (0, \infty) \).

(i) For all \( R \in (0, \infty) \), if \( F \in \mathcal{A}^{\sigma,b-\sigma,W} \), and \( \mathbb{R}^+ \cap \text{supp} \, \hat{F} \subseteq [R, \infty) \), then

\[
\| (1 + |\cdot|)^b F \|_{L^q(\mathbb{R})} \leq C_{\sigma,b,W} R^{-\sigma} e^{-WR}\|F\|_{\mathcal{A}^{\sigma,b-\sigma,W}}.
\]

(ii) If \( F \in \mathcal{A}^{\sigma,b-\sigma,W} \), then, for all \( h \in \mathbb{N} \), \( h \geq 3 \),

\[
\| (1 + |\cdot|)^b F_h \|_{L^q(\mathbb{R})} \leq C_{\sigma,b,W} h^{-\sigma} e^{-Wh}\|F\|_{\mathcal{A}^{\sigma,b-\sigma,W}}.
\]

where \( F_h \) is defined by \( \hat{F}_h = \omega_h \hat{F} \).

**Proof.** By interpolation, it is enough to consider the case where \( \sigma, b \in \mathbb{N} \). By an approximation argument, exploiting [4, Proposition 23(xi)], we may further assume that \( \text{supp} \, \hat{F} \) is compact, so \( F \) extends to an entire function.

We need two preliminary inequalities. The first is that, for all \( G : \mathbb{R} \to \mathbb{C} \) with \( \text{supp} \, \hat{G} \in \mathbb{R} \setminus (-R, R) \) and all \( k \in \mathbb{N} \),

\[
\|G\|_{L^q(\mathbb{R})} \leq C_{q,k} R^{-k}\|G^{(k)}\|_{L^q(\mathbb{R})};
\]

(2.17)

this is an easy consequence of the Mihlin–Hörmander Fourier multiplier theorem on \( \mathbb{R} \) (cf. [6, Lemma 6.2.1]). The second is that, for all \( G : \mathbb{R} \to \mathbb{C} \) with \( \text{supp} \, \hat{G} \in \mathbb{R} \setminus (-R, R) \) and \( W \in (0, \infty) \),

\[
\|G\|_{L^q(\mathbb{R})} \leq C_q e^{-WR}\|G^{(-iW)}\|_{L^q(\mathbb{R})} + \|G^{(-iW)}\|_{L^q(\mathbb{R})};
\]

(2.18)

indeed, if one decomposes \( G = G_- + G_+ \) so that \( \text{supp} \, \hat{G}_- \subseteq (-\infty, -R] \) and \( \text{supp} \, \hat{G}_+ \subseteq [R, \infty) \), then one can easily write

\[
G_- = e^{-WR}G_-(\cdot + iW) * (e^{iR} P_W),
\]

\[
G_+ = e^{-WR}G_+(\cdot - iW) * (e^{-iR} P_W),
\]

where \( P_W \) is the Poisson kernel (i.e., \( \hat{P}_W(\xi) = e^{-|\xi|} \)), and moreover

\[
G_- = G * (R\mathcal{A}(-R)), \quad G_+ = G * (R\mathcal{A}(R)),
\]

(2.19)
where \( \alpha \) is chosen so that \( \hat{\alpha} \in C^\infty(\mathbb{R}) \), \( \text{supp} \hat{\alpha} \subseteq (0, \infty) \) and \( \hat{\alpha}|_{(1, \infty)} \equiv 1 \); so, by Young’s inequality,

\[
\|G\|_{L^q(\mathbb{R})} \leq e^{-WR}\|G(\cdot + iW)\|_{L^q(\mathbb{R})} \|P_W\|_{L^1(\mathbb{R})} \\
\leq e^{-WR}\|G(\cdot + iW)\|_q \|P_W\|_{L^q(\mathbb{R})} \|\alpha\|_{C^0(\mathbb{R})};
\]

since \( \|P_W\|_{L^1(\mathbb{R})} = 1 \), and moreover \( \|\alpha\|_{C^0(\mathbb{R})} < \infty \) by the Mihlin–Hörmander theorem, we conclude that

\[
\|G\|_{L^q(\mathbb{R})} \leq \|G_+\|_{L^q(\mathbb{R})} + \|G_-\|_{L^q(\mathbb{R})} \\
\leq C_N e^{-WR}(\|G(\cdot + iW)\|_{L^q(\mathbb{R})} + \|G(\cdot - iW)\|_{L^q(\mathbb{R})})
\]

(cf. [17, proof of Theorem 4.10]).

Note now that, if \( F : \mathbb{R} \to \mathbb{C} \) is even and \( \mathbb{R}_q^+ \cap \text{supp} \hat{F} \in [R, \infty) \), then, for all \( j, k \in \mathbb{N} \), the functions \( F_{j, k}(x) = \partial_k^j(x^j F(x)) \) are either even or odd and satisfy the same Fourier support condition \( \mathbb{R}_q^+ \cap \text{supp} \hat{F}_{j, k} \in [R, \infty) \); hence, by (2.17) and (2.18),

\[
\|(1 + |\cdot|^b)F\|_{L^q(\mathbb{R})} \sim \max_{j \in \{0, \ldots, b\}} \|F_{j, 0}\|_{L^q(\mathbb{R})} \\
\leq R^{-\sigma} \max_{j \in \{0, \ldots, b\}} \|F_{j, \sigma}\|_{L^q(\mathbb{R})} \\
\leq R^{-\sigma} e^{-WR} \max_{j \in \{0, \ldots, b\}} \|F_{j, \sigma}(\cdot + iW)\|_{L^q(\mathbb{R})}.
\]

Therefore, by Leibniz’ rule,

\[
\|(1 + |\cdot|^b)F\|_{L^q(\mathbb{R})} \lesssim R^{-\sigma} e^{-WR} \max_{j \in \{0, \ldots, b\}} \|D^\sigma(\cdot + iW)^j F(\cdot + iW)\|_{L^q(\mathbb{R})} \\
\leq R^{-\sigma} e^{-WR} \max_{k \in \{0, \ldots, \sigma\}} \|\partial^k_{\sigma \leq j+k}(\cdot + iW)^j F(\cdot + iW)\|_{L^q(\mathbb{R})} \\
\lesssim R^{-\sigma} e^{-WR} \max_{k \in \{0, \ldots, \sigma\}} \|(1 + |\cdot|^b)^{j-\sigma+k} F(\cdot + iW)\|_{L^q(\mathbb{R})} \\
\sim R^{-\sigma} e^{-WR} \|F(\cdot + iW)\|_{H^{\sigma, b-\sigma}_q},
\]

which proves part (i) (in the last step Lemma 2.10(ix was used).

As for part (ii), it is sufficient to apply part (i) to \( F_h \) in place of \( F \) and \( R = h - 2 \), and observe that, by Lemma 2.10(viii), \( \|F_h(\cdot + iW)\|_{H^{\sigma, b-\sigma}_q} \lesssim \|F(\cdot + iW)\|_{H^{\sigma, b-\sigma}_q} \) with an implicit constant independent of \( h \).  

\[\square\]

### 3. A conditional multiplier theorem for sub-Laplacians with drift

Let \( \Delta_X = \Delta - X \) be a sub-Laplacian with drift as described in Section 2.1, with \( X|_e = \nabla_H \chi|_e \) for some nontrivial positive character \( \chi \) on \( G \).
Here we prove a multiplier theorem for the sub-Laplacian with drift $\Delta_X$. The result is conditional, in the sense that it is proved under certain assumptions, that are essentially related to the existence of a differentiable $L^p$-functional calculus for the sub-Laplacian without drift $\Delta$. In Section 4 we will show how these assumptions can be verified in a number of cases.

For notational simplicity, it is convenient to express our result in terms of the operators

\[ D = \sqrt{\Delta}, \quad D_X = \sqrt{\Delta_X - b_X^2}. \]

Note that the passage from $\Delta_X$ to $D_X$ corresponds to the change of variable (1.3).

**Assumptions.** There exist $\varphi \in [2, \infty)$ and $\sigma \in (1/\varphi, \infty)$, such that the following inequalities hold for all even functions $F : \mathbb{R} \to \mathbb{C}$ with $\text{supp} \hat{F} \subseteq [-2, 2]$.

(A) \[ \sup_{y \in B_{\varphi}(e, 1)} \int_{|x| \geq 2|y|} |k_{F(D)}(xy) - k_{F(D)}(x)| \, d\mu(x) \leq C\|F\|_{H^{\sigma}_\varphi}^{1/\varphi}. \]

(B) \[ \sup_{0 < r \leq 1} \int_{|x| \geq r} |k_{F(D)}(x)| \, d\mu(x) \leq C\|F\|_{H^{\sigma}_{\infty}(-\varphi)}. \]

In addition, there exist $\varsigma, \varpi \in [0, \infty)$ and $W \in (0, \infty)$ such that, for all $h \in \mathbb{N} \cap [3, \infty)$ and all even functions $F : \mathbb{R} \to \mathbb{C}$, if $\mathbb{R}_0^+ \cap \text{supp} \hat{F} \subseteq |h - 2, h|$, then

(C) \[ \|\chi^{1/2}k_{F(D)}\|_{L^1(\varphi)} \leq C\varpi^{W_{\varphi}}(1 + |\cdot|)^{\varsigma} \|F\|_{L^p(\varphi)}. \]

Under the above assumptions, we are able to prove the following spectral multiplier theorem for $\Delta_X$.

**Theorem 3.1.** Suppose that Assumptions (A), (B), (C) hold for some $\varphi \in [2, \infty)$, $\sigma \in (1/\varphi, \infty)$, $\varsigma, \varpi \in [0, \infty)$, $W \in (0, \infty)$. Let $p \in [1, \infty] \setminus \{2\}$, and let $q \in [\varphi, \infty)$ be defined by $1/q = |2/p - 1|/\varphi$. Suppose that $M \in \mathcal{K}_{q,\infty}^{n-1/q,|2/p-1|W}$ for some $s \in \mathbb{R}$ satisfying

\[ s > 2|1/p - 1/2| \max\{\sigma, \varsigma + 1, \varpi + 1/\varphi\}. \]

(i) If $p = 1$, then $M(D_X)$ extends to a bounded operator from $\mathfrak{h}^1(\mu_X)$ to $L^1(\mu_X)$.

(ii) If $p = \infty$, then $M(D_X)$ extends to a bounded operator from $L^\infty(\mu_X)$ to $b\text{mo}(\mu_X)$.

(iii) If $p \in (1, \infty)$, then $M(D_X)$ extends to a bounded operator on $L^p(\mu_X)$.

The above result is stated in terms of an $L^p$ Sobolev condition of fractional order on the multiplier, where $q$ is the exponent obtained by interpolation between $\varphi$ and $\infty$, corresponding to the choice of $p$ between 1 and 2 (or $\infty$ and 2); in particular, for the endpoint results $p = 1, \infty$ the condition has the same $L^p$ type that appears in the Assumptions. For the sake of clarity, we also state the result in a simplified form, involving a pointwise condition of integer order on the multiplier.

**Corollary 3.2.** Suppose that Assumptions (A), (B), (C) hold for some $\varphi \in [2, \infty)$, $\sigma \in (1/\varphi, \infty)$, $\varsigma, \varpi \in [0, \infty)$, $W \in (0, \infty)$. Let $p \in [1, \infty] \setminus \{2\}$, and set $W_p = 2|1/p - 1/2|W$. Suppose that $M \in H^{\infty}(\Sigma_{W_p}; N)$ for some $N \in \mathbb{N}$ satisfying

\[ N > 2|1/p - 1/2| \max\{\sigma, \varsigma + 1, \varpi + 1/\varphi\}. \]

Then the conclusions (i), (ii), (iii) of Theorem 3.1 hold.
Proof. If we choose \( s \in \mathbb{R} \) so that
\[
N > s > 2 |1/p - 1/2| \max\{\sigma, \varsigma + 1, \kappa + 1/\rho\},
\]
then the result follows immediately from Theorem 3.1, together with the fact that
\[
\|M\|_{\mathcal{H}^{s, -1/q, W^p, \infty}} \lesssim \|M\|_{H^\infty(\Sigma_{W^p, N})}
\]
(see Lemma 2.10(vii)).

Before entering the proof of Theorem 3.1, some remarks on the above results and assumptions are in order.

Remark 3.3. The above results are stated in terms of the functional calculus of \( D_X \). In order to relate them more directly to the functional calculus of \( \Delta_X \), the change of variable (1.3) can be used. Indeed, if \( M \) is a bounded holomorphic function on a domain containing \([b_X^2, \infty)\), then (1.3) defines an even bounded holomorphic function \( M_X \) whose domain contains \( \mathbb{R} \) and
\[
M_X(D_X) = M(\Delta_X).
\]

For every \( p \in [1, \infty] \setminus \{2\} \), let \( P_{X,p} \) be the parabolic region defined by (1.2). Let the number \( W_{X,p} \) be defined by
\[
W_{X,p} = |1/p - 1/2| |X|.
\]
Then, for all \( M \in H^\infty(P_{X,p}) \), the function \( M_X \) defined by (1.3) lies in \( H^\infty(\Sigma_{W_{X,p}}) \).

Hence Theorem 3.1 and Corollary 3.2, applied with \( W = b_X \), show that functions \( M \in H^\infty(P_{X,p}) \) satisfying suitable differential conditions are \( L^p \) spectral multipliers of \( \Delta_X \) when \( 1 < p < \infty \), with a corresponding Hardy or BMO endpoint result when \( p \in \{1, \infty\} \).

Remark 3.4. Assumption (A) can be thought of as a version of the Hörmander condition for Calderón–Zygmund singular integral operators, applied to the operator \( F(D) \). A stronger version of the assumption is the following gradient estimate, resembling Assumption (B):
\[
(A') \sup_{0 < r \leq 1} \int_{|x| \geq r} |\nabla_H k_F(D)(x)| \, d\mu(x) \leq C\|F\|_{H^{\infty}_{p, \infty} - 1/p}.
\]
Proving that \( F(D) \) is a Calderón–Zygmund operator whenever \( F \) satisfies a suitable scale-invariant smoothness condition is a usual strategy in the proof of a multiplier theorem of Mihlin–Hörmander type for \( \Delta \). It is to be noticed, however, that Assumption (A) is a somewhat weaker requirement, in that the norm of \( F \) in the right-hand side corresponds to a nonhomogeneous Mihlin–Hörmander condition on the multiplier. Moreover, due to the support condition \( \text{supp } \hat{F} \subseteq [-2, \ 2] \) and finite propagation speed, the integrals in Assumptions (A) and (B) are actually restricted to a fixed bounded neighbourhood of the identity. Note also that, through a decomposition into dyadic annuli, Assumption (B) follows from the stronger estimate
\[
(B') \sup_{0 < r \leq 1} \int_{|x| \leq 2r} |k_{F(D)}(x)| \, d\mu(x) \leq C\|F\|_{H^{\infty}_{p, \infty} - 1/p}.
\]
and uniform control of the integral over dyadic annuli is another common estimate for Calderón–Zygmund kernels (here it is just required for small dyadic annuli).

**Remark 3.5.** In view of Lemma 2.2 and finite propagation speed (2.7), Assumption (C) with \( W = |X|/2 \) follows from

\[
(C') \quad \|k_{F(D)}\|_{L^1(\mu)} \leq C h^\varsigma \|(1 + |\cdot|)^{\varsigma} F\|_{L^\nu(\mathbb{R})}.
\]

By replacing (C) with (C'), one would obtain a set of assumptions that depend only on the operator \( \Delta \) and not on the drift \( X \). Moreover, in the case \( G \) has polynomial growth of degree \( d_\infty \), Assumption (C') with \( \varsigma = d_\infty \) follows by finite propagation speed (2.7) and the Cauchy–Schwarz inequality from the following estimate, involving the Plancherel measure \( \sigma_\Delta \) defined in (2.6):

\[
(C'') \quad \|F(\sqrt{\cdot})\|_{L^2(\sigma_\Delta)} \leq C \|(1 + |\cdot|)^{\varsigma} F\|_{L^\nu(\mathbb{R})}.
\]

As we will see in Section 4, such a relation between Assumption (C) and Plancherel-type estimates holds also in some groups of exponential growth (where the role of the dimension at infinity \( d_\infty \) in determining the value of \( \varsigma \) may be played by some “pseudo-dimension”). On the other hand, obtaining Assumption (C) via Lemma 2.2 and the Cauchy–Schwarz inequality from (C') or (C'') need not yield the lowest possible values of \( \varsigma \) and \( \nu \) (which in turn determine the order of the smoothness condition (3.1) in the multiplier theorem), whence our preference for Assumption (C) over the alternative formulations.

**Remark 3.6.** In contexts such as groups of polynomial growth, one may encounter Plancherel-type estimates of the form (C''), where the \( L^\nu \) norm in the right-hand side is replaced by an \( L^\infty \) norm, that is,

\[
(C''') \quad \|k_{F(\sqrt{\cdot})}\|_{L^2(\sigma_\Delta)} \leq C \|(1 + |\cdot|)^{\varsigma} F\|_{L^\infty(\mathbb{R})}
\]

(see, e.g., the discussion in [23, Section 3]). Under the support condition \( \mathbb{R}_+^d \cap \text{supp } \hat{F} \subseteq [h - 2, h] \), however, (C''') implies (C''); indeed, if the even function \( \alpha \in C_c(\mathbb{R}) \) is chosen so that \( \alpha|_{[-1,1]} \equiv 1 \), and \( \alpha_h(t) = \alpha(t-h+1) + \alpha(t-h-1) \), then

\[
\|(1 + |\cdot|)^{\varsigma} F\|_{L^\nu(\mathbb{R})} \leq \|(1 + |\cdot|)^{\varsigma} \alpha_h\|_{L^{\nu'}(\mathbb{R})} \|(1 + |\cdot|)^{\varsigma} F\|_{L^{\nu}(\mathbb{R})} \\
\lesssim \|\alpha\|_{H^\nu\nu'} \|(1 + |\cdot|)^{\varsigma} F\|_{L^{\nu}(\mathbb{R})}
\]

by Young’s inequality and translation-invariance of \( H^\nu_{\nu'} \), where \( \alpha_h \) denotes the inverse Fourier transform of \( \alpha_h \). Conversely, by the Cauchy–Schwarz inequality,

\[
\|(1 + |\cdot|)^{\varsigma} F\|_{L^{\nu}(\mathbb{R})} \leq C_{\varsigma,\nu'} \|(1 + |\cdot|)^{\varsigma} F\|_{L^\infty(\mathbb{R})}
\]

whenever \( \nu' > \nu + 1/\nu \). In view of this, stating Assumption (C) in terms of an \( L^\nu \) norm on the right-hand side, instead of an \( L^\infty \)-norm, does not seem to cause a loss of generality: namely, instead of working with \( \nu = \infty \) directly, it is enough to consider \( \nu < \infty \) arbitrarily large. Similar considerations allow one to treat the case where the \( L^\nu \) Sobolev norms in the right-hand side of Assumptions (A) and (B) are replaced with suitable \( L^\infty \) Sobolev norms (cf. (4.1) below).
The rest of the section is devoted to the proof of Theorem 3.1. Note that, by duality, it is enough to consider the case $p < 2$. The first step is proving the endpoint result for $p = 1$, which is contained in Proposition 3.7(iii) below.

Let $\omega$ and $\omega_1$ be defined as in (2.15)-(2.16) and define $\eta : \mathbb{R} \to \mathbb{R}$ by $\hat{\eta} = \omega + \omega_2$.

**Proposition 3.7.** Suppose that Assumptions (A), (B), (C) hold for some $\varphi \in [2, \infty)$, $\sigma \in (1/\varphi, \infty)$, $\varsigma, \kappa \in [0, \infty)$, $W \in (0, \infty)$. Let $M : \mathbb{R} \to \mathbb{C}$ be an even bounded Borel function and decompose it as $M = M_\ell + M_\eta$, where $M_\ell = \eta \ast M$.

(i) If $M \in H^{\sigma, -1/\varphi}_0\psi, \infty$, then $M_\ell(D_X)$ extends to a bounded operator from $h^1(\mu_X)$ to $L^1(\mu_X)$ and

$$
\|M_\ell(D_X)\|_{h^1(\mu_X) \to L^1(\mu_X)} \leq C \|M\|_{H^{\sigma, -1/\varphi}_0\psi, \infty}.
$$

(ii) If $M \in \mathcal{H}^{\sigma, -s, W}_0\psi, \infty$ for some $s > \varsigma + 1$, then $M_\eta(D_X)$ extends to a bounded operator on $L^1(\mu_X)$ and

$$
\|M_\eta(D_X)\|_{L^1(\mu_X) \to L^1(\mu_X)} \leq C_s \|M\|_{\mathcal{H}^{\sigma, -s, W}_0\psi, \infty}.
$$

(iii) If $M \in \mathcal{H}^{\sigma, -1/\varphi, W}_0\psi, \infty$ for some $s$ satisfying

$$
s \geq \sigma, \quad s > \varsigma + 1, \quad s > \kappa + 1/\varphi,
$$

then $M(D_X)$ extends to a bounded operator from $h^1(\mu_X)$ to $L^1(\mu_X)$ and

$$
\|M(D_X)\|_{h^1(\mu_X) \to L^1(\mu_X)} \leq C_s \|M\|_{\mathcal{H}^{\sigma, -1/\varphi, W}_0\psi, \infty}.
$$

**Proof.** By writing $M = M_R + iM_I$, where $M_R(z) = (M(z) + \overline{M(\bar{z})})/2$, and noting that $M_R$ and $M_I$ belong to any of the spaces $H^{\sigma, -1/\varphi}_0\psi, \infty$, $H^{\sigma, -s, W}_0\psi, \infty$, $H^{\sigma, -1/\varphi, W}_0\psi, \infty$ whenever $M$ does, we see that we may assume that $\overline{M(\bar{z})} = M(\bar{z})$, so in particular the operators $M(D_X), M_\ell(D_X), M_\eta(D_X)$ are self-adjoint on $L^2(\mu_X)$.

(i). We are going to show that $M_\ell(D_X)$ satisfies the conditions of Proposition 2.7. Note first that, since $M \in H^{\sigma, -1/\varphi}_0\psi, \infty$ and $\sigma > 1/\varphi$,

$$
\|M_\ell\|_\infty \lesssim \|M_\ell\|_{H^{\sigma, -1/\varphi}_0\psi, \infty} \lesssim \|M\|_{H^{\sigma, -1/\varphi}_0\psi, \infty} < \infty,
$$

by parts (v) and (viii) of Lemma 2.10. In particular $M_\ell(D_X)$ is bounded on $L^2(\mu_X)$ and

$$
\|M_\ell(D_X)\|_{L^2(\mu_X) \to L^2(\mu_X)} \lesssim \|M\|_{H^{\sigma, -1/\varphi}_0\psi, \infty}.
$$

Set $\ell = kM_\ell(D_X)$ and $\ell_X = kM_\ell(D_X)$, and note that

$$
\ell_X = \chi^{-1/2}\ell
$$

by (2.8). Since $\bar{\ell}_\ell = \bar{\eta}M$ and $\bar{\eta}$ is supported in $[-2, 2]$, by finite propagation speed (2.7) we conclude that $\ell$ and $\ell_X$ are supported in $B_\varphi(\ell, 2)$.
By (2.3) and (2.4) and self-adjointness of \(M_{\ell}(D_X)\), it is not difficult to check that the integral kernel \(L_X = K^{m_X}_{M_{\ell}(D_X)}\) with respect to \(\mu_X\) of the operator \(M_{\ell}(D_X)\) satisfies

\[
L_X(x, y) = L_X(y, x) = \ell_X(x^{-1}y) m(x) \chi^{-1}(x).
\]

Moreover, since \(\ell\) and \(\ell_X\) are supported in \(B_\rho(e, 2)\), the integral kernel \(L_X\) is supported in \(\{(x, y) \in G \times G : \varrho(x, y) \leq 2\}\). Thus

\[
\sup_{y \in G} \int_{(B_\rho(y, 2))^c} |L_X(x, y)| \, d\mu_X(x) = 0,
\]

and therefore the condition (2.11) is trivially satisfied, i.e., \(N_2^X(M_{\ell}(D_X)) = 0\).

Let \(B = B_\rho(eB, r_B)\), \(r_B \leq 1\). Note that, by (3.5),

\[
\sup_{y, z \in B} \int_{(2B)^c} |L_X(x, y) - L_X(x, z)| \, d\mu_X(x) \\
\leq 2 \sup_{y \in B} \int_{(2B)^c} |L_X(x, y) - L_X(x, c_B)| \, d\mu_X(x) \\
= 2 \sup_{y \in B} \int_{(2B)^c} |\ell_X(x^{-1}y) - \ell_X(x^{-1}c_B)| m(x) \, d\mu(x) \\
= 2 \sup_{y \in B} \int_{(B_\rho(e, 2r_B))^c} |\ell_X(xy) - \ell_X(x)| \, d\mu(x)
\]

and moreover, for all \(y \in B_\rho(e, r_B)\), by (3.4), the triangle inequality and the support conditions we deduce that

\[
\int_{(B_\rho(e, 2r_B))^c} |\ell_X(xy) - \ell_X(x)| \, d\mu(x) \\
\leq \sup_{B_\rho(e, 3)} \chi^{-1/2} \int_{(B_\rho(e, 2r_B))^c} |\ell(xy) - \ell(x)| \, d\mu(x) \\
+ \sup_{B_\rho(e, 2)} \chi^{-1/2} \int_{(B_\rho(e, 2r_B))^c} \left|\chi^{-1/2}(y) - 1\right| |\ell(x)| \, d\mu(x) \\
\leq \sup_{B_\rho(e, 3)} \chi^{-1/2} \int_{(B_\rho(e, 2r_B))^c} |\ell(xy) - \ell(x)| \, d\mu(x) \\
+ \sup_{B_\rho(e, 2)} \chi^{-1/2} \sup_{B_\rho(e, 1)} |\nabla H X^{-1/2}| r_B \int_{(B_\rho(e, 2r_B))^c} |\ell(x)| \, d\mu(x).
\]

By (3.3) and Assumptions (A) and (B), we conclude that

\[
\sup_{y, z \in B} \int_{(2B)^c} |L_X(x, y) - L_X(x, z)| \, d\mu_X(x) \lesssim \|M\|_{H_{-\infty}^{\sigma, -1/\rho}} < \infty.
\]

It follows that the condition (2.10) is satisfied, with \(N_1^X(M_{\ell}(D_X)) \lesssim \|M\|_{H_{-\infty}^{\sigma, -1/\rho}}\).
By Proposition 2.7, we conclude that the operator $M_f(D_X)$ is bounded from $h^1(\mu_X)$ to $L^1(\mu_X)$, with operator norm bounded by a multiple of $\|M\|_{\mathcal{H}^{s,1/\varphi}}$.

(ii) By (2.15) and (2.16) we can decompose $M_g = \sum_{h \geq 3} P_h$, where $\hat{P}_h = \omega_h \hat{M}$. By Assumption (C) and Lemma 2.12,

$$\|\chi^{1/2}k_{P_h(D)}\|_{L^1(\mu)} \leq e^{Wh} h^s \| (1 + |\cdot|)^\varphi P_h\|_{L^p(\mathbb{R})} \lesssim h^s \| M\|_{\mathcal{H}^{s,\varphi}}.$$ 

Since $s > \varsigma + 1$, by summing over $h$ we deduce that

$$\|k_{M_g(D_X)}\|_{L^1(\mu_X)} = \|\chi^{1/2}k_{M_g(D)}\|_{L^1(\mu)} \leq \sum_{h \geq 3} \|\chi^{1/2}k_{P_h(D)}\|_{L^1(\mu)} \lesssim \| M\|_{\mathcal{H}^{s,\varphi}}.$$ 

Moreover, since $-1/\varphi > \varsigma - s$, by Lemma 2.10(ii)

$$\|M\|_{\mathcal{H}^{s,\varphi}} \lesssim \| M\|_{\mathcal{H}^{s,1/\varphi,W}}.$$ 

Since $M = M_f + M_g$, part (iii) follows by combining parts (i) and (ii), and observing that boundedness on $L^1(\mu_X)$ implies boundedness from $h^1(\mu_X)$ to $L^1(\mu_X)$. 

Via interpolation we can now derive Theorem 3.1 in the remaining case $p \in (1,2)$; the result is contained in Proposition 3.8(iii).

**Proposition 3.8.** Suppose that Assumptions (A), (B), (C) hold for some $\varphi \in [2,\infty)$, $\varsigma \in (1/\varphi, \infty)$, $\varsigma, \varsigma \in [0, \infty)$, $W \in (0, \infty)$. Let $q \in (\varphi, \infty)$. Let $M : \mathbb{R} \to \mathbb{C}$ be an even bounded Borel function and decompose it as $M = M_f + M_g$, where $M_f = \eta * M$.

(i) If $M \in \mathcal{H}^{s,1/\varphi}_{q,q}$ for some $s > \sigma\varphi/q$, then $M_f(D_X)$ extends to a bounded operator on $L^p(\mu_X)$ for all $p$ satisfying $|1/p - 1/2| \leq \varphi/(2q)$ and

$$\|M_f(D_X)\|_{L^p(\mu_X) \to L^p(\mu_X)} \leq C_{s,q} \|M\|_{\mathcal{H}^{s,1/\varphi}_{q,q}}.$$ 

(ii) If $M \in \mathcal{H}^{s,\tau,s,W}_{q,q}$ for some $s > (\varsigma + 1)\varphi/q$ and $\tau > \varsigma\varphi/q$, then $M_g(D_X)$ extends to a bounded operator on $L^p(\mu_X)$ for all $p$ satisfying $|1/p - 1/2| \leq \varphi/(2q)$ and

$$\|M_g(D_X)\|_{L^p(\mu_X) \to L^p(\mu_X)} \leq C_{s,\tau,q} \|M\|_{\mathcal{H}^{s,\tau,s,W}_{q,q}}.$$
(iii) If $M \in \mathcal{H}_{q, \infty}^{s, -1/q, W'p / q}$ for some $s$ satisfying

$$s > (\varphi / q) \max \{\sigma, \varsigma + 1, \kappa + 1 / \varphi\},$$

then $M(D_X)$ extends to a bounded operator on $L^p(\mu_X)$ for all $p$ satisfying $|1/p - 1/2| \leq \varphi/(2q)$ and

$$\|M(D_X)\|_{L^p(\mu_X) \to L^p(\mu_X)} \leq C_s \|M\|_{\mathcal{H}_{q, \infty}^{s, -1/q, W'p / q}}.$$

**Proof.** Note that, by duality and interpolation, it is enough to prove the above boundedness results in the case $1/p = 1/2 + \varphi/(2q)$.

(i). Take any $q_0 \in (q, \infty)$ and $s_0 \in (1/q_0, \infty)$. Then

$$\|M_{\ell}(D_X)\|_{L^2(\mu_X) \to L^2(\mu_X)} \lesssim \|M\|_{H^{s_0, -1/q}_0, \infty},$$

by Young’s inequality and Lemma 2.10(v), and therefore

$$\|M_{\ell}(D_X)\|_{L^{p_0}(\mu_X) \to L^{p_0}(\mu_X)} \lesssim \|M\|_{H^{s_0, -1/q}_0, \infty}. $$

On the other hand, if $s_1 = \sigma$ and $q_1 = \varphi$, then, by Proposition 3.7(i),

$$\|M_{\ell}(D_X)\|_{\mathcal{H}_{q_1, \infty}^{s_1(\mu_X) \to L^{1}(\mu_X)}} \lesssim \|M\|_{H^{s_1, -1/q_1}_1, \infty}.$$ 

Therefore, by interpolation (see [6, Theorem 4.4.2], Lemma 2.9 and Theorem 2.8),

$$\|M_{\ell}(D_X)\|_{L^{q_0}(\mu_X) \to L^{q_0}(\mu_X)} \lesssim \|M\|_{H^{s_0, -1/q_0}_q, \infty}$$

for all $\theta \in (0, 1)$, where $s_{\theta} = \frac{(1 - \theta)s_0 + \theta s_1}{1 - \theta}$ and $\frac{1}{q_{\theta}} = \frac{(1 - \theta)}{q_0} + \frac{\theta}{q_1}$, $1/q_{\theta} = (1 - \theta)/2 + \theta/1 = 1/2 + \theta/2$.

If we take $\theta = \varphi / q$, then $p_\theta = p$ and therefore it is enough to choose $q_0$ and $s_0$ so that the continuous embedding $H^{s_0, -1/q}_{q, \infty} \subseteq H^{s_0, -1/q}_{q, \infty}$ holds. Note, on the other hand, that $1/q_0 > \frac{q}{q_1} = 1/q$, that is, $q > q_0$; therefore, by parts (i) and (iii) of Lemma 2.10, the required embedding holds whenever $s \geq s_0$. Since $s_0 = (1 - \varphi / q)s_0 + \sigma \varphi / q$, and $s > \sigma \varphi / q$ by assumption, the inequality $s \geq s_0$ can be simply achieved by choosing $q_0 \in (q, \infty)$ sufficiently large and $s_0 \in (1/q_1, \infty)$ sufficiently small.

(ii). Take any $q_0 \in (q, \infty)$ and $s_0 \in (1/q_0, \infty)$. Then

$$\|M_{\ell}\|_{\infty} \lesssim \|M\|_{\infty} \lesssim \|M\|_{H^{s_0, -1/q_0}_0, \infty} \lesssim \|M\|_{\mathcal{H}_{q_0, \infty}^{s_0, -1/q_0, 0}}$$

by Young’s inequality and Lemma 2.10(v). Therefore

$$\|M_{\ell}(D_X)\|_{L^{p_0}(\mu_X) \to L^{p_0}(\mu_X)} \lesssim \|M\|_{H^{s_0, -1/q_0}_0, \infty}.$$ 

On the other hand, if $s_1 > \varsigma - 1$ and $q_1 = \varphi$, then, by Proposition 3.7(ii),

$$\|M_{\ell}(D_X)\|_{L^{q_1}(\mu_X) \to L^{q_1}(\mu_X)} \lesssim \|M\|_{H^{s_1, -1/q_1}_1, \infty}.$$
Therefore, by interpolation (see [6, Theorem 4.4.1] and Lemma 2.11),
\[ ||M_g(D)\|_{L^{p_1}(\mu_X) \rightarrow L^{p_2}(\mu_X)} \lesssim ||M\|_{\mathcal{G}_{q_0}^{s_0, \tau_0, W_{\theta}}}, \]
for all \( \theta \in (0, 1) \), where \( s_0 = (1 - \theta)s_0 + \theta s_1 \), \( \tau_0 = -(1 - \theta)/q_0 + \theta(\tau - s_1) \) and \( 1/q_0 = (1 - \theta)/q_0 + \theta/q_1 \), \( 1/p_0 = (1 - \theta)/2 + \theta/1 = 1/2 + \theta/2 \).

If we take \( \theta = \varphi/q \), then \( p_0 = p \) and \( W\theta = W\varphi/q \), and therefore it is enough to choose \( q_0 \) and \( s_0 \) so that the continuous embedding \( \mathcal{H}_{q_0}^{\tau_0, \varphi} \subseteq \mathcal{H}_{q_0}^{s_0, \tau_0, W_\varphi} \) holds. Note, on the other hand, that \( 1/q_0 > \theta/q_1 = 1/q_0 \), that is, \( q > q_0 \); therefore, by parts (i), (ii) and (iii) of Lemma 2.10, the required embedding holds whenever \( s \geq s_0 \) and \( \tau - s > \tau_0 - 1/q_0 + 1/q_0 \). Since \( \tau_0 - 1/q_0 + 1/q_0 = \varphi/q(\tau - s_1) \) and we have assumed \( \tau > \varphi/q \) and \( s > (\varsigma + 1)\varphi/q \), the inequality \( \tau - s > \tau_0 - 1/q_0 + 1/q_0 \) can be rewritten as \( \tau > \varphi/q + (s - s_1\varphi/q) \) and is achieved by choosing \( s_1 \in (\varsigma + 1, s_0/q) \) so that \( s - s_1\varphi/q \) is sufficiently small. Therefore, since \( s_0 = (1 - \theta)s_0 + s_1\varphi/q \) and \( s > s_1\varphi/q \), the inequality \( s \geq s_0 \) is simply achieved by choosing \( q_0 \in (q, \infty) \) sufficiently large and \( s_0 \in (1/q_0, \infty) \) sufficiently small.

(iii). Note that
\[ ||M||_{\mathcal{H}_{q_0}^{s_0, \tau_0, W_\varphi}} \lesssim ||M||_{\mathcal{G}_{q_0}^{s_0, \tau_0, W_\varphi}}, \]
by (2.13). Moreover, since \( s > \varphi/q + 1/q_0 \), we can choose \( \tau > \varphi/q \) so that \( s > \tau + 1/q_0 \), whence \(-1/q > \tau - s \) and therefore, by Lemma 2.10(ii),
\[ ||M||_{\mathcal{G}_{q_0}^{s_0, \tau_0, W_\varphi}} \lesssim ||M||_{\mathcal{G}_{q_0}^{s_0, \tau_0, W_\varphi}}. \]
Since \( M = M_\ell + M_g \), part (iii) follows by combining (i) and (ii).

\[ \square \]

4. Applications

Here we show how our general conditional results, namely Theorem 3.1 and Corollary 3.2, can be applied to refine the multiplier theorem of [31] for sub-Laplacians with drift on Lie groups of polynomial growth. Moreover we present an application to distinguished sub-Laplacians with drift on certain groups of exponential growth, whose no-drift counterpart was discussed in [46].

4.1. Lie groups of polynomial growth

Suppose that \( G \) is a non-compact Lie group of polynomial growth. Let \( d_0, d_\infty \in \mathbb{N} \setminus \{0\} \) and \( \delta \in (0, 1] \) be as in Proposition 2.1. Set \( d = \max\{d_0, d_\infty\} \).

Let \( \psi \) be defined as in (2.12). For all \( s \geq 0 \) we define
\[ ||F||_{L^\infty_{\varphi, \delta, d_\infty}} = \sup_{t > 0} ||F(t) \psi||_{\mathcal{H}_{q_0}^{s_0, \tau_0, W_\varphi}}. \]
Finiteness of \( ||F||_{L^\infty_{\varphi, \delta, d_\infty}} \) can be thought of as a homogeneous \( L^\infty \) Mihlin–Hörmander condition, which can be compared with the \( L^2 \) inhomogeneous conditions introduced in Section 2.2 by observing that, by Sobolev’s embedding (see, e.g., [6,
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Theorems 6.2.4 and 6.5.1] and [41, Lemma 4.8]),

\[ \|F\|_{L^\infty_{x,s,\text{sloc}}} \lesssim \|F\|_{H^{\sigma,-1/q}_{x,\infty}} \]

whenever \( q \in (1, \infty) \) and \( \sigma > s + 1/q \).

It is well-known [2, 21, 23, 29] that a multiplier theorem of Mihlin–Hörmander type holds for the sub-Laplacian without drift \( \Delta \), entailing the weak-type estimate

\[ \|F(\Delta)\|_{L^1(\mu) \to L^{1,\infty}(\mu)} \lesssim \|F\|_{L^\infty_{x,\text{sloc}}} \]

for all \( s > d/2 \). From its proof the following estimates can be derived.

**Lemma 4.1.** Let \( F : \mathbb{R} \to \mathbb{C} \) be a function such that \( \|F\|_{L^\infty_{x,\text{sloc}}} < \infty \) for some \( s > d/2 \). Then the following inequalities hold:

(i) \( \sup_{y \in G} \int_{|x| \geq 2|y|} |k_{F(\Delta)}(xy) - k_{F(\Delta)}(x)| \, d\mu(x) \leq C_s \|F\|_{L^\infty_{x,\text{sloc}}} \)

(ii) \( \sup_{r > 0} \int_{|x| < 2r} |k_{F(\Delta)}(x)| \, d\mu(x) \leq C_s \|F\|_{L^\infty_{x,\text{sloc}}} \)

In addition, if \( r \in (0, \infty) \), \( F : \mathbb{R} \to \mathbb{C} \) is even and \( \hat{F} \subseteq [-r, r] \), then, for all \( \gamma > d_0/2 \),

(iii) \( \|\chi^{1/2}k_{F(\Delta)}\|_{L^1(\mu)} \leq C_\gamma (1 + r)^{(d_\infty - \delta)/2} e^{b|x|^2/r} \sup_{t \geq 0} |(1 + t)^\gamma F(t)| \).

**Proof.** By replacing \( F \) with \( \overline{F} \), exploiting the unimodularity of \( G \) and the fact that \( k_{\overline{F}(\Delta)}(x) = k_{F(\Delta)}(x - 1) \), the estimate in part (i) can be equivalently rewritten as

\[ \sup_{y \in G} \int_{|x| \geq 2|y|} |k_{F(\Delta)}(y^{-1}x) - k_{F(\Delta)}(x)| \, d\mu(x) \leq C_s \|F\|_{L^\infty_{x,\text{sloc}}} \]

which is proved in [2, eq. (13)].

Let us now prove part (ii). Note that, by Proposition 2.1,

\[ V_\rho(\lambda r) \leq C (1 + \lambda)^d V_\rho(r) \]

for all \( \lambda, r \in \mathbb{R}^+ \). Moreover, by [59, Theorem VIII.2.4], \( \Delta \) satisfies Gaussian-type heat kernel bounds of the form

\[ |k_{\exp(-t\Delta)}| \leq C V_\rho(t^{1/2} - 1) \exp(-b|x|^2/t) \]

for some \( C, b \in \mathbb{R}^+ \) and all \( t \in \mathbb{R}^+ \). Hence we can apply [42, Theorem 6.1] to the operator \( \Delta \).

Define now \( F_j(\lambda) = F(2^j \lambda) \psi(\lambda) \) for all \( j \in \mathbb{Z} \) and set \( \hat{F}_j = \sum_{j < J} F_j(2^{-j} \cdot) \) for all \( J \in \mathbb{Z} \). Then, for all \( J \in \mathbb{Z} \),

\[ F(\Delta) = \hat{F}_J(\Delta) + \sum_{J \leq j} F_j(2^{-j} \Delta) \]
in the sense of strong convergence of operators on $L^2(\mu)$.

Choose $\varepsilon \in \mathbb{R}^+$ so that $s > d/2 + \varepsilon$. Fix $r \in \mathbb{R}^+$, and let $J \in \mathbb{Z}$ be minimal so that $2^{j/2}r > 1$.

Note that $\text{supp} F_j \subseteq [2^{j-2}, 2^{j+2}]$. By [42, Theorem 6.1(ii)], for all $j \in \mathbb{Z}$ such that $j \geq J$,

$$
\int_{r \leq |x| < 2r} |k_{F_j(2^{-j}\Delta)}(x)| \, d\mu(x) \leq (1 + 2^{1+j/2}r)^{-\varepsilon} \| (1 + 2^{1+j/2}r)^{\varepsilon} k_{F_j(2^{-j}\Delta)} \|_1
$$

$$
\leq C_s (1 + 2^{1+j/2}r)^{-\varepsilon} \| F \|_{\mathcal{H}_s}
$$

$$
\leq C_s (2^{j/2}r)^{-\varepsilon} \| F \|_{L^s_{\text{loc}}}.
$$

On the other hand, $\text{supp} \hat{F}_J \subseteq [0, 2^{j+2}]$. Hence, by Hölder’s inequality and [42, Theorem 6.1(i)],

$$
\int_{r \leq |x| < 2r} |k_{\hat{F}_J(\Delta)}(x)| \, d\mu(x) \leq V_0(2r)^{1/2} \| k_{\hat{F}_J(\Delta)} \|_2
$$

$$
\leq CV_0(2r)^{1/2} V_0(2^{-1-j/2})^{-1/2} \| \hat{F}_J \|_{\infty}
$$

$$
\leq C \| F \|_{\infty};
$$

in the last step the fact that $2^{-j/2} \sim r$ and the doubling condition (4.3) were used.

Therefore, by summing the previous estimates,

$$
\int_{r \leq |x| < 2r} |k_{F(\Delta)}(x)| \, d\mu(x)
$$

$$
\leq \int_{r \leq |x| < 2r} |k_{\hat{F}_J(\Delta)}(x)| \, d\mu(x) + \sum_{j \geq J} \int_{r \leq |x| < 2r} |k_{F_j(2^{-j}\Delta)}(x)| \, d\mu(x)
$$

$$
\leq C_s \left( \| F \|_{\infty} + \| F \|_{L^s_{\text{loc}}} \sum_{j \in \mathbb{Z}} (2^{j/2}r)^{-\varepsilon} \right)
$$

$$
\leq C_s \| F \|_{L^s_{\text{loc}}}
$$

and part (ii) follows.

As for part (iii), note that, if $\text{supp} \hat{F} \subseteq [-r, r]$, then, by finite propagation speed, $\text{supp} k_{F(D)} \subseteq B_\varepsilon(e, r)$ and therefore, by Lemma 2.2 and the Cauchy–Schwarz inequality,

$$
\| \chi^{1/2} k_{F(D)} \|_{L^1(\mu)} \leq (1 + r)^{(d_\infty - \delta)/2} \| k_{F(D)} \|_{L^2(\mu)}.
$$

On the other hand, for all $\gamma > d_0/2$,

$$
\| k_{F(D)} \|_{L^2(\mu)} = \| F(D) \|_{L^2(\mu) \rightarrow L^\infty(\mu)}
$$

$$
\leq \|(1 + \Delta)^{\gamma/2} F(D) \|_{L^2(\mu) \rightarrow L^2(\mu)}
$$

$$
\times \|(1 + \Delta)^{-\gamma/2} \|_{L^2(\mu) \rightarrow L^\infty(\mu)}
$$
and, by spectral theory,

\[ \| (1 + \Delta)^{\gamma/2} F(D) \|_{L^2(\mu) \to L^2(\mu)} \lesssim \sup_{t \geq 0} |(1 + t)^\gamma F(t)|. \]

Since \( \| (1 + \Delta)^{-\gamma/2} \|_{L^2(\mu) \to L^\infty(\mu)} < \infty \) (see, e.g., [31, proof of Lemma 5.6]), part (iii) follows.

The previous lemma, together with (4.1) and Remarks 3.4 and 3.6, shows that Assumptions (A), (B), (C) are satisfied for \( W = b_X, \varphi \in [2, \infty), \zeta = (d_\infty - \delta)/2, \kappa > d_0/2, \sigma > \max\{d_0, d_\infty\}/2. \) Hence in this case from Corollary 3.2 we obtain the following multiplier theorem, whose part (i) refines [31, Theorem 5.2].

**Theorem 4.2.** Suppose that \( G \) is a non-compact Lie group of polynomial growth, and let \( d_0, d_\infty \in \mathbb{N}\setminus\{0\} \) and \( \delta \in (0, 1] \) be as in Proposition 2.1. Let \( p \in [1, \infty] \setminus \{2\}. \) Let \( W_{X,p} \) be defined as in (3.2). Suppose that \( M \in H^\infty(\Sigma_{W_{X,p}}; \eta) \) for some \( \eta \in \mathbb{N}, \)

\[ s > |1/p - 1/2| \max\{d_0, d_\infty - \delta + 2\}. \tag{4.4} \]

Then the following hold:

(i) if \( p \in (1, \infty), \) then \( M(D_X) \) extends to a bounded operator on \( L^p(\mu_X); \)

(ii) if \( p = 1, \) then \( M(D_X) \) extends to a bounded operator from \( h^1(\mu_X) \) to \( L^1(\mu_X); \)

(iii) if \( p = \infty, \) then \( M(D_X) \) extends to a bounded operator from \( L^\infty(\mu_X) \) to \( bmo(\mu_X). \)

Note that in [31, Theorem 5.2] the condition \( s > \max\{d_0 + 4, d_\infty + 2\}/2 \) is required instead of (4.4).

Suppose now that \( G \) is a stratified group and \( \Delta \) is a homogeneous sub-Laplacian thereon. In this case \( d = d_0 = d_\infty \) is the homogeneous dimension of \( G, \) and moreover \( \delta = 1 \) (since \( V_0(r) = V_0(1)^{r^2}, \) so the condition (4.4) becomes

\[ s > |1/p - 1/2|/(d + 1). \]

This condition (or rather its endpoint version for \( p = 1 \)) should be compared with the condition \( s > d/2 \) in the multiplier theorem (4.2) for the sub-Laplacian without drift \( \Delta. \) Note that, in the case of stratified groups, a sharper result for \( \Delta \) is available [15, 47], where the \( L^\infty \) Sobolev norm in (4.2) is replaced by an \( L^2 \) Sobolev norm. Moreover, for many classes of stratified groups (especially 2-step groups), the condition \( s > d/2 \) is not optimal and in a number of cases it can be pushed down to \( s > (\dim G)/2, \) where \( \dim G \) is the topological dimension of \( G \) [28, 43, 44, 45, 53]. It is conceivable that similar techniques could be adapted to sharpen the estimates in Lemma 4.1 and refine the result for the sub-Laplacian with drift \( \Delta_X \) on those classes of groups.
### 4.2. Solvable extensions of stratified groups

In this subsection we prove a multiplier theorem for the sub-Laplacian with drift $\Delta_X$ when $G$ is a solvable extension of a stratified Lie group constructed as follows (we refer to [46] for more details on the construction).

Let $N$ be a stratified group. In other words, $N$ is a simply connected Lie group, whose Lie algebra $n$ is endowed with a derivation $D$ such that the eigenspace of $D$ corresponding to the eigenvalue 1 generates $n$ as a Lie algebra. The eigenvalues of $D$ are positive integers $1, \ldots, S$ and $n$ is the direct sum of the eigenspaces of $D$, which are called layers: the $j$th layer corresponds to the eigenvalue $j$. Moreover $n$ is $S$-step nilpotent, where $S$ is the maximum eigenvalue. The exponential map $\exp_N : n \to N$ is a diffeomorphism and provides global coordinates for $N$. Any chosen Lebesgue measure on $n$ is then a left and right Haar measure on $N$.

The formula $\delta_t = \exp((\log t)D)$ defines a family of automorphic dilations $(\delta_t)_{t>0}$ on $N$. For all measurable sets $E \subset N$ and $t > 0$, $|\delta_t E| = t^Q |E|$, where $Q = \text{tr} D$ is the homogeneous dimension of $N$. Note that $Q \geq \text{dim} N$, where $\text{dim} N$ is the topological dimension of $N$, and in fact $Q = \text{dim} N$ if and only if $S = 1$, i.e., if and only if $N$ is abelian. Note moreover that, if $Q = 1$, then $N \cong \mathbb{R}$.

Let $A = \mathbb{R}$, considered as an abelian Lie group. Again we identify $A$ with its Lie algebra $a$. Then $A$ acts on $N$ by dilations, that is, we have a homomorphism $A \ni u \mapsto \delta_u \in \text{Aut}(N)$ and we can define the corresponding semidirect product $G = N \rtimes A$, with operation $(z,u) \cdot (z',u') = (z \cdot e^{uD} z', u + u')$.

The group $G$ is a solvable Lie group. The right Haar measure $\mu$ on $G$ is given by $d\mu(z,u) = dz \, du$ [33, §(15.29)] and the modular function $m$ is given by $m(z,u) = e^{-Qu}$. In particular $G$ is not unimodular and has exponential volume growth [26, Lemme I.3].

Consider a system $\hat{X}_1, \ldots, \hat{X}_\nu$ of left-invariant vector fields on $N$ that form a basis of the first layer of the Lie algebra of $N$. Let $\hat{X}_0 = \partial_u$ be the canonical basis of $a$. The vector fields $\hat{X}_0$ on $A$ and $\hat{X}_1, \ldots, \hat{X}_\nu$ on $N$ can be lifted to left-invariant vector fields on $G$ given by

$$X_0|_{(z,u)} = \hat{X}_0|_{z} = \partial_u, \quad X_j|_{(z,u)} = e^u \hat{X}_j|_{z} \quad \text{for } j = 1, \ldots, \nu.$$

The system $X_0, \ldots, X_\nu$ generates the Lie algebra $\mathfrak{g}$ of $G$ and determines a sub-Riemannian structure and a left-invariant sub-Laplacian $\Delta = -\sum_{j=0}^\nu X_j^2$ on $G$. A formula for the sub-Riemannian distance $\varrho$ is available in this case [46, Proposition 2.7] and the corresponding local dimension $d_0$ (see Proposition 2.1) equals $Q + 1$.

Recall from the discussion in Section 2.1 that symmetric sub-Laplacians with drift on $G$ correspond to positive characters.

**Lemma 4.3.** All nontrivial positive characters of $G$ are of the form

$$\chi_\alpha(z,u) = e^{\alpha u}, \quad \forall (z,u) \in G,$$

for some $\alpha \in \mathbb{R} \setminus \{0\}$. 
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**Proof.** Let \( \chi \) be a positive character of \( G \). Then its differential \( \chi' : \mathfrak{g} \to \mathbb{R} \) is a homomorphism of Lie algebras and therefore \( \chi' \) vanishes on \([\mathfrak{g}, \mathfrak{g}]\). On the other hand, as explained in [46, §2.1], \( \mathfrak{g} \) can be identified with the semidirect product \( \mathfrak{n} \rtimes \mathfrak{a} \), and \([\mathfrak{g}, \mathfrak{g}] = \{(z, 0) : z \in \mathfrak{n}\} \). Hence \( \chi'(z, u) = \alpha_u \) for some \( \alpha \in \mathbb{R} \), and consequently \( \chi(z, u) = e^{\alpha u} \).

Given \( \alpha \in \mathbb{R} \setminus \{0\} \), we consider the vector field \( X = \alpha X_0 \). It is easy to check that \( X|_e = \nabla_H \chi|_e \), where \( \chi_\alpha \) is given by (4.5). We shall prove a multiplier theorem for \( \Delta X = \Delta - X \).

Let \( \psi \) be defined as in (2.12). For all \( s \geq 0 \) we define

\[
\|F\|_{L^2_{s,\text{loc}}} = \sup_{t > 0} \|F(t\cdot)\psi\|_{L^2_s}.
\]

Finiteness of \( \|F\|_{L^2_{s,\text{loc}}} \) can be thought of as a homogeneous Mihlin–Hörmander condition, which can be compared with the inhomogeneous conditions introduced in Section 2.2 by observing that

\[
\|F\|_{L^2_{s,\text{loc}}} \lesssim \|F\|_{L^2_{s,\text{loc}}^{1,\infty}}
\]

whenever \( s > 1/2 \) (see, e.g., [41, Lemma 4.8]).

In [46] a multiplier theorem of Mihlin–Hörmander type for the sub-Laplacian without drift \( \Delta \) was proved, entailing the weak-type estimate

\[
\|F(\Delta)\|_{L^1(\mu) \to L^{1,\infty}(\mu)} \lesssim \|F\|_{L^2_{s,\text{loc}}}.
\]

for \( s > \max\{3/2, (Q + 1)/2\} \). From its proof a number of estimates can be derived, that can be used to verify the assumptions of the conditional multiplier theorem of Section 3. It should be noted that [46] only discusses the case \( Q \geq 2 \) explicitly, but a few small adjustments allow one to consider the case \( Q = 1 \) as well.

For all \( \lambda \in \mathbb{R}^+ \) and \( a, b \in \mathbb{R} \), let \( \lambda^{[a,b]} \) denote \( \lambda^s \) if \( \lambda \leq 1 \) and \( \lambda^b \) if \( \lambda \geq 1 \).

**Lemma 4.4.** For all even bounded Borel functions \( F : \mathbb{R} \to \mathbb{C} \),

\[
\|k_{F(D)}\|_{L^2(\mu)}^2 \sim \int_0^\infty |F(\lambda)|^2 \lambda^{[3, Q + 1]} \frac{d\lambda}{\lambda},
\]

Moreover, if \( \text{supp} \ F \subseteq [-2, 2] \) then, for all \( \varepsilon \in \mathbb{R}_0^+ \), \( t \in \mathbb{R}^+ \) and \( y \in B_0(e, 1) \),

\[
\int_{|x| \leq t} |k_{F(D)}(x)| (1 + t^{-1}|x|)^s \, d\mu(x) \leq C_{s, \varepsilon} \|F\|_{H^{s, \varepsilon}_L},
\]

\[
\int_{|x| \leq t} |\nabla H k_{F(D)}(x)| (1 + t^{-1}|x|)^s \, d\mu(x) \leq C_{s, t} \|F\|_{H^{s, \varepsilon}_L},
\]

\[
\int_{|x| \leq 3} |k_{F(D)}(xy) - k_{F(D)}(x)| \, d\mu(x) \leq C_{s, t} |y| \|F\|_{H^{s, \varepsilon}_L}
\]

whenever \( t \leq 1 \) and \( s > (Q + 1)/2 + \varepsilon \), or \( t \geq 1 \) and \( s > 0 \).
Proof. The Plancherel estimate (4.8) is just a rephrasing of [46, Corollary 4.6], in a form that is valid in the case $Q = 1$ too (cf. [27, Introduction, Theorem 4.2]).

To prove (4.9), note first that from finite propagation speed (2.7), the Cauchy–Schwarz inequality and the fact that $Q + 1$ is the local dimension associated to the sub-Riemannian structure, one immediately obtains that, for all $r \in \mathbb{R}^+$ and all even $f : \mathbb{R} \rightarrow \mathbb{C}$ with $\text{supp} f \subseteq [-r, r]$,

$$
\int_{|x| \leq 4} |k_{f_{(D)}}(x)| \, d\mu(x) \lesssim \min\{r^{(Q+1)/2}, 1\} \|k_{f_{(D)}}\|_{L^2(\mu)}.
$$

(4.12)

Take now an even $F : \mathbb{R} \rightarrow \mathbb{C}$ with $\text{supp} F \subseteq [-2, 2]$, and decompose $F(t \cdot) = \sum_{l=0}^{\infty} f_{l,t}$ as in [46, Lemma 5.2]. Similarly as in the proof of [46, Proposition 5.3], but using (4.12) in place of [46, Proposition 5.1], one then obtains that, for all $\varepsilon \in \mathbb{R}^+$,

$$
\int_{|x| \leq 4} |k_{f_{l,t}(D)}(x)| (1 + t^{-1} |x|)^\varepsilon \, d\mu(x) \lesssim (1 + t^{-1} \min\{2^l t, 1\})^\varepsilon \min\{2^l t (Q+1)/2, 1\} \|k_{f_{l,t}(D)}\|_{L^2(\mu)}
$$

$$
\lesssim (1 + t^{-1} \min\{2^l t, 1\})^\varepsilon \min\{2^l t (Q+1)/2, 1\} 2^{-st/2} (t^{-1} [(Q+1)/2]_+ \|F\|_{H^\varepsilon_2}.
$$

(4.13)

Hence, if $t \geq 1$, then

$$
\int_{|x| \leq 4} |k_{F_{(D)}}(x)| (1 + t^{-1} |x|)^\varepsilon \, d\mu(x) \lesssim (1 + t^{-1} )^\varepsilon \sum_{l=0}^{\infty} 2^{-s l} \lesssim \|F\|_{H^\varepsilon_2}
$$

whenever $s > 0$. If instead $t \leq 1$, then

$$
\int_{|x| \leq 4} |k_{F_{(D)}}(x)| (1 + t^{-1} |x|)^\varepsilon \, d\mu(x) \lesssim \|F\|_{H^\varepsilon_2} \left( t^{-(Q+1)/2 - \varepsilon} \sum_{\ell : 2^\ell \geq t^{-1}} 2^{-s l} + \sum_{\ell : 2^\ell < t^{-1}} 2^{(\varepsilon + (Q+1)/2 - s) l} \right) \lesssim \|F\|_{H^\varepsilon_2}
$$

whenever $s > (Q + 1)/2 + \varepsilon$.

As for (4.10), observe that the following analogue of (4.12) holds for all $r \in \mathbb{R}^+$ and all even $f : \mathbb{R} \rightarrow \mathbb{C}$ with $\text{supp} f \subseteq [-r, r]$:

$$
\int_{|x| \leq 4} |\nabla_H k_{f_{(D)}}(x)| \, d\mu(x) \lesssim \min\{r^{(Q+1)/2}, 1\} \|\nabla_H k_{f_{(D)}}\|_{L^2(\mu)};
$$

(4.14)

and decompose $f_{(D)}$ as in [46, Lemma 5.2]. Similarly as in the proof of [46, Proposition 5.3], one easily obtains (4.10).

Finally, (4.11) is an immediate consequence of (4.10) in the case $\varepsilon = 0$ (cf. [46, Lemma 5.4] and the proof of [59, Lemma VIII.1.1]).
Lemma 4.5. Let $F : \mathbb{R} \to \mathbb{C}$ be even and such that $\text{supp} \hat{F} \subseteq [-2,2]$, and let $s > \frac{Q+1}{2}$. Then the following inequalities hold:

(i) $\sup_{y \in B_0(e,1)} \int_{|x| \geq 2|y|} |k_F(y)| (1 + 2^j |x|)^s \, d\mu(x) \lesssim \|F\|_{L^2_{s,\text{loc}}}^2$;

(ii) $\sup_{0 < r \leq 1} \int_{r \leq |x| < 2r} |k_F(y)| \, d\mu(x) \lesssim \|F\|_{L^2_{s,\text{loc}}}^2$.

In addition, for all $r \in (0,\infty)$ and all even $F : \mathbb{R} \to \mathbb{C}$ such that $\hat{F} \subseteq [-r,r]$, the estimate

(iii) $\|\chi_\alpha k_F\|_1 \leq C_\alpha (1 + r)^{s/2} e^{r|\alpha|/2} \int_0^\infty |F(\lambda)|^2 \lambda |\alpha| \langle \lambda \rangle^s \, d\lambda$ holds with $\zeta = 1$, and actually one can take $\zeta = 1/2$ when $\alpha = -Q/2$, and $\zeta = 0$ when $\alpha < -Q/2$.

Proof. We first prove parts (i) and (ii). Let $\psi$ be defined as in (2.12). Choose $\varepsilon \in (0,1)$ such that $s > \frac{Q+1}{2} + \varepsilon$. Arguing as in the proof of [46, Theorem 1.1] define

$$F_j(\lambda) = F(2^j \lambda) \psi(\lambda) \quad \forall j \in \mathbb{Z} \quad \forall \lambda \in \mathbb{R}^+.$$ 

Then

$$F(D) = \sum_{j \in \mathbb{Z}} F_j(2^{-j}D),$$

in the sense of strong convergence of operators on $L^2(\mu)$.

Let $k_j = k_{F_j(2^{-j}D)}$. Hence, from (4.9) and (4.11) it follows that, for all $j \in \mathbb{Z}$ and $y \in B_0(e,1)$,

$$\int_{|x| \leq 4} |k_j(x)| \, (1 + 2^j |x|)^s \, d\mu(x) \lesssim \|F\|_{L^2_{s,\text{loc}}}^2,$n

and

$$\int_{|x| \leq 2} |k_j(x) - k_j(x)| \, d\mu(x) \lesssim 2^j |y| \|F\|_{L^2_{s,\text{loc}}}.$$

Take any $y \in B_0(e,1)$ and choose $J$ as the smallest integer such that $2^J |y| > 1$. Then, by (4.15),

$$\sum_{j > J} \int_{3|y| \leq |x| \leq 2|y|} |k_j(x) - k_j(x)| \, d\mu(x) \leq 2 \sum_{j > J} \int_{4|y| \leq |x| \leq 2|y|} |k_j(x)| \, d\mu(x) \lesssim \|F\|_{L^2_{s,\text{loc}}}^2.$$

Moreover, by (4.16),

$$\sum_{j \leq J} \int_{3|y| \leq |x| \leq 2|y|} |k_j(x) - k_j(x)| \, d\mu(x) \lesssim \sum_{j \leq J} 2^j |y| \|F\|_{L^2_{s,\text{loc}}}^2 \lesssim 2^J |y| \|F\|_{L^2_{s,\text{loc}}}^2 \lesssim \|F\|_{L^2_{s,\text{loc}}}^2.$$
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Note also that $\text{supp } k_{F(D)} \subseteq B_{\varrho}(e, 2)$ by finite propagation speed (2.7) and the condition $\text{supp } F \subseteq [-2, 2]$, so the integral in the left-hand side of (i) is actually restricted to $|x|_{\varrho} \leq 3$. Hence the estimate (i) follows by (4.17) and (4.18).

We now prove (ii). Fix $r \in (0, 1]$. If we choose $J$ as the smallest integer such that $2^J r > 1$, then (4.15) implies that

$$
\sum_{j \geq J} \int_{r \leq |x|_{\varrho} < 2r} |k_j(x)| \, d\mu(x) \lesssim r^{-\varepsilon} \sum_{j \geq J} 2^{-\varepsilon j} \|F\|_{L^2_{s,\text{loc}}} \lesssim \|F\|_{L^2_{s,\text{loc}}}.
$$

Take now $j < J$. Then, by the Cauchy–Schwarz inequality, [46, eq. (2.11)] and the Plancherel estimate (4.8),

$$
\int_{r \leq |x|_{\varrho} < 2r} |k_j(x)| \, d\mu(x) \lesssim r^{(Q+1)/2} \|k_j\|_2 
\lesssim r^{(Q+1)/2} (2^j)^{|3/2, (Q+1)/2|} \|F_j\|_2 
\lesssim (2^j)^{\delta} \|F_j\|_{H^s_2},
$$

where $\delta = \min\{3/2, (Q+1)/2\} > 0$. Therefore

$$
\sum_{j < J} \int_{r \leq |x|_{\varrho} < 2r} |k_j(x)| \, d\mu(x) \lesssim \sum_{j \leq J} (2^j)^{\delta} \|F\|_{L^2_{s,\text{loc}}} \lesssim \|F\|_{L^2_{s,\text{loc}}}.
$$

The estimate (ii) follows from (4.19) and (4.20).

As for part (iii), we follow the proof of [46, Proposition 5.1]: if $w : G \to \mathbb{R}_0^+$ is the weight defined there, then, by finite propagation speed and Hölder’s inequality,

$$
\|\chi^{1/2} k_{F(D)}\|_1 \leq \left( \int_{B_{\varrho}(e,r)} (1 + w)^{-1} \chi_{\alpha} \, d\mu \right)^{1/2} \left( \|k_{F(D)}\|_2 + \|w^{1/2} k_{F(D)}\|_2 \right).
$$

The second factor is estimated as in [46, proof of Proposition 5.1]:

$$
\|k_{F(D)}\|_2 + \|w^{1/2} k_{F(D)}\|_2 \lesssim (1 + r)^{1/2} \|k_{F(D)}\|_2.
$$

As for the first factor, following the proof of [46, eq. (2.13)],

$$
\int_{B_{\varrho}(e,r)} (1 + w)^{-1} \chi_{\alpha} \, d\mu \sim \int_r^\infty e^{\alpha u} \int_0^{e^{(cosh r - cosh u)}} \frac{s^{Q/2-1}}{1 + s^{Q/2}} \, ds \, du
\lesssim (1 + r) \int_r^\infty e^{\alpha |u|} \, du \lesssim (1 + r) e^{\alpha |r|}.
$$

Hence, by combining the two estimates,

$$
\|\chi^{1/2} k_{F(D)}\|_1 \lesssim (1 + r) e^{\alpha |r|/2} \|k_{F(D)}\|_2,
$$

and part (iii) with $\varsigma = 1$ follows by (4.8).
In order to improve the estimate in the case $\alpha \leq -Q/2$, we apply Hölder’s inequality to obtain

$$\|\chi_{\alpha}^{1/2}k_{F(D)}\|_1 \leq \left(\int_{B(e,r)} \chi_{\alpha} \, d\mu\right)^{1/2} \|k_{F(D)}\|_2,$$

and observe that, since $\alpha \leq -Q/2$,

$$\int_{B(e,r)} \chi_{\alpha} \, d\mu \sim \int_{-r}^{r} e^{\alpha u} \int_{0}^{\alpha \cosh r \cosh u} s^{Q/2-1} \, ds \, du$$

$$\sim \int_{-r}^{r} e^{(\alpha+Q/2)u} (\cosh r - \cosh u)^{Q/2} \, du$$

$$\leq e^{Q/2} \int_{0}^{r} e^{-(\alpha+Q/2)u} \, du \sim \begin{cases} e^{\alpha r} & \text{if } \alpha < -Q/2, \\ r e^{\alpha r} & \text{if } \alpha = -Q/2. \end{cases}$$

Hence the improved estimate (iii) follows, as before, by [46, Corollary 4.6].

The previous lemma, together with (4.6) and Remark 3.4, shows that Assumptions (A), (B), (C) are satisfied for $W = b_X = |\alpha|/2$, $\varphi = 2$, $\sigma > (Q + 1)/2$, $\varsigma = Q/2$, and $\zeta = 1$ (and in fact one can take $\zeta = 1/2$ if $\alpha = -Q/2$ and $\varsigma = 0$ for $\alpha < -Q/2$). Hence from Corollary 3.2 we deduce the following multiplier theorem.

**Theorem 4.6.** Suppose that the group $G = N \rtimes A$ and the sub-Laplacian $\Delta = -\sum_{j=0}^{n} X_j^2$ are constructed as above, and let $Q$ be the homogeneous dimension of $N$. Let $p \in [1, \infty] \setminus \{2\}$, $\alpha \in \mathbb{R} \setminus \{0\}$, $\chi = \chi_{\alpha}$ and $X = \alpha X_0$. Let $W_{X,p}$ be defined as in (3.2). Suppose that $M \in H^\infty(\Sigma_{W_{X,p}}; s)$ for some $s \in \mathbb{N}$,

$$s > |1/p - 1/2| \max\{Q + 1, 3 + \text{sgn}(\alpha + Q/2)\}. \tag{4.21}$$

Then the following hold.

(i) If $p \in (1, \infty)$, then $M(D_X)$ extends to a bounded operator on $L^p(\mu_X)$.

(ii) If $p = 1$, then $M(D_X)$ extends to a bounded operator from $b^1(\mu_X)$ to $L^1(\mu_X)$.

(iii) If $p = \infty$, then $M(D_X)$ extends to a bounded operator from $L^\infty(\mu_X)$ to $b^{\text{bmo}}(\mu_X)$.

Actually, by Theorem 3.1, the pointwise condition $M \in H^\infty(\Sigma_{W_{X,p}}; s)$ in Theorem 4.6 can be replaced by the weaker $L^p$-type condition $M \in \mathcal{M}_{q,\infty}^{1/p,1/q,W_{X,p}}$, where $1/q = |1/2 - 1/p|$, and in that case the order of smoothness $s$ need not be an integer.

Note that in many cases (e.g., when $Q > 2$ or $\alpha < -Q/2$) the condition (4.21) simply reduces to

$$s > |1/p - 1/2| (Q + 1).$$

This includes the case where $\alpha = -Q$: in this case, $\chi_{\alpha} = m$, so $\mu_X$ is a left Haar measure on $G$ and $\Delta_X$ is the “intrinsic hypoelliptic Laplacian” on $G$ [1]. If moreover $N$ is abelian, then $G$ and $\Delta_X$ can be identified with a rank-one Riemannian
symmetric space and its Laplace–Beltrami operator, and $Q + 1$ is the topological dimension of $G$. Hence, in this particular case, Theorem 4.6(i) reduces to [4, Theorem 1].
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