Cooperative Co-evolution (CC) is an explicit means of problem decomposition in multi-population evolutionary algorithms for solving large-scale optimization problems. For CC, subpopulations representing subcomponents of a large-scale optimization problem co-evolve, and are likely to have different contributions to the improvement of the best overall solution to the problem. Hence it makes sense that more computational resources should be allocated to the subpopulations with greater contributions.

In this paper, we study how to allocate computational resources in this context and subsequently propose a new CC framework named CCFR to efficiently allocate computational resources among the subpopulations according to their dynamic contributions to the improvement of the objective value of the best overall solution. Our experimental results suggest that CCFR can make efficient use of computational resources and is a highly competitive CC framework for solving large-scale optimization problems.
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I. INTRODUCTION
Evolutionary algorithms (EAs) have achieved a great success on solving many optimization problems [1]. However, they often lose their efficacy as the dimensionality of a problem increases [2]. Many real-world problems involve a large number of decision variables, e.g., the design of airfoil where thousands of variables are required to represent the complex shape of an aircraft wing [3]. This sort of large-scale optimization problems poses a serious challenge to existing EAs.

A natural approach to solving high-dimensional optimization problems is to employ the divide-and-conquer strategy [4]–[6], which decomposes a large-scale optimization problem into a set of smaller and simpler subproblems. These subproblems can be solved separately. The fully separable large-scale optimization problems, where there is no interdependence among decision variables, can be solved by optimizing each variable independently [7]. At the other end of the spectrum, the fully nonseparable large-scale optimization problems, where there is interdependence between any pair of variables, would need to be solved by optimizing all the variables together. However, most real-world problems fall somewhere between these two extremes, i.e., only some variables are independent or interdependent among each other [8]. For such partially separable problems, there are usually several clusters of interdependent variables. Cooperative Co-evolution (CC) [7] is an explicit means of problem decomposition in EAs. For CC, there is a set of subpopulations each of which is responsible for optimizing a subset of variables (i.e., a subcomponent).

Given a fixed computational budget, the performance of CC may be affected by how the computational resources are allocated among subpopulations [9]. For CC, different subpopulations are likely to make different amounts of contributions to the improvement of the best overall objective value (i.e., the objective value of the best overall solution consisting of the best individuals from these subpopulations). To be more computationally efficient, more computational resources should be allocated to the subpopulations that make greater contributions. It is shown in [9] that for imbalanced problems, where different subpopulations have unequal contributions to the overall objective value, a contribution-based cooperative co-evolution (CBCC) outperforms the traditional CC. However, for CBCC, the contribution information is accumulated from the beginning of the evolutionary process. CBCC relies much on the contribution information in the early stage of the evolutionary process, hence it may respond too slowly or even incorrectly to the local changes of the overall objective value. Since the contributions of subpopulations may change over time, it makes sense that the resource allocation should be done adaptively in real-time.

The work was supported in part by the National Natural Science Foundation of China (Grant Nos. 61305086, 61673355, 61673354, 61329302 and 61305079) and EPSRC (Grant No. EP/K001523/1). (Corresponding author: Xin Yao.)

M. Yang and Z. Cai are with the School of Computer Science, China University of Geosciences, Wuhan, 430074, China. M. Yang and Z. Cai are also with the Hubei Key Laboratory of Intelligent Geo-Information Processing, China University of Geosciences, Wuhan 430074, China (e-mail: yangming0702@gmail.com, zhcai@cug.edu.cn).

C. Li is with the School of Automation, China University of Geosciences, Wuhan, 430074, China (e-mail: changhe.lw@gmail.com).

M. N. Omidvar and X. Yao are with the Centre for Excellence in Research for Computational Intelligence and Applications, School of Computer Science, University of Birmingham, Birmingham B15 2TT, U.K. X. Yao is also with Department of Computer Science and Engineering, Southern University of Science and Technology, Shenzhen, 518055, China (e-mail: m.omidvar@cs.bham.ac.uk, x.yao@cs.bham.ac.uk).

X. Li and B. Kazimipour are with the School of Computer Science and Information Technology, RMIT University, Melbourne, VIC 3001, Australia (e-mail: xiaodong.li@rmit.edu.au, borhan.kazimipour@rmit.edu.au).
In this paper, we study how to allocate computational resources among subpopulations and propose a new CC framework, which can adaptively allocate computational resources to each subpopulation according to its dynamic contributions to the improvement of the best overall objective value. This new CC framework differs from existing CC frameworks in the following two aspects.

1) This new CC framework can check whether a subpopulation is stagnant. To save computational resources, the stagnant subpopulations are excluded from evolution (see Sect. III-A).
2) In this new CC framework, the contribution of a subpopulation is updated dynamically. In each cycle, only the subpopulation with the greatest contribution is selected to undergo evolution (see Sect. III-B).

The remainder of this paper is organized as follows. Sect. II presents an overview of CC. Sect. III introduces our new CC framework. Sect. IV presents the experimental studies. Finally, Sect. V provides the concluding remarks.

II. RELATED WORK

In the literature of evolutionary computation, the interdependence between decision variables of a problem is known as linkage [10] or epistasis [11]. The performance of a CC algorithm is greatly affected by the interdependence between variables [7], [12]. Variable grouping methods aiming to group interdependent variables into the same subcomponent being optimized play a key role in overcoming such a problem [13]. It is shown in [14] that if all the subcomponents are separable, the overall solution to the original problem is the combination of the respective solutions to all the subproblems. Here, we review CC mainly in the context of large-scale optimization.

In the original cooperatively co-evolutionary genetic algorithm (CCGA) proposed by Potter and De Jong [7], a $D$-dimensional problem is decomposed into $D$ one-dimensional subproblems. CCGA then solves the subproblems using an evolutionary optimizer in a round-robin fashion. The experimental results in [7] show that the original CC cannot perform well on nonseparable functions, i.e., functions with interdependent variables, such as Griewank and Rosenbrock. Liu et al. [2] applied CC to fast evolutionary programming to solve large-scale optimization problems with up to 1000 dimensions. Van den Bergh and Engelbrecht [15] applied CC to particle swarm optimization (PSO) [16] and proposed a cooperatively co-evolutionary PSO algorithm, namely CPSO, which divides a $D$-dimensional problem into $k$ $s$-dimensional subproblems for some $s \ll D$. Shi et al. [17] adopted differential evolution (DE) [18] into CC, with decision variables split into two equal-sized subcomponents. Obviously, this decomposition strategy would not perform well on the problems with a very high dimensionality.

Yang et al. [13] proposed a random variable grouping method and applied it to CC. Unlike CPSO which relies on a fixed variable grouping from the start to the end of optimization, the random grouping method proposed by Yang et al. randomly shuffles all the decision variables into $k$ $s$-dimensional subcomponents in each co-evolutionary cycle. It is shown in [13] that this random grouping strategy is effective in grouping two interdependent variables into one subcomponent for several cycles. The DE algorithm with this random grouping strategy, namely DECC-G, performs well on a set of large-scale optimization problems with up to 1000 dimensions [13].

The aforementioned grouping strategies use a pre-specified and fixed subcomponent size for decomposition. Therefore, a user needs to specify a value for either $k$ or $s$ before using these decomposition strategies, which may be difficult in practice. In addition, the performance of CC can be highly dependent on these specified values.

Adapting the subcomponent size can potentially improve the performance of CC [19]. Yang et al. [20] proposed a multilevel cooperatively co-evolutionary (MLCC) algorithm. MLCC uses a set of possible values of $s$ for decomposition instead of a fixed subcomponent size. The performance of each subcomponent size used during optimization is measured according to the improvement of the best overall objective value. The subcomponent size with better performance would be selected in the next co-evolutionary cycle with a higher probability. Further enhancing the CCPSO algorithm [21] with an improved random variable grouping strategy, Li and Yao [22] proposed CCPSO2 to solve a set of large-scale optimization problems with up to 2000 dimensions.

Random grouping is ineffective when the number of interdependent variables is greater than five [19]. It is shown in [23] that a non-random method, namely delta grouping, is superior to random grouping on most of the CEC2010’s benchmark functions [24]. The delta grouping method uses the average difference of a certain variable during optimization to detect interdependent variables. The variables with similar difference values are considered to be possible interdependent variables. However, this assumption may not always hold. For example, the delta grouping method cannot perform well when there is more than one subcomponent [23].

A given problem may be decomposed in an automatic way without knowing in advance its underlying structure, as suggested in [25]. In the beginning of the co-evolutionary process, all the variables are optimized separately by different subpopulations. A counter is used in [25] to compute the probability of grouping two variables together. If two variables in a randomly chosen individual can improve the best individual further, the counter is increased. At the end of each co-evolutionary cycle, the two variables with the maximum counter are grouped together. The subpopulations corresponding to the two variables are merged into one subpopulation. The CC with variable interaction learning (CCVIL) algorithm proposed by Chen et al. [26] adopts a two-stage approach. In the first stage, CCVIL detects the interaction between variables as done in [25] to complete the decomposition. In the second stage, CCVIL optimizes these decomposed groups in the fashion of the traditional CC [7].
Tezuka et al. [27] proposed the linkage identification by nonlinearity check for real-coded GAs (LINC-R). If the difference of function values with respect to a variable is independent on the difference of function values with respect to another variable, the two variables are separable. Omidvar et al. [28] provided a theoretical study of LINC-R and proposed a new method for detecting interdependent variables, namely differential grouping (DG). DG can identify the interdependent variables with a high accuracy. It is shown in [28] that CC with DG performs well on a set of large-scale optimization problems with up to 1000 dimensions.

For separable decision variables, it is shown in [29] that optimizing each variable separately may not be the best way for solving large-scale optimization problems. A more efficient approach is to group the separable variables into several groups. However, it may be difficult to determine the optimal group size.

When dealing with the partially separable problems, it is possible that there is imbalance between the contributions of different subpopulations to the improvement of the overall objective value. The round-robin strategy in the classic CC is no longer effective in handling this sort of problems since it allocates an equal amount of computational resources to each subpopulation, without considering the unequal contributions of the subpopulations. To overcome this problem, a contribution-based CC (CBCC) was proposed in [9] to allocate computational resources among the subpopulations based on their contributions to the improvement of the best overall objective value. CBCC emphasizes the contributions in the early stage of the evolutionary process. As a result, it may allocate most computational resources to the subpopulation whose initial contribution is greater but then drops after some generations. For the two variants of CBCC (CBCC1 and CBCC2), the experimental results in [30] show that CBCC1 is much less sensitive to the decomposition accuracy and the imbalance between the contributions of subpopulations than CBCC2. CBCC1 and CBCC2 are unable to adaptively respond to the dynamic contributions of subpopulations during optimization.

III. The proposed CC Framework

A new cooperatively co-evolutionary framework (CCFR) is presented in this section. CCFR aims at allocating computational resources intelligently among subpopulations according to the dynamic contributions of subpopulations to the improvement of the best overall objective value. Note that, CCFR adopts a two-stage approach similar to DECC-DG [28]. In the first stage, the decomposition is formed using a decomposition method; in the second stage, the resulting groups are optimized separately while the decomposition is kept fixed.

A. Saving Computation on Stagnant Subpopulations

CC makes subpopulations evolve using an evolutionary optimizer in a round-robin fashion. For the subcomponents that are easy to optimize, a small number of generations are enough for the corresponding subpopulations to enter a stagnant state, where these subpopulations do not make contributions to the improvement of the best overall objective value. In such a case, no computational resources would be allocated to these stagnant subpopulations. This will allow the CC algorithms to save some computational cost.

Suppose $C_i$ denotes the $i$-th subcomponent after decomposition. For the subpopulation corresponding to $C_i$ at the $G$-th generation, in order to check whether the subpopulation is stagnant, the mean and standard deviation of individuals’ gene values in dimension $j$ ($j \in C_i$) can be calculated as follows:

$$m_{j,G} = \frac{1}{N} \sum_{t=1}^{N} x_{t,j,G},$$ (1)

$$std_{j,G} = \sqrt{\frac{1}{N} \sum_{t=1}^{N} (x_{t,j,G} - m_{j,G})^2},$$ (2)

where $N$ is the subpopulation size and $x_{t,j,G}$ is the $j$-th gene value of individual $x_{t,G} = (x_{t,1,G}, ..., x_{t,D,G})$. If the distribution of a population, i.e., the mean and standard deviation of individuals’ gene values in dimension $j$, remains unchanged for several successive generations, this population is considered to be stagnant in this dimension [31]. Based on this strategy, we propose the following method for checking whether a subpopulation is stagnant in all dimensions.

$$\beta_{j,G} = \begin{cases} 
1 & \text{if } m_{j,G} = m_{j,G-1} \text{ and } std_{j,G} = std_{j,G-1} \\
0 & \text{otherwise},
\end{cases}$$ (3a)

$$\gamma_G = \sum_{j \in C_i} \beta_{j,G}.$$ (4)

where $\beta_{j,G}$ denotes whether the values of $m_{j,G}$ and $std_{j,G}$ remain unchanged from the last generation in dimension $j$, and note that $\beta_{j,0} = 0$. $\gamma_G$ denotes the number of dimensions where $\beta_{j,G} = 1$. 


If the subpopulation does not change (i.e., no better individuals are generated), \( \gamma_G = D_i \), where \( D_i \) is the dimensionality of subcomponent \( C_i \). \( \eta_G \) denotes the number of successive generations where \( \gamma_G = D_i \):

\[
\eta_G = \begin{cases} 
\eta_G - 1 + 1 & \text{if } \gamma_G = D_i \\
0 & \text{otherwise},
\end{cases}
\]

(5a)

and note that \( \eta_0 = 0 \). \( \rho_G \) is a flag to denote whether the subpopulation is stagnant at the \( G \)-th generation, and the value of \( \rho_G \) is calculated as follows:

\[
\rho_G = \begin{cases} 
1 & \text{if } \eta_G \geq U \\
0 & \text{otherwise},
\end{cases}
\]

(6a)

where \( U \) is an integer with the value equal to \( D_i \). Our experimental results show that the larger the subcomponent size is, the more generations its corresponding subpopulation takes to enter a stagnant state. According to the sensitivity study of \( U \) (provided in Sect. I in the supplementary material listed in the appendix), we use \( U = D_i \). If the distribution of a subpopulation remains unchanged for several successive generations (i.e., \( \eta_G \geq U \)), \( \rho_G \) is set to one to indicate that the subpopulation is likely to stop evolution.

Some existing methods consider a population to be stagnant if the improvement of the best fitness value [32], [33] or the difference between the individuals [34], [35] is very small, even though the population still slowly converges to an optimum. Guo et al. [36], [37] considered an individual to be stagnant when the individual’s fitness cannot be improved over several successive generations. This method is ineffective for problems with a plateau fitness landscape (e.g., the Step function [38]), where the fitness value of an individual does not change, while the values of the individual’s decision variables change. Yang et al. [39] considered a population to be stagnant when the average distance among the individuals remains unchanged for several successive generations. However, it is possible that the distribution of the entire population changes (e.g., all the individuals vary with the same shift). In such a case, Yang’s method may incorrectly classify the population as a stagnant one. Compared with the above stagnation detection methods, our proposed method is more accurate in identifying a stagnant population according to the mean and standard deviation of individuals’ gene values.

For the subpopulations where \( \rho_G = 1 \), we exclude them from the co-evolutionary cycles, which means the stagnant subpopulations will not undergo evolution in the subsequent co-evolutionary cycles.

### B. Resource Allocation Based on Contribution

The probability matching (PM) algorithm [40] and the adaptive pursuit (AP) algorithm [40] learn the optimal resource allocation among operators. These probability-based methods would allocate resources to the ineffective operators with a minimum probability. Based on the upper confidence bound (UCB) algorithm [41], Li et al. [42] proposed a method for allocating resources among operators, where the operator with the maximum relative fitness improvement is selected to take part in the evolutionary process [43], [44]. These methods based on relative fitness improvements allocate resources to the items (e.g., the converging items) whose absolute fitness improvements are very small but their relative fitness improvements are relatively large. In [45], the average absolute fitness improvements are used in determining resource allocation. Rainville et al. [46] proposed a resource allocation for CC based on binary rewards. A subpopulation is assigned a reward of one if the overall objective value becomes better, and zero otherwise. However, the binary rewards cannot reflect the real magnitudes of the improvements of the objective value. In this section, we propose a resource allocation strategy for CC based on the absolute improvements of the best overall objective value. Unlike the average absolute improvements in [45], our proposed method gives more consideration of resource allocation to the recent improvements of the overall objective value.

For a subpopulation \((P_i)\), when \(P_i\) finishes evolution in a cycle, we calculate its contribution according to the improvement of the best overall objective value:

\[
\Delta F_i = \frac{\Delta \hat{F}_i + |f(\hat{x}_{\text{best}}) - f(x_{\text{best}})|}{2},
\]

(7)

where \( f(\hat{x}_{\text{best}}) \) and \( f(x_{\text{best}}) \) are the best overall objective values before and after \(P_i\) undergoes evolution in this cycle, respectively, and \( \Delta \hat{F}_i \) is the last contribution of \(P_i\). The initial value of \( \Delta F_i \) is zero. Eq. (7) smoothly updates \( \Delta F_i \) by averaging the last contribution (i.e., \( \Delta \hat{F}_i \)) and the current contribution (i.e., \( |f(\hat{x}_{\text{best}}) - f(x_{\text{best}})| \)) to the improvement of the best overall objective value. The more recent contribution \( |f(\hat{x}_{\text{best}}) - f(x_{\text{best}})| \) is, the greater the effect of \( |f(\hat{x}_{\text{best}}) - f(x_{\text{best}})| \) on the value of \( \Delta F_i \) is. The effects of the early contributions on \( \Delta F_i \) become smaller and smaller as the co-evolution progresses.

During the first co-evolutionary cycle, the subpopulations undergo evolution one by one. The values of \( \Delta F_i \) for all the subpopulations are computed at the end of the first cycle. In the subsequent co-evolutionary cycles, we select only the subpopulation with the largest value of \( \Delta F_i \) to undergo evolution. The value of \( \Delta F_i \) is updated according to Eq. (7) at the end of each co-evolutionary cycle. The larger the value of \( \Delta F_i \) is, the higher chance \(P_i\) has to undergo evolution in the future. If a subpopulation is stagnant according to Eq. (6), we set its contribution \( (\Delta F_i) \) to zero. Therefore, the stagnant subpopulation will be excluded from the subsequent co-evolutionary cycles. When the values of \( \Delta F_i \) are the same for all the subpopulations, we restart the process from the first co-evolutionary cycle. The advantage of doing so is that the subpopulation
which is considered to be stagnant by mistake can resume its evolution. The above process is repeated until a termination criterion is met.

CBCC [9] can also allocate computational resources among the subpopulations according to their contributions to the improvement of the best overall objective value. The important difference between CCFR and CBCC is that CCFR responds faster to the recent changes of the overall objective value than CBCC. For CCFR, the contribution is updated smoothly by averaging the last and current contributions, whereas for CBCC, the contribution is accumulated from the beginning of the evolutionary process. Furthermore, CBCC does not take stagnant subpopulations into account.

Fig. 1 illustrates the computational resource allocation in the traditional CC [7], CBCC2 [9] (a variant of CBCC) and CCFR. The round-robin fashion in the traditional CC equally allocates computational resources among all the subpopulations without considering the different contributions of the subpopulations (see Fig. 1a). The traditional CC always allocates computational resources to stagnant subpopulations (e.g., $P_3$ in Fig. 1a), which is clearly wasteful. For CBCC, the contribution of each subpopulation is accumulated from the beginning of the evolutionary process, as shown in Fig. 1b, where different circle sizes suggest different amounts of the contributions of the subpopulations. CBCC2 allocates most computational resources to the subpopulation with the greatest accumulated contribution. In the second and third cycles, CBCC2 selects subpopulation $P_2$ with the greatest accumulated contribution to undergo evolution. From the second cycle, the contribution of $P_2$ in one cycle (i.e., the change of circle size) is small. Even in the case that $P_2$ has been stagnant, CBCC2 still deems $P_2$ makes the greatest contribution and allocates computational resources to $P_2$ (e.g., the sixth cycle in Fig. 1b). CBCC2 allocates computational resources to stagnant subpopulations $P_2$ and $P_3$. CCFR computes the contributions by averaging the last and current contributions at the end of each cycle. In Fig. 1c, it can be seen that for $P_2$, the circle size becomes smaller and smaller as the evolution progresses. The contribution that $P_2$ makes in the third cycle is relatively small. CCFR will select a subpopulation between $P_1$ and $P_3$ to undergo evolution in the next cycle. Although the last contribution of $P_3$ is greater than the one of $P_1$, CCFR selects $P_1$ to undergo evolution in the fourth cycle. This is because $P_3$ is stagnant and has been excluded from the cycles. The figure indicates that given an equal amount of computational resources, CCFR can potentially obtain better solutions than the traditional CC and CBCC2.

### C. Obtaining the Best Overall Solution

In co-evolutionary cycles, many cooperatively co-evolutionary algorithms [9], [13], [20], [28] update the best overall solution to the original problem at the integrated-population level (see Step 7 in Algorithm 1). Take the following two-dimensional Sphere function as an example:

$$f(x) = x_1^2 + x_2^2.$$  

This function is additively separable [47]. Its ideal decomposition is $C = \{C_1, C_2\} = \{\{x_1\}, \{x_2\}\}$.

Suppose population $P$ at a certain generation is as follows:

<table>
<thead>
<tr>
<th>$f=40$</th>
<th>$f=58$</th>
<th>$f=41$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$6$</td>
<td>$7$</td>
<td>$5$</td>
</tr>
<tr>
<td>$2$</td>
<td>$3$</td>
<td>$4$</td>
</tr>
</tbody>
</table>

The circle size indicates the amount of contributions computed by the algorithms and the dotted circle indicates that the subpopulation is stagnant.
Algorithm 1 DECC [28]

/*Suppose \( C = \{C_1, \ldots, C_M\} \) is a decomposition and \( P = \{x_1, \ldots, x_N\} \) is a population.*/

1: \( x_{\text{best}} \leftarrow \arg\min_{x \in P} f(x); \)
2: for \( k \leftarrow 1 \) to cycles do
3:    for \( i \leftarrow 1 \) to \( M \) do
4:       \( P_i \leftarrow \{x_{t,j} \mid x_{t,j} \in P, t = 1, \ldots, N, j \in C_i\}; \)
5:       \( P_i \leftarrow \text{Optimizer}(x_{\text{best}}, P_i, GEs); \)
6:       \( \{x_{t,j} \mid x_{t,j} \in P, t = 1, \ldots, N, j \in C_i\} \leftarrow P_i; \)
7:       \( x_{\text{best}} \leftarrow \arg\min_{x \in P} f(x); \)
8:    end for
9: end for

where the current best overall solution \( x_{\text{best}} = (6,2) \) is shown in bold and italic font. Suppose that the evolutionary process (Steps 4 to 7 in Algorithm 1) for subpopulation \( P_1 \) is as follows:

\[
\begin{array}{ccc}
\text{f=40} & 6 & 2 \\
\text{f=53} & 7 & 2 \\
\text{f=29} & 5 & 2
\end{array}

\xrightarrow{\text{evolution}}
\begin{array}{ccc}
\text{f=20} & 4 & 2 \\
\text{f=45} & 6 & 3 \\
\text{f=25} & 3 & 4
\end{array},

\]

which produces an updated \( x_{\text{best}} = (4,2) \). Suppose that the evolutionary process for subpopulation \( P_2 \) is as follows:

\[
\begin{array}{ccc}
\text{f=20} & 4 & 2 \\
\text{f=25} & 4 & 3 \\
\text{f=32} & 4 & 4
\end{array}

\xrightarrow{\text{evolution}}
\begin{array}{ccc}
\text{f=17} & 4 & 1 \\
\text{f=16} & 4 & 0 \\
\text{f=18} & 3 & 3
\end{array},

\]

which similarly produces an updated \( x_{\text{best}} = (4,1) \). When this co-evolutionary cycle ends, all the possible combinations of the individuals from different subpopulations are \( (4,1), (4,0), (4,3), (6,1), (6,0), (6,3), (3,1), (3,0) \) and \( (3,3) \). Each combination is an overall solution to the problem. Among all the combinations, the best overall solution is \( (3,0) \). For a population with population size \( N \) and \( M \) subpopulations, the number of the combinations is \( N^M \). We improve the CC framework in Algorithm 1 through updating \( x_{\text{best}} \) in the following way. In the case that the subcomponents corresponding to the \( M \) subpopulations are separable between each other, \( x_{\text{best}} \) obtained by the improved CC framework is the best overall solution from the \( N^M \) combinations.

According to the definition of separability [24], [47]:

\[
\arg\min_{x \in Z} f(x) = \left( \arg\min_{x_1 \in P_1} f(x_1), \ldots, \arg\min_{x_M \in P_M} f(x_M) \right),
\]

(8)

for a separable function \( f(x) \) with \( M \) independent subcomponents, the following equation holds:

\[
\arg\min_{x \in Z} f(x) = \left( \arg\min_{x_1 \in P_1} f(x_1), \ldots, \arg\min_{x_M \in P_M} f(x_M) \right),
\]

(9)

where \( Z \) is the set of all the possible combinations of the individuals from \( P_1, \ldots, P_M \). Eq. (9) simply states that if the subcomponents are separable, the combination of the best solution from each subpopulation must be the best overall solution from \( Z \) to the original problem. When a decomposition is formed, we set the best overall solution \( x_{\text{best}} \) as follows:

\[
x_{\text{best}} = \left( \arg\min_{x_1 \in P_1} f(x_1), \ldots, \arg\min_{x_M \in P_M} f(x_M) \right),
\]

(10)

where \( x_{\text{best}}^P = \{x \mid x \in x_{\text{best}}, x \notin P\} \), which consists of \( x_{\text{best}} \) with the dimensions of \( P \) removed. \( x_{\text{best}} \) is a concatenation of all best solutions from the \( M \) subpopulations \( (P_1, \ldots, P_M) \), as constructed in [48]. In Algorithm 1, Step 5 is changed as follows:

\[
(P_1, x_{\text{best}}) \leftarrow \text{Optimizer}(x_{\text{best}}, P_1, GEs),
\]

where \( x_{\text{best}} \) is updated at the end of the co-evolutionary process for each subpopulation, and Step 7 is removed. The above co-evolutionary example changes as follows:

\[
\begin{array}{ccc}
\text{f=40} & 6 & 2 \\
\text{f=53} & 7 & 2 \\
\text{f=29} & 5 & 2
\end{array}

\xrightarrow{\text{evolution}}
\begin{array}{ccc}
\text{f=20} & 4 & 2 \\
\text{f=40} & 6 & 2 \\
\text{f=13} & 3 & 2
\end{array},

\]

which produces an updated \( x_{\text{best}} = (3,2) \), and

\[
\begin{array}{ccc}
\text{f=13} & 3 & 2 \\
\text{f=10} & 3 & 1 \\
\text{f=18} & 3 & 3
\end{array}

\xrightarrow{\text{evolution}}
\begin{array}{ccc}
\text{f=9} & 3 & 0 \\
\text{f=18} & 3 & 3
\end{array},

\]

which similarly produces an updated \( x_{\text{best}} = (3,0) \). From the above evolutionary process, it can be seen that \( x_{\text{best}} \) is always updated as the best overall solution during evolution. Note that, if there is interdependence between subcomponents, \( x_{\text{best}} \) obtained by the above changed evolutionary process may not be the best overall solution.
Algorithm 2 CCFR

1: Generate a decomposition \( C = \{C_1, \ldots, C_M\} \);
2: Generate a uniform random population \( P = \{x_1, \ldots, x_N\} \);
3: Compute \( x_{\text{best}} \leftarrow \arg\min f(x) \) \( \forall x \in P \);
4: Set the value of \( x_{\text{best}} \) using Eq. (10);
5: \( \Delta F_i \leftarrow 0, G_i \leftarrow 0, i = 1, 2, \ldots, M \);
6: while the termination criterion is not met do
7:   For each subpopulation, reset \( \eta \) (see Eq. (5)) to 0;
8:   for \( i \leftarrow 1 \) to \( M \) do
9:      \( \hat{x}_{\text{best}} \leftarrow x_{\text{best}} \);
10:     \( P_i \leftarrow \{x_{t,j} \mid x_{t,j} \in P, t = 1, \ldots, N, j \in C_i\} \);
11:     \( (P_i, x_{\text{best}}, \rho_{G_i}, G_i) \leftarrow \text{Optimizer}(x_{\text{best}}, P_i, GEs, G_i) \);
12:     \( \{x_{t,j} \mid x_{t,j} \in P, t = 1, \ldots, N, j \in C_i\} \leftarrow P_i \);
13:     \( \Delta F_i \leftarrow (\Delta F_i + |f(\hat{x}_{\text{best}}) - f(x_{\text{best}})|) / 2 \);
14:     if \( \rho_{G_i} \) equals 1 then
15:        \( \Delta F_i \leftarrow 0 \);
16:    end if
17: end for
18: while \( \min(\Delta F_i | i = 1, \ldots, M) \neq \max(\Delta F_i | i = 1, \ldots, M) \) do
19:   \( i \leftarrow \) the index of the maximum \( \Delta F_i \);
20: \( \hat{x}_{\text{best}} \leftarrow x_{\text{best}} \);
21: \( P_i \leftarrow \{x_{t,j} \mid x_{t,j} \in P, t = 1, \ldots, N, j \in C_i\} \);
22: \( (P_i, x_{\text{best}}, \rho_{G_i}, G_i) \leftarrow \text{Optimizer}(x_{\text{best}}, P_i, GEs, G_i) \);
23: \( \{x_{t,j} \mid x_{t,j} \in P, t = 1, \ldots, N, j \in C_i\} \leftarrow x_{\text{best}} \);
24: \( \Delta F_i \leftarrow (\Delta F_i + |f(\hat{x}_{\text{best}}) - f(x_{\text{best}})|) / 2 \);
25: if \( \rho_{G_i} \) equals 1 then
26: \( \Delta F_i \leftarrow 0 \);
27: end if
28: end while
29: end while

Algorithm 3 \((P_i, x_{\text{best}}, \rho_G, G) \leftarrow \text{Optimizer}(x_{\text{best}}, P_i, GEs, G_0)\)

1: \( G \leftarrow G_0 \);
2: For \( x \in P_i \), evaluate \((x, x_{\text{best}}^P)\);
3: while \( G < G_0 + \text{GEs} \) do
4: for \( x \in P_i \) do
5: \( \hat{x} \leftarrow \text{Reproduction}(x); \rho \leftarrow \text{evolutionary process}^*/
6: Evaluate \((\hat{x}, x_{\text{best}}^P)\);
7: if \((\hat{x}, x_{\text{best}}^P)\) is better than \((x, x_{\text{best}}^P)\) then
8: \( x \leftarrow \hat{x} \);
9: end if
10: if \((\hat{x}, x_{\text{best}}^P)\) is better than \(x_{\text{best}}\) then
11: \( x_{\text{best}} \leftarrow (\hat{x}, x_{\text{best}}^P) \);
12: end if
13: end for
14: \( G \leftarrow G + 1 \);
15: Compute \( \rho_G \) using Eq. (6);
16: if \( \rho_G \) equals 1 then
17: Terminate the algorithm and return;
18: end if
19: end while

D. CCFR

Algorithm 2 summarizes the proposed CCFR. Steps 8 to 17 compute the contribution (i.e., the value of \( \Delta F_i \)) of each subpopulation. Steps 18 to 28 select the subpopulation with the greatest contribution to undergo evolution and update its contribution when the evolution ends. When all the subpopulations make an equal contribution, CCFR goes to Step 8 to reset the contribution of each subpopulation. The above process is repeated until a termination criterion is met. Steps 11 and 22 invoke the evolutionary process for a subpopulation, which is shown in Algorithm 3.

In Algorithm 3, a subpopulation undergoes evolution for a pre-specified number of generations, i.e., \( \text{GEs} \). Steps 15 to 18 check whether a subpopulation is stagnant. If the subpopulation is identified as a stagnant one, CCFR will stop the subpopulation evolving. In Algorithm 3, the best overall solution \( x_{\text{best}} \) is updated when a better solution is found. In the end, \( x_{\text{best}} \) is returned to Algorithm 2.

Compared with the traditional CC, CCFR needs extra computation to initialize the best overall solution before the co-evolutionary cycles begin (Step 4 in Algorithm 2), and the computational complexity is \( O(M \cdot N) \). CCFR also needs extra computation to check whether a subpopulation is stagnant at each generation (Step 15 in Algorithm 3), and the computational complexity is \( O(D_i \cdot N) \).
Co-evolutionary Cycles

The Indices of Subpopulations

(a) $f_8$

(b) $f_{10}$

Fig. 2. The activation of subpopulations for CCFR-I on two selected CEC’2013 functions in a single run, where the filled circle point indicates that the subpopulation undergoes evolution in the corresponding co-evolutionary cycle.

IV. EXPERIMENTAL STUDIES

A set of 35 test instances with 1000 dimensions proposed in the IEEE CEC’2010 and CEC’2013 special sessions on large-scale global optimization were used to study the performance of CCFR. The detailed description of these test instances is given in [24], [47]. Compared with the CEC’2010 functions, the CEC’2013 functions have four new characteristics: nonuniform subcomponent sizes, imbalance in the contributions of subcomponents, functions with overlapping subcomponents, and new transformations to the base functions.

In the experimental studies, CCFR is compared with seven CC algorithms (DECC-G [13], MLCC [49], DECC-D [23], DECC-DML [23], DECC [28], CBCC1 [9] and CBCC2 [9]) and two memetic algorithms (MA-SW-Chains [50] and MOS-CEC2013 [51]). The two memetic algorithms were ranked the first in the IEEE CEC’2010 and CEC’2013 competitions on large-scale global optimization, respectively. We set the maximum number of fitness evaluations to $\text{MaxFEs} = 3 \times 10^6$ as the termination criterion, as suggested in [24]. For the competitors of CCFR, the parameters were set to the values as used in their publications. To make a fair comparison, CCFR and the other CC algorithms under comparison adopt the same settings of the following parameters.

1) The subcomponent optimizer is SaNSDE [52], a variant of differential evolution (DE) [18]. The population size of SaNSDE was set to 50.

2) The pre-specified number of the evolutionary generations, i.e., $\text{GEs}$ in Algorithm 3, was set to 100.

A. Behavior of CCFR

In this section, the behavior of CCFR is studied. The grouping of variables is an ideal decomposition, which was done manually using the prior knowledge of the benchmark functions.

Fig. 2 shows the activation of the subpopulations in a single run on two CEC’2013 functions ($f_8$ and $f_{10}$), which have 20 separable subcomponents. The contributions of all the subpopulations were computed in the first co-evolutionary cycle. For $f_8$, because the third subcomponent has the largest weight value [47], the corresponding subpopulation (i.e., $P_3$) has the largest contribution to the improvement of the best overall objective value. In Fig. 2a, it can be seen that after the first cycle, $P_3$ underwent evolution in the subsequent successive cycles. The contribution of $P_3$ became smaller and smaller as the evolution progressed. In the 21st cycle, $P_5$, whose corresponding subcomponent has the second largest weight value, underwent evolution. From Fig. 2a, two observations can be made: 1) the subpopulations undergo evolution alternately; 2) most computational resources are spent on $P_3$ and $P_5$, whose corresponding subcomponents have the largest and second largest weight values, respectively. For $f_8$, according to the dynamic contributions of the subpopulations, CCFR can adaptively allocate computational resources among the subpopulations.

For $f_{10}$, it can be seen in Fig. 2b that $P_{12}$, whose corresponding subcomponent has the largest weight value [47], underwent evolution in several successive cycles. Because SaNSDE, the optimizer used by CCFR, was not able to solve this function effectively, $P_{12}$ was stagnant. The distribution of $P_{12}$ remained unchanged for several successive generations. In the fourth cycle, CCFR considered $P_{12}$ to be stagnant according to Eq. (6) and excluded it from the subsequent cycles. In the 152nd
subcomponents. The weight values of the subcomponents are significantly different (see Fig. 3a), which results in the computational resource allocation. CCFR-I, CBCC-I and CC-I have similar performance on the nonseparable functions. To achieve this, the weight values grow as the indices of the variables increase. For the partially separable functions on which CCFR-I performs worse, the differences between the results of CCFR-I and the other peer algorithms are not significant. For the functions on which CCFR-I performs better, the differences are significant, especially for \( f_6 \)–\( f_{11} \). For the nonseparable functions (\( f_{19} \) and \( f_{26} \)), all the variables are grouped into one subcomponent and are optimized together, hence there is no issue of computational resource allocation. CCFR-I, CBCC-I and CC-I have similar performance on the nonseparable functions.

Fig. 4 shows the convergence of four CC algorithms. \( f_1 \) is a fully separable function in which each variable has a weight value. These weight values grow as the indices of the variables increase. \( f_{12} \) is a partially separable function with 10 nonseparable subcomponents and 500 separable variables.

CC cannot save computational resources on stagnant subpopulations. As can be seen in Fig. 4, the convergence speed of CC-I is very slow. In contrast, CCFR can stop stagnant subpopulations from evolving. As a result, CCFR spends much less computational resources on the separable variables and converges faster than CC-I. In the beginning of the evolutionary process, CCFR-I converges slowly. This is because CCFR-I optimizes all the subcomponents including the separable variables one by one in the first co-evolutionary cycle. When the first cycle ends (about \( 2.5 \times 10^6 \) function evaluations for \( f_1 \); about \( 1.3 \times 10^6 \) function evaluations for \( f_{12} \)), CCFR-I starts to select the subpopulation with the greatest contribution to undergo evolution, hence the convergence speed of CCFR-I increases. CBCC groups all the separable variables into one subcomponent and all the separable variables are optimized together [28], which loses the power of the divide-and-conquer strategy of CC. In Fig. 4a, it can be seen that CBCC1-I and CBCC2-I converge slowly on \( f_1 \). The best overall objective value of \( f_1 \) drops sharply when

---
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**Fig. 3.** The computational resource allocation among the subpopulations in CCFR-I on four selected CEC’2013 functions.
### TABLE I

The average fitness values ± standard deviations on the CEC’2010 and CEC’2013 functions over 25 independent runs. The significantly better results are in bold font (Wilcoxon rank sum test with Holm p-value correction, α=0.05). $R^2$, $R^*$, and $p$-value are obtained through multiple-problem analysis by the Wilcoxon test between CCFR-I and its competitors.

<table>
<thead>
<tr>
<th>CEC 2010 Functions</th>
<th>F</th>
<th>CCFR-I</th>
<th>CBCC1-I</th>
<th>CBCC2-I</th>
<th>CC-I</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f_1$</td>
<td>1.2e-05</td>
<td>3.4e-06</td>
<td>9.9e-06</td>
<td>1.3e-05</td>
<td>9.9e-06</td>
</tr>
<tr>
<td>$f_2$</td>
<td>2.7e-02</td>
<td>5.2e-02</td>
<td>4.7e-03</td>
<td>3.8e-02</td>
<td>4.7e-03</td>
</tr>
<tr>
<td>$f_3$</td>
<td>4.0e-01</td>
<td>6.4e-01</td>
<td>1.6e-01</td>
<td>3.3e-01</td>
<td>1.6e-01</td>
</tr>
<tr>
<td>$f_4$</td>
<td>8.3e-01</td>
<td>6.2e-10</td>
<td>6.0e-10</td>
<td>4.4e-10</td>
<td>9.9e-10</td>
</tr>
<tr>
<td>$f_5$</td>
<td>7.2e-01</td>
<td>7.4e-07</td>
<td>6.8e-07</td>
<td>1.0e-06</td>
<td>6.7e-07</td>
</tr>
<tr>
<td>$f_6$</td>
<td>7.5e-05</td>
<td>7.3e-05</td>
<td>1.3e-05</td>
<td>6.6e-05</td>
<td>1.1e-07</td>
</tr>
<tr>
<td>$f_7$</td>
<td>1.5e-02</td>
<td>1.3e-02</td>
<td>9.5e-04</td>
<td>3.9e-03</td>
<td>8.4e-04</td>
</tr>
<tr>
<td>$f_8$</td>
<td>3.2e-05</td>
<td>3.1e-06</td>
<td>8.6e-05</td>
<td>1.6e-06</td>
<td>1.0e-06</td>
</tr>
<tr>
<td>$f_9$</td>
<td>9.3e-01</td>
<td>1.2e-01</td>
<td>1.7e-02</td>
<td>2.0e-01</td>
<td>2.8e-01</td>
</tr>
<tr>
<td>$f_{10}$</td>
<td>1.4e-03</td>
<td>1.0e-02</td>
<td>3.0e-03</td>
<td>1.7e-02</td>
<td>4.5e-03</td>
</tr>
<tr>
<td>$f_{11}$</td>
<td>2.6e-04</td>
<td>2.7e-04</td>
<td>2.2e-04</td>
<td>3.2e-04</td>
<td>2.4e-04</td>
</tr>
<tr>
<td>$f_{12}$</td>
<td>1.0e-01</td>
<td>1.3e-01</td>
<td>1.0e-01</td>
<td>1.0e-01</td>
<td>1.0e-01</td>
</tr>
<tr>
<td>$f_{13}$</td>
<td>1.2e-01</td>
<td>4.6e-02</td>
<td>1.8e-04</td>
<td>6.6e-03</td>
<td>2.5e-04</td>
</tr>
<tr>
<td>$f_{14}$</td>
<td>3.2e-02</td>
<td>9.9e-01</td>
<td>1.9e-04</td>
<td>6.3e-03</td>
<td>2.8e-04</td>
</tr>
<tr>
<td>$f_{15}$</td>
<td>2.1e-06</td>
<td>2.9e-06</td>
<td>2.8e-07</td>
<td>2.1e-06</td>
<td>2.9e-06</td>
</tr>
<tr>
<td>$f_{16}$</td>
<td>2.6e-03</td>
<td>1.3e-02</td>
<td>4.0e-03</td>
<td>1.5e-02</td>
<td>2.4e-03</td>
</tr>
<tr>
<td>$f_{17}$</td>
<td>2.0e-02</td>
<td>2.6e-00</td>
<td>1.9e-01</td>
<td>3.2e-00</td>
<td>2.0e-01</td>
</tr>
<tr>
<td>$f_{18}$</td>
<td>9.2e-01</td>
<td>9.1e-01</td>
<td>3.5e-01</td>
<td>4.9e-01</td>
<td>1.4e-02</td>
</tr>
<tr>
<td>$f_{19}$</td>
<td>1.0e-01</td>
<td>1.3e-01</td>
<td>1.0e-01</td>
<td>1.0e-01</td>
<td>1.0e-01</td>
</tr>
<tr>
<td>$f_{20}$</td>
<td>1.2e-09</td>
<td>9.5e-04</td>
<td>1.2e-09</td>
<td>9.5e-04</td>
<td>1.2e-09</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>CEC 2013 Functions</th>
<th>F</th>
<th>CCFR-I</th>
<th>CBCC1-I</th>
<th>CBCC2-I</th>
<th>CC-I</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f_1$</td>
<td>1.3e-05</td>
<td>3.2e-06</td>
<td>1.4e-07</td>
<td>3.6e-07</td>
<td>3.7e-11</td>
</tr>
<tr>
<td>$f_2$</td>
<td>5.5e-01</td>
<td>1.5e-00</td>
<td>2.1e-09</td>
<td>9.2e-01</td>
<td>8.5e-04</td>
</tr>
<tr>
<td>$f_3$</td>
<td>2.0e-01</td>
<td>3.1e-07</td>
<td>2.1e-01</td>
<td>1.6e-02</td>
<td>2.1e-01</td>
</tr>
<tr>
<td>$f_4$</td>
<td>4.5e-07</td>
<td>1.7e-07</td>
<td>1.6e-08</td>
<td>1.0e-07</td>
<td>7.6e-12</td>
</tr>
<tr>
<td>$f_5$</td>
<td>2.5e-05</td>
<td>2.7e-05</td>
<td>2.5e-06</td>
<td>2.4e-05</td>
<td>1.2e-06</td>
</tr>
<tr>
<td>$f_6$</td>
<td>1.1e-01</td>
<td>1.2e-03</td>
<td>1.1e-01</td>
<td>1.2e-03</td>
<td>1.1e-01</td>
</tr>
<tr>
<td>$f_7$</td>
<td>1.6e-01</td>
<td>1.1e-07</td>
<td>1.9e-07</td>
<td>1.2e-07</td>
<td>4.2e-09</td>
</tr>
<tr>
<td>$f_8$</td>
<td>1.9e-01</td>
<td>1.3e-06</td>
<td>2.0e-01</td>
<td>1.3e-06</td>
<td>2.0e-01</td>
</tr>
<tr>
<td>$f_9$</td>
<td>6.9e-01</td>
<td>3.1e-05</td>
<td>2.0e-01</td>
<td>1.3e-01</td>
<td>2.0e-01</td>
</tr>
<tr>
<td>$f_{10}$</td>
<td>4.6e-05</td>
<td>1.2e-04</td>
<td>2.5e-05</td>
<td>1.8e-04</td>
<td>2.5e-05</td>
</tr>
<tr>
<td>$f_{11}$</td>
<td>9.3e-01</td>
<td>9.1e-05</td>
<td>9.4e-07</td>
<td>3.8e-05</td>
<td>9.4e-07</td>
</tr>
<tr>
<td>$f_{12}$</td>
<td>3.3e-02</td>
<td>3.2e-08</td>
<td>3.0e-09</td>
<td>1.0e-08</td>
<td>2.2e-08</td>
</tr>
<tr>
<td>$f_{13}$</td>
<td>6.0e-08</td>
<td>7.7e-08</td>
<td>6.1e-08</td>
<td>7.7e-08</td>
<td>6.1e-08</td>
</tr>
<tr>
<td>$f_{14}$</td>
<td>1.2e-01</td>
<td>2.1e-09</td>
<td>2.2e-01</td>
<td>2.2e-09</td>
<td>2.2e-01</td>
</tr>
<tr>
<td>$f_{15}$</td>
<td>8.2e-06</td>
<td>3.3e-06</td>
<td>8.3e-06</td>
<td>3.3e-06</td>
<td>8.3e-06</td>
</tr>
</tbody>
</table>

The symbols $\uparrow$ and $\downarrow$ denote that the CCFR-I algorithm performs significantly better than and worse than this algorithm by the Wilcoxon rank sum test at the significance level of 0.05, respectively.

![Fig. 4](image)

CCFR-I completes the first co-evolutionary cycle. For $f_{12}$, CCFR-I converges faster than CBCC1-I and CBCC2-I (see Fig. 4b). CBCC allocates computational resources among subpopulations according to the accumulated contributions. Emphasizing the recent contributions, CCFR adapts the computational resource allocation to the real-time contributions of subpopulations better than CBCC. The experimental results in a single run on $f_{12}$ showed that for the third subpopulation, CBCC1-I and CBCC2-I used about $5 \times 10^5$ and $1 \times 10^6$ function evaluations to improve the best overall objective value by $6.9 \times 10^5$. CCFR-I used about $1.9 \times 10^5$ function evaluations to make the improvement of $6.9 \times 10^5$. When the real-time contribution of the third subpopulation was relatively small, CBCC still allocated computational resources to the subpopulation, while CCFR allocated resources to some other subpopulation which made a relatively greater real-time contribution.

2) Comparison on the IEEE CEC'2013 Functions: To further investigate the effect of imbalance, CCFR-I, CBF-I, and CC-I were tested on the CEC’2013 functions. The results show that CCFR-I significantly outperforms the other peer algorithms on 8 out of 15 functions. CCFR-I performs significantly better than the other peer algorithms on all the separable functions ($f_1$–$f_3$).
and most of the partially separable functions \((f_4-f_{11})\). CCFR-I, CBCC-I and CC-I have similar performance on nonseparable functions \(f_1, f_2\). For the partially separable functions on which CCFR-I performs worse, the differences between the results of CCFR-I and the other peer algorithms are not significant. For the functions on which CCFR-I performs better, the differences are significant, especially for \(f_3, f_7, f_8\) and \(f_{11}\), where CCFR-I outperforms the other peer algorithms by several orders of magnitude.

Fig. 5 shows the average function evaluations used by each subpopulation to optimize its corresponding subcomponent for CBCC1-I, CBCC2-I and CC-I on \(f_8\) over 25 independent runs. For \(f_8\), the weight values of the subcomponents are significantly different (see Fig. 3a). It can be seen in Fig. 5 that CC-I allocates equal computational resources to all the subpopulations. CBCC1-I and CBCC2-I allocate equal computational resources to all the subpopulations except the third one \((P_3)\). In the beginning of the evolutionary process, \(P_3\) makes the greatest contribution. Therefore, CBCC1-I and CBCC2-I allocate more computational resources to \(P_3\). In the subsequent co-evolutionary cycles, the contribution of \(P_3\) in one cycle drops, but CBCC1-I and CBCC2-I still deem \(P_3\) makes the greatest contribution and allocate resources to \(P_3\) rather than some other subpopulation which makes the greatest real-time contribution. In contrast, CCFR-I allocates computational resources to \(P_5\) with the greatest real-time contribution when the real-time contribution of \(P_3\) is small. Allocating more computational resources to the subpopulation with the greatest contribution increases the probability of making a greater improvement of the best overall objective value. In short, for \(f_8\), the result of CCFR-I is significantly better than those of CBCC1-I, CBCC2-I and CC-I (see Table I).

The average ranking of CCFR-I is the best among the four CC algorithms on the CEC’2010 and CEC’2013 functions (see Table II). The results in this section show that CCFR can make better use of computational resources than CBCC and CC on both the CEC’2010 and CEC’2013 functions.

In order to show the effect of the contribution-based resource allocation (see Sect. III-B) on the overall performance of CCFR, we compared CCFR-I with ICBCC2-I, ICBCC1-I and ICC-I, which are the improved CBCC1-I, CBCC2-I and CC-I, respectively. ICBCC2-I, ICBCC1-I and ICC-I adopt the components of CCFR (see Sect. III-A to Sect. III-C) except the contribution-based resource allocation. Table III summarizes the results on partially separable CEC’2013 functions \(f_8-f_{13}\). The comparison between the results in Table I and Table III shows that the components of CCFR proposed in Sect. III-A and Sect. III-C improve the performance of CBCC1-I, CBCC2-I and CC-I on the four CEC’2013 functions \(f_8-f_{11}\). However, CCFR-I still outperforms the other CC algorithms on most of the four functions due to its better contribution-based resource allocation.

The scalability study of CCFR-I on the block-rotated ellipsoid function [53] is provided in Sect. II in the supplementary material listed in the appendix. The results show that for CCFR-I, the number of function evaluations increases linearly as the dimensionality of the function and the number of subcomponents increase. CBCC1-I, CBCC2-I and CC-I have similar performance to CCFR-I, but for CCFR-I, as the dimensionality of the function and the number of subcomponents increase, the number of function evaluations increases less rapidly than the other three CC algorithms.

C. CCFR with IDG

The experimental results of CCFR with two grouping methods (provided in Sect. III in the supplementary material listed in the appendix) show that a high grouping accuracy can improve the performance of CCFR, especially for nonseparable variables.

In this section, the performance of CCFR-IDG2 is presented. IDG2 [54], which is an improved variant of differential grouping (DG) [28], is able to group interdependent variables together with a very high accuracy and correctly identify the indirect interaction between decision variables. CCFR-IDG2 is compared with seven CC algorithms (DECC-G [13], MLCC [49], DECC-D [23], DECC-DML [23], DECC [28], CBCC1 [9] and CBCC2 [9]) and two memetic algorithms (MA-SW-Chains...
The average fitness values ± standard deviations on four partially separable CEC’2013 functions ($f_8-f_{11}$) over 25 independent runs. The significantly better results are in bold font (Wilcoxon rank sum test with Holm $p$-value correction, $\alpha=0.05$). $R^+$, $R^-$ and $p$-value have similar meanings as in Table I.

<table>
<thead>
<tr>
<th>F</th>
<th>CCFR-I</th>
<th>ICBC-I</th>
<th>ICBC-C</th>
<th>ICC-I</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f_8$</td>
<td>9.0e+09</td>
<td>1.9e+10</td>
<td>9.8e+10</td>
<td>9.7e+10</td>
</tr>
<tr>
<td>$f_9$</td>
<td>1.9e+08</td>
<td>1.5e+09</td>
<td>1.2e+10</td>
<td>1.0e+10</td>
</tr>
<tr>
<td>$f_{10}$</td>
<td>9.5e+07</td>
<td>3.5e+08</td>
<td>9.5e+08</td>
<td>9.5e+08</td>
</tr>
<tr>
<td>$f_{11}$</td>
<td>3.5e+06</td>
<td>3.3e+08</td>
<td>5.2e+08</td>
<td>7.9e+08</td>
</tr>
<tr>
<td>$R^+$</td>
<td>90.00</td>
<td>90.00</td>
<td>90.00</td>
<td>90.00</td>
</tr>
<tr>
<td>$R^-$</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>p-value</td>
<td>2.50e-01</td>
<td>2.50e-01</td>
<td>2.50e-01</td>
<td>2.50e-01</td>
</tr>
</tbody>
</table>

The symbols $\uparrow$ and $\downarrow$ have similar meanings as in Table I.

The average fitness values ± standard deviations on the CEC’2010 and CEC’2013 functions over 25 independent runs. The significantly better results are in bold font (Wilcoxon rank sum test with Holm $p$-value correction, $\alpha=0.05$). $R^+$, $R^-$ and $p$-value have similar meanings as in Table I.

<table>
<thead>
<tr>
<th>F</th>
<th>CCFR-IDG2</th>
<th>DECC-G</th>
<th>MLCC</th>
<th>DECC-D</th>
<th>DECC-DML</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f_1$</td>
<td>2.0e+07</td>
<td>2.7e+07</td>
<td>2.8e+07</td>
<td>1.1e+08</td>
<td>2.1e+08</td>
</tr>
<tr>
<td>$f_2$</td>
<td>1.7e+07</td>
<td>3.3e+07</td>
<td>3.6e+07</td>
<td>7.6e+07</td>
<td>1.1e+08</td>
</tr>
<tr>
<td>$f_3$</td>
<td>1.2e+07</td>
<td>3.8e+06</td>
<td>2.5e+07</td>
<td>1.5e+07</td>
<td>1.5e+07</td>
</tr>
<tr>
<td>$f_4$</td>
<td>1.1e+07</td>
<td>3.5e+07</td>
<td>1.4e+07</td>
<td>3.2e+07</td>
<td>2.8e+07</td>
</tr>
<tr>
<td>$f_5$</td>
<td>9.2e+06</td>
<td>2.5e+07</td>
<td>5.0e+06</td>
<td>2.9e+06</td>
<td>5.0e+06</td>
</tr>
<tr>
<td>$f_6$</td>
<td>6.8e+06</td>
<td>5.3e+06</td>
<td>1.9e+07</td>
<td>5.5e+06</td>
<td>1.7e+07</td>
</tr>
<tr>
<td>$f_7$</td>
<td>2.0e+06</td>
<td>8.2e+06</td>
<td>5.0e+06</td>
<td>1.5e+06</td>
<td>5.0e+06</td>
</tr>
<tr>
<td>$f_8$</td>
<td>3.2e+06</td>
<td>6.8e+06</td>
<td>8.2e+06</td>
<td>3.0e+06</td>
<td>8.0e+06</td>
</tr>
<tr>
<td>$f_9$</td>
<td>2.6e+06</td>
<td>4.5e+06</td>
<td>5.4e+06</td>
<td>3.1e+06</td>
<td>5.4e+06</td>
</tr>
<tr>
<td>$f_{10}$</td>
<td>3.1e+06</td>
<td>9.0e+06</td>
<td>3.8e+06</td>
<td>1.9e+06</td>
<td>3.8e+06</td>
</tr>
<tr>
<td>$f_{11}$</td>
<td>3.5e+06</td>
<td>8.5e+06</td>
<td>3.2e+06</td>
<td>4.6e+06</td>
<td>3.2e+06</td>
</tr>
<tr>
<td>$f_{12}$</td>
<td>3.1e+06</td>
<td>9.0e+06</td>
<td>3.8e+06</td>
<td>1.9e+06</td>
<td>3.8e+06</td>
</tr>
<tr>
<td>$f_{13}$</td>
<td>3.5e+06</td>
<td>8.5e+06</td>
<td>3.2e+06</td>
<td>4.6e+06</td>
<td>3.2e+06</td>
</tr>
<tr>
<td>$f_{14}$</td>
<td>3.1e+06</td>
<td>9.0e+06</td>
<td>3.8e+06</td>
<td>1.9e+06</td>
<td>3.8e+06</td>
</tr>
<tr>
<td>$f_{15}$</td>
<td>3.5e+06</td>
<td>8.5e+06</td>
<td>3.2e+06</td>
<td>4.6e+06</td>
<td>3.2e+06</td>
</tr>
<tr>
<td>$R^+$</td>
<td>176.00</td>
<td>187.00</td>
<td>184.00</td>
<td>188.00</td>
<td>188.00</td>
</tr>
<tr>
<td>$R^-$</td>
<td>34.00</td>
<td>23.00</td>
<td>26.00</td>
<td>22.00</td>
<td>22.00</td>
</tr>
<tr>
<td>p-value</td>
<td>8.03e-03</td>
<td>2.2b-03</td>
<td>3.1b-03</td>
<td>1.9e-03</td>
<td>1.9e-03</td>
</tr>
</tbody>
</table>

The symbols $\uparrow$ and $\downarrow$ have similar meanings as in Table I.

[50] and MOS-CEC2013 [51]). It is shown in [55] that the two memetic algorithms are competitive for solving large-scale optimization problems. Note that, for the algorithms with IDG2, the function evaluations spent on groupings are counted as part of the computational budget.

Table IV summarizes the results of CCFR-IDG2, DECC-G, MLCC, DECC-D and DECC-DML. CCFR-IDG2 performs significantly better than the other peer algorithms by several orders of magnitude on all the CEC’2010 partially separable functions ($f_1$–$f_{15}$) and most of the CEC’13 partially separable functions ($f_4$–$f_{11}$). This indicates that an efficient grouping method and an efficient resource allocation strategy can help CCFR achieve competitive performance. The average ranking of CCFR-IDG2 is the best among the five CC algorithms on the CEC’2010 and CEC’2013 functions (see Table V).

CCFR is compared with CBC1, CBC2 and DECC, which adopt two grouping methods (i.e., DG [28] and IDG2 [54]). The detailed results are provided in Sect. III in the supplementary material listed in the appendix. For IDG2, the comparison results are similar to the comparison results between CCFR-I and its competitors (CBC1-I, CBC2-I and CC-I) in Sect. IV-B.
The results show that CCFR-IDG2 performs significantly better than CBCC1-IDG2, CBCC2-IDG2 and DECC-IDG2 on most of the fully separable and partially separable functions. The overall performance of CCFR-DG is also better than CBCC1-DG, CBCC2-DG and DECC-DG on the CEC’2010 and CEC’2013 functions. The algorithms with IDG2 perform better than the ones with DG. This is because IDG2 is able to identify interdependence between variables with higher accuracies.

The comparison between CCFR-IDG2 and the two memetic algorithms (MA-SW-Chains and MOS-CEC2013) is provided in Sect. IV in the supplementary material listed in the appendix. The experimental results show that the overall performance of CCFR-IDG2 is worse than MA-SW-Chains and MOS-CEC2013 on the CEC’2013 functions. However, when we replace SaNSDE with another optimizer (i.e., CMAES [56]), the performance of CCFR-IDG2 is improved. Overall, CCFR-IDG2 with CMAES performs better than MA-SW-Chains and MOS-CEC2013 on both the CEC’2010 and CEC’2013 functions.

V. Conclusion

In this paper, we presented a new CC framework named CCFR for tackling large-scale global optimization problems. CCFR aims to make efficient use of computational resources among subpopulations. Unlike the traditional CC where the computational resources are equally allocated among subpopulations and CBCC where the computational resources are allocated according to the accumulated contributions of subpopulations from the beginning of the evolutionary process, CCFR allocates resources to subpopulations according to the previous and current contributions of the subpopulations. The CEC’2010 and CEC’2013 large-scale benchmark functions were used to evaluate the performance of CCFR. From our experimental results, several conclusions can be drawn.

Firstly, CCFR can detect stagnant subpopulations and save computational cost on stagnant subpopulations. Secondly, according to the previous and current contributions of subpopulations to the improvement of the best overall objective value, CCFR can make a more efficient computational resource allocation among subpopulations and obtain better solutions than other CC frameworks. Finally, the performance of CCFR depends on the performance of grouping methods. Grouping the interdependent decision variables together with a high accuracy can improve the performance of CCFR. CCFR with an improved differential grouping method is a highly competitive CC algorithm for solving the large-scale optimization problems.

In the future, we are planning to investigate the potential of using the racing algorithm [57], reinforcement learning [58] and the techniques adopted in adaptive selection of operators [59] for allocating computational resources among subpopulations.

APPENDIX

SUPPLEMENTARY MATERIAL AVAILABLE ON THE WEB

The experiments in the supplementary material consist of the following parts.

1) The sensitivity study of the parameter $U$ of CCFR.
2) The scalability study of CCFR.
3) The performance of CCFR with DG and IDG2.
4) The comparison between CCFR-IDG2 and non-CC algorithms.
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TABLE I: The average fitness values ± standard deviations on the CEC'2010 and CEC'2013 functions over 25 independent runs. The significantly better results are in bold font (Wilcoxon rank sum test with Holm $p$-value correction, $\alpha=0.05$). $R^+$, $R^-$ and $p$-value are obtained through multiple-problem analysis by the Wilcoxon test between CCFR-I ($U=D_i$) and its competitors.

<table>
<thead>
<tr>
<th>CEC'2010 Functions</th>
<th>$F$</th>
<th>CCFR-I ($U = D_1$)</th>
<th>CCFR-I ($U = 2D_1$)</th>
<th>CCFR-I ($U = 10D_1$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f_1$</td>
<td>1.20e-05±4.89e-06</td>
<td>1.31e-05±5.19e-06</td>
<td>1.68e-05±6.54e-06†</td>
<td></td>
</tr>
<tr>
<td>$f_2$</td>
<td>2.75e+01±5.25e+00</td>
<td>5.13e+01±5.04e+00†</td>
<td>1.52e+02±7.22e+00†</td>
<td></td>
</tr>
<tr>
<td>$f_3$</td>
<td>4.50e+00±4.63e-01</td>
<td>5.66e+00±4.63e-01†</td>
<td>8.10e+00±4.65e-01†</td>
<td></td>
</tr>
<tr>
<td>$f_4$</td>
<td>8.33e+10±6.16e+10</td>
<td>8.69e+10±4.68e+10</td>
<td>1.06e+11±4.31e+10†</td>
<td></td>
</tr>
<tr>
<td>$f_5$</td>
<td>7.23e+07±1.32e+07</td>
<td>7.32e+07±1.22e+07</td>
<td>9.12e+07±1.74e+07†</td>
<td></td>
</tr>
<tr>
<td>$f_6$</td>
<td>7.74e+05±7.15e+05</td>
<td>7.83e+05±8.28e+05</td>
<td>7.26e+05±8.51e+05†</td>
<td></td>
</tr>
<tr>
<td>$f_7$</td>
<td>1.40e-03±2.47e-04</td>
<td>1.66e-03±2.78e-04</td>
<td>2.14e-03±3.90e-04†</td>
<td></td>
</tr>
<tr>
<td>$f_8$</td>
<td>3.19e+05±1.08e+06</td>
<td>6.38e+05±1.46e+06</td>
<td>9.57e+05±1.70e+06†</td>
<td></td>
</tr>
</tbody>
</table>

| $f_9$               | 9.38e+06±1.18e+06 | 8.81e+06±1.05e+06 | 1.05e+07±1.44e+06† |
| $f_{10}$            | 1.41e+04±1.01e+02 | 1.42e+03±7.83e+01 | 1.61e+03±1.10e+02† |
| $f_{11}$            | 1.03e+01±2.71e+00 | 9.72e+00±2.11e+00 | 1.00e+01±2.59e+00† |
| $f_{12}$            | 1.17e+00±4.57e+00 | 4.72e+00±1.75e+01† | 7.49e+00±2.30e+01† |
| $f_{13}$            | 3.18e+02±9.91e+01 | 3.25e+02±1.01e+02 | 4.03e+02±2.94e+01† |

| $f_{14}$            | 2.48e+07±2.85e+06 | 2.48e+07±2.85e+06 | 2.48e+07±2.85e+06† |
| $f_{15}$            | 2.81e+03±1.31e+02 | 2.81e+03±1.31e+02 | 2.81e+03±1.31e+02† |
| $f_{16}$            | 2.01e+01±2.62e+00 | 2.01e+01±2.62e+00 | 2.01e+01±2.62e+00† |
| $f_{17}$            | 9.78e+00±1.09e+01 | 9.78e+00±1.09e+01 | 9.78e+00±1.09e+01† |
| $f_{18}$            | 1.14e+03±1.82e+02 | 1.14e+03±1.82e+02 | 1.14e+03±1.82e+02† |

The symbols ↑ and ↓ denote that the CCFR-I ($U = D_i$) algorithm performs significantly better than and worse than this algorithm by the Wilcoxon rank sum test at the significance level of 0.05, respectively.

I. SENSITIVITY STUDY OF THE PARAMETER $U$ OF CCFR

Table I summarizes the results of CCFR-I with different values of the parameter $U$ (see Eq. (6a) in the paper) on the CEC'2010 and CEC'2013 large-scale functions [1], [2]. $D_i$ is the dimensionality of the $i$-th subcomponent.

For the functions with separable variables (i.e., the CEC'2010 functions $f_1$–$f_{13}$ and the CEC'2013 functions $f_1$–$f_2$), the smaller the value of $U$ is, the better the performance of CCFR is in general. This is because CCFR with a small value of $U$ can evolve fast to the optimal points through stagnant subpopulations and it can save more computational resources on stagnant variables than CCFR with a larger value of $U$. Therefore, we use $U = D_i$ as the default setting of $U$. For the functions without separable variables, the subpopulations hardly enter a stagnant state, so there are no differences between the performance of CCFR-I with different values of $U$. Overall, the CCFR-I algorithms with different values of $U$ have similar performance on most of the CEC'2010 and CEC'2013 functions.

II. SCALABILITY STUDY OF CCFR

We used the block-rotated ellipsoid function [3] to study the performance of CCFR-I, CBCC1-I, CBCC2-I and CC-I with the scale-up dimensionality of the function and the scale-up number of subcomponents. The dimensionality of the function...
The CEC'2010 functions serve as an example to illustrate how CCFR-IDG2 performs better than CCFR-DG. When CCFR-IDG2 significantly outperforms CCFR-DG, the performance of CCFR-IDG2 and CCFR-DG does not differ greatly. For most of the functions on which CCFR-IDG2 performs worse, the performance of CCFR-IDG2 and CCFR-DG does not differ greatly. For most of the functions on which CCFR-IDG2 performs better, the differences are significant. For the nonseparable functions, the interdependence between variables with higher accuracies than DG (see Table II). The results show that compared with the other peer algorithms on the CEC'2010 and CEC'2013 functions.

II. PERFORMANCE OF CCFR WITH DG AND IDG2

In order to study the effect of decomposition on the performance of CCFR, we tested CCFR with two grouping methods (DG [4] and IDG2 [5]). DG is a differential grouping method with a theoretical foundation, which is able to group the interdependent variables together with a high accuracy. IDG2 performs significantly better than the other peer algorithms with DG on most of the separable functions (f1 – f3). For almost all the partially separable functions (the CEC'2010 functions f4–f18; the CEC'2013 functions f4–f13), the differences between the results of the algorithms with DG are not significant. For the CEC'2010 functions f7, f8 and f13, because DG is not able to identify the interdependence between variables, there is interdependence between the subcomponents formed by DG. CCFR-DG performs worse than CBCC1-DG and DECC-DG by several orders of magnitude. This indicates that if there is interdependence between subcomponents, optimizing each subcomponent one by one may be a good way.

CCFR-IDG2 outperforms the other peer algorithms on most of the separable and partially separable functions (the CEC'2010 functions f1–f18; the CEC'2013 functions f1–f11), especially on the separable functions (f1–f3). For the partially separable functions on which CCFR-IDG2 performs worse, the differences between the results of CCFR and the other peer algorithms are not significant. For the functions on which CCFR-IDG2 performs better, the differences are significant. For the nonseparable functions (the CEC'2010 functions f19–f20; the CEC'2013 functions f12–f15), all the variables are grouped into one subcomponent. Therefore, the algorithms with IDG2 have similar performance on these nonseparable functions.

For most of the functions, the algorithms with IDG2 perform better than the ones with DG. This is because IDG2 can identify the interdependence between variables with higher accuracies than DG (see Table II). The results show that compared with DG, IDG2 makes CCFR perform much better than the other peer algorithms. For most of the functions on which CCFR-IDG2 performs worse than CCFR-DG, the performance of CCFR-IDG2 and CCFR-DG does not differ greatly. For most of the functions on which CCFR-IDG2 performs better than CCFR-DG, CCFR-IDG2 significantly outperforms CCFR-DG by several orders of magnitude due to the higher grouping accuracies of IDG2 in identifying the interdependence between variables (e.g., the CEC'2010 functions f7, f8, f13 and f18; the CEC'2013 functions f4, f7, f8 and f11). The experimental results show that the performance of CCFR is dependent on the decomposition method. A high grouping accuracy can improve the performance of CCFR, especially for the nonseparable variables.

IV. COMPARISON BETWEEN CCFR-IDG2 AND NON-CC ALGORITHMS

Table IV summarizes the results of CCFR-IDG2, MA-SW-Chains [7] and MOS-CEC2013 [8]. MA-SW-Chains and MOS-CEC2013 were ranked the first in the IEEE CEC'2010 and CEC'2013 competitions on large-scale global optimization.
TABLE II: The grouping results on the CEC’2010 and CEC’2013 functions. The values of IDG2 and DG are separated by “/”. The bold font indicates IDG2 performs better than DG; the gray background indicates IDG2 performs worse than DG.

![Table II](https://example.com/table2.png)

respectively. For the partially separable functions (the CEC’2010 functions \( f_1 \text{–} f_{18} \); the CEC’2013 functions \( f_{19} \text{–} f_{20} \)) on which CCFR-IDG2 performs better than MA-SW-Chains, the differences between the results of CCFR-IDG2 and MA-SW-Chains are significant. For the partially separable functions on which CCFR-IDG2 performs worse than MA-SW-Chains, the differences are not significant except for the CEC’2010 function \( f_{13} \). CCFR-IDG2 performs worse than MOS-CEC2013 on most of the CEC’2010 and CEC’2013 functions. For the nonseparable functions (the CEC’2010 functions \( f_{19} \text{–} f_{20} \); the CEC’2013 functions \( f_{12} \text{–} f_{15} \)), CCFR-IDG2 optimizes all the decision variables together and performs significantly worse than MA-SW-Chains and MOS-CEC2013. This indicates that the optimizer used by CCFR-IDG2 (i.e., SaNSDE) is inferior to MA-SW-Chains and MOS-CEC2013. The previous experimental results have shown that for a given optimizer (i.e., SaNSDE), CCFR is superior to the other peer algorithms with the same optimizer.

Fig. 2 shows the convergence of CCFR-IDG2, MA-SW-Chains and MOS-CEC2013. Because CCFR-IDG2 spends 500501 function evaluations grouping the decision variables, in Fig. 2 the convergence lines of CCFR-IDG2 start from 500502 function evaluations. For the separable function \( f_1 \), CCFR-IDG2 optimizes each separable variable one by one and converges slowly, but when CCFR-IDG2 finishes optimizing the last variable with the largest weight value, the best overall objective value drops sharply. \( f_9 \) is a partially separable function with imbalance between subcomponents. For \( f_{25} \), compared with MA-SW-Chains and MOS-CEC2013, in the beginning of the evolutionary process, CCFR-IDG2 converges very slowly. When the first evolutionary cycle ends (about \( 0.8 \times 10^6 \) function evaluations), CCFR-IDG2 starts to select the subpopulation with the greatest contribution
to undergo evolution. CCFR-IDG2 then converges much faster than MA-SW-Chains and MOS-CEC2013. This indicates that if
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TABLE IV: The average errors ± standard deviations on the CEC’2010 and CEC’2013 functions over 25 independent runs. The significantly better results are in bold font (Wilcoxon rank sum test with Holm p-value correction, α=0.05). $R^{+}$, $R^{-}$ and $p$-value have similar meanings as in Table I.

<table>
<thead>
<tr>
<th></th>
<th>CEC’2010 Functions</th>
<th></th>
<th>CEC’2013 Functions</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CCFR-IDG2</td>
<td>MA-SW-Chains</td>
<td>MOS-CEC2013</td>
</tr>
<tr>
<td>$f_1$</td>
<td>1.62e-05±6.55c-06</td>
<td>3.88e-14±3.59c-14</td>
<td>0.00e+00±0.00e+00</td>
</tr>
<tr>
<td>$f_2$</td>
<td>1.73e+02±8.62e+00</td>
<td>8.63e+02±5.84c+01</td>
<td>0.00e+00±0.00e+00</td>
</tr>
<tr>
<td>$f_3$</td>
<td>1.22e+01±3.66e-01</td>
<td>5.41e-13±2.13c-13</td>
<td>1.65e-12±6.73c-14</td>
</tr>
<tr>
<td>$f_4$</td>
<td>1.26e+11±7.50e+10</td>
<td>2.94e+11±9.32c+10</td>
<td>1.56e+10±6.02c+09</td>
</tr>
<tr>
<td>$f_5$</td>
<td>9.15e+07±1.61e+07</td>
<td>1.75e+08±1.03c+08</td>
<td>1.11e+08±2.25c+07</td>
</tr>
<tr>
<td>$f_6$</td>
<td>8.85e+05±7.05e+05</td>
<td>3.52e+04±1.72c+05</td>
<td>1.22e+07±6.43c+08</td>
</tr>
<tr>
<td>$f_7$</td>
<td>2.04e+03±3.45e-04</td>
<td>3.30e+02±1.40c+03</td>
<td>0.00e+00±0.00e+00</td>
</tr>
<tr>
<td>$f_8$</td>
<td>3.19e+05±1.08c+06</td>
<td>9.28e+06±2.36c+07</td>
<td>1.95e+08±8.03c+05</td>
</tr>
<tr>
<td>$f_9$</td>
<td>1.34e+07±1.68c+06</td>
<td>1.45e+07±1.59c+06</td>
<td>3.46e+06±4.49c+05</td>
</tr>
<tr>
<td>$f_{10}$</td>
<td>1.81e+03±1.43e+02</td>
<td>2.06e+03±1.19c+02</td>
<td>3.78e+03±1.47c+02</td>
</tr>
<tr>
<td>$f_{11}$</td>
<td>1.99e+01±3.26e+00</td>
<td>3.06e+01±8.24c+00</td>
<td>1.91e+02±4.07c+01</td>
</tr>
<tr>
<td>$f_{12}$</td>
<td>2.01e+01±2.53e+01</td>
<td>3.19e+06±5.32c+07</td>
<td>0.00e+00±0.00e+00</td>
</tr>
<tr>
<td>$f_{13}$</td>
<td>5.26e+02±1.04c+02</td>
<td>1.09e+03±6.29c+02</td>
<td>7.14e+02±5.68c+02</td>
</tr>
<tr>
<td>$f_{14}$</td>
<td>3.08e+07±3.35e+06</td>
<td>3.34e+07±3.37c+06</td>
<td>9.80e+06±6.03c+05</td>
</tr>
<tr>
<td>$f_{15}$</td>
<td>3.18e+03±1.51c+02</td>
<td>2.69e+03±9.75c+01</td>
<td>7.44e+03±1.84c+02</td>
</tr>
<tr>
<td>$f_{16}$</td>
<td>2.01e+01±2.62c+00</td>
<td>1.08e+01±1.51c+01</td>
<td>3.82e+02±1.55c+01</td>
</tr>
<tr>
<td>$f_{17}$</td>
<td>6.72e+01±8.68c+01</td>
<td>1.26e+00±9.45c+02</td>
<td>2.83e+07±7.97c+08</td>
</tr>
<tr>
<td>$f_{18}$</td>
<td>3.75e+03±1.93c+02</td>
<td>1.87e+03±5.79c+02</td>
<td>1.54e+03±7.46c+02</td>
</tr>
<tr>
<td>$f_{19}$</td>
<td>1.97e+09±1.83c+09</td>
<td>1.05e+03±7.59c+01</td>
<td>3.52e+02±4.43c+02</td>
</tr>
</tbody>
</table>

The symbols $\uparrow$ and $\downarrow$ have similar meanings as in Table I.
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TABLE V: The average errors ± standard deviations on the CEC’2010 and CEC’2013 functions over 25 independent runs. The significantly better results are in bold font (Wilcoxon rank sum test with Holm p-value correction, α=0.05). $R^+$, $R^-$ and p-value have similar meanings as in Table I.

<table>
<thead>
<tr>
<th>Functions</th>
<th>CEC’2010 Functions</th>
<th>CEC’2013 Functions</th>
</tr>
</thead>
<tbody>
<tr>
<td>$F$</td>
<td>CCFR-IDG2 (CMAES)</td>
<td>MA-SW-Chains</td>
</tr>
<tr>
<td>$f_1$</td>
<td>5.50e-17±1.51e-17</td>
<td>3.88e-14±3.59e-14†</td>
</tr>
<tr>
<td>$f_2$</td>
<td>5.41e+02±4.80e+01</td>
<td>8.63e+02±5.84e+01†</td>
</tr>
<tr>
<td>$f_3$</td>
<td>1.02e+00±3.98e-01</td>
<td>5.41e+13±2.13e+13†</td>
</tr>
<tr>
<td>$f_4$</td>
<td>4.28e-03±4.96e-03</td>
<td>2.94e+11±9.32e+10†</td>
</tr>
<tr>
<td>$f_5$</td>
<td>1.10e+08±1.60e+07</td>
<td>1.75e+08±1.03e+08†</td>
</tr>
<tr>
<td>$f_6$</td>
<td>9.58e+00±8.51e-01</td>
<td>3.52e+04±1.72e+05†</td>
</tr>
<tr>
<td>$f_7$</td>
<td>4.47e-07±1.73e-06</td>
<td>3.30e+02±1.40e+03†</td>
</tr>
<tr>
<td>$f_8$</td>
<td>1.25e+06±1.85e+06</td>
<td>9.28e+06±2.36e+07†</td>
</tr>
<tr>
<td>$f_9$</td>
<td>9.28e-06±5.47e-06</td>
<td>1.45e+07±1.59e+06†</td>
</tr>
<tr>
<td>$f_{10}$</td>
<td>1.29e+03±6.14e+01</td>
<td>2.06e+03±1.19e+02†</td>
</tr>
<tr>
<td>$f_{11}$</td>
<td>2.35e-01±4.08e-01</td>
<td>3.69e+01±8.24e+00†</td>
</tr>
<tr>
<td>$f_{12}$</td>
<td>1.28e-10±9.64e-11</td>
<td>3.19e-06±5.32e-07†</td>
</tr>
<tr>
<td>$f_{13}$</td>
<td>4.73e+00±3.79e+00</td>
<td>1.09e+03±6.29e+02†</td>
</tr>
<tr>
<td>$f_{14}$</td>
<td>2.61e-19±3.26e-20</td>
<td>3.34e+07±3.37e+06†</td>
</tr>
<tr>
<td>$f_{15}$</td>
<td>2.04e+03±8.22e+01</td>
<td>2.69e+03±9.75e+01†</td>
</tr>
<tr>
<td>$f_{16}$</td>
<td>8.07e+13±2.60e+14</td>
<td>1.08e+02±1.51e+01†</td>
</tr>
<tr>
<td>$f_{17}$</td>
<td>7.42e-24±1.63e-25</td>
<td>1.26e+00±9.45e-02†</td>
</tr>
<tr>
<td>$f_{18}$</td>
<td>1.09e+01±6.87e+00</td>
<td>1.87e+03±5.79e+02†</td>
</tr>
<tr>
<td>$f_{19}$</td>
<td>2.12e+04±2.21e+03</td>
<td>2.85e+05±1.74e+04†</td>
</tr>
<tr>
<td>$f_{20}$</td>
<td>8.30e+02±2.50e+01</td>
<td>1.05e+03±7.59e+01†</td>
</tr>
<tr>
<td>$R^+$</td>
<td>—</td>
<td>207.0</td>
</tr>
<tr>
<td>$R^-$</td>
<td>—</td>
<td>3.0</td>
</tr>
<tr>
<td>p-value</td>
<td>—</td>
<td>1.40e-04</td>
</tr>
</tbody>
</table>

Table:<br>$R^+$ and $R^-$ have similar meanings as in Table I.