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Abstract

When a train moves through the air, a region of air moves along with it at approximately the same speed: this region of air is known as the ‘slipstream’. Numerical simulations were conducted in order to simulate the slipstream around a model-scale freight train when subjected to crosswinds with two different yaw angles; 10° and 30°, and the results were compared to a previous slipstream study without a crosswind. The velocities on the windward side of the train for each case are generally lower than the crosswind speed due to the flow stagnation on the side of the train producing lower velocities than the no-crosswind case. On the leeward side, velocities from the 30° crosswind case remain higher than train speed for more than two metres from train side. Peak instantaneous velocities showed strong dependence on yaw angle and position from train side, and exhibiting superficial comparison to full-scale data. Velocities were used as inputs to a spring-mass-damper model which modelled human responses to wind gusts. It was shown that the effect of a crosswind on the train’s slipstream causes a significant increase in the likelihood of a person becoming unsteadied while standing on the leeward side of the train.

Key words: Freight train, slipstream, computational fluid dynamics (CFD), numerical simulation, delayed detached-eddy simulation (DDES), crosswinds, person stability, mathematical model.
1. Introduction

When a train moves through the air it generates a slipstream which to a static observer appears as a gradually-building gust punctuated by pressure and velocity transients. The concept of a slipstream is well known by the general public and is colloquially referred to as ‘air turbulence’. In recent years, the drive for faster trains has led to an increased risk of person instability because slipstream velocities increase approximately with train speed and hence faster trains produce higher slipstream velocities. Considering that the force experienced by an object subjected to a wind increases nearly proportionally with the square of the velocity, any increase in train speed can significantly increase the forces experienced by a person in close proximity to a train.

The study of train slipstreams has largely been directed towards high speed passenger trains (Baker et al., 2001, Hemida et al., 2012, Muld et al., 2013, Bell et al., 2014, Huang et al., 2014), although these vehicles are generally very streamlined to reduce drag and hence the amount air which is locally deformed when the train passes through it is minimised. The contrary is the true for freight trains where geometries are generally bluffer making them responsible for thicker slipstreams and thus higher slipstream velocities are obtained than would be obtained from faster-moving passenger trains at the same distances from train side (Pope, 2006, Sterling et al., 2008).

Reports documenting the effect of train slipstreams on trackside infrastructure, people and objects on platforms, on the UK rail network over a three decade period (from 1972 to 2005) showed that train slipstreams have the potential to pose a safety threat (Pope, 2006). Documented incidents include empty pushchairs being moved into passing trains causing them to be destroyed and on one occasion a person’s jacket was caught by the slipstream of a passing train and the person was subsequently spun around. These
incidents are fairly minor and so far there have been no fatalities on the UK rail network. However more recently, two infant fatalities occurred in Switzerland and Austria where unattended pushchairs were drawn into the path of freight trains passing through stations (Bowman, 2015, Tages Anzeiger, 2015). The incidents highlight the risks associated with freight train slipstreams and objects on station platforms.

Full-scale data suggest that when train slipstreams are subjected to ambient winds velocities increase on the leeward side of the train. These velocity increases are hypothesised to be a result of slipstream convection toward the leeward side of the train (Baker et al., 2007, Quinn et al., 2011, Baker et al., 2013a, Baker et al., 2013b). The increased slipstream velocity observed in the presence of a crosswind is known as slipstream amplification. The rate of increase in slipstream velocities with resultant yaw angle (the relative angle between the wind and the train) has been shown to be greater for freight trains than for passenger trains (Baker et al., 2007) although due to the scarcity of this data the effects of crosswinds on the slipstreams of freight trains at full-scale is poorly understood.

A recent study by Baker et al., (2013a) and (2013b) showed that even at yaw angles less than $\theta=\pm1.5^\circ$ a high speed passenger train’s slipstream was affected by the relatively low-speed crosswinds. The two most prominent methods of data analysis in the field of train aerodynamics are ensemble-averaging and peak one-second moving averages. Ensemble averaging is the process of obtaining multiple velocity or pressure time series and aligning them about a characteristic feature and performing the average at positions along the train (Deeg et al., 2008). The peak one-second moving average is performed by applying a one-second average to the velocity and pressure time series for each run, and taking the peak values. The effect of the crosswinds were shown to be significant
for both ensemble-averages and peak one second moving-average velocities (Baker et al., 2013a, 2013b).

Under the current TSI (2008) regulations, the guidelines which specify limiting values for pressures and velocities in the slipstreams of trains, there are no limits for the slipstream velocities which a freight train can generate. This is due to the fact that freight trains generally travel below the minimum train speed considered in the regulations which is 160 km/h (44.4 m/s). Recent work by (Soper et al., 2014) has shown that the slipstream velocities produced by some freight trains with low loading efficiencies i.e. carrying smaller containers than the wagon length, border on the maximum values allowed for high speed passenger trains.

Considering the available data on slipstream behaviour in crosswinds it is anticipated that the TSI limits could be violated by a freight train during even moderate ambient wind conditions (Baker et al., 2007, Quinn et al., 2011, Baker et al., 2013a, Baker et al., 2013b). Therefore, to ensure safe operation of freight trains the effect of slipstream amplification needs to be properly understood in order to determine the risk associated with it and recommend any appropriate measures.

Investigating how crosswinds would affect freight train slipstreams is difficult to achieve at full-scale because of the variability of ambient winds as well as the number of freight train geometries in operation. Therefore obtaining sufficient data to provide meaningful results would require lengthy measurement campaigns to obtain any useful amount of data. Approaches such as numerical and physical modelling offer controlled environments in which to carry out such experiments. Physical modelling such as wind tunnel (Bell et al., 2014) and moving model (Soper et al., 2014, Bell et al., 2015) testing
allow for data to be collected relatively quickly and cheaply in comparison to full-scale data, although obtaining large data sets can prove arduous.

Numerical modelling has the main advantage of providing large amounts of data from a single simulation which would otherwise require lengthy physical experiments to obtain. However, instantaneous simulation methods such as large-eddy simulation (LES) that are capable of capturing the instantaneous slipstream characteristics come at a significant computational cost compared to steady methods which are cheaper but fail to provide such data. Numerical simulations have proved an effective tool for crosswind assessment (Diedrichs, 2003, Diedrichs et al., 2007, Bouferrouk et al., 2012, Golovanevskiy et al., 2012) and calculation of train slipstreams (Hemida and Krajnovic, 2005, Hemida and Baker, 2010, Hemida et al., 2012, Flynn et al., 2014, Huang et al., 2014, Pii et al., 2014). This being said, numerical simulations must be validated against physical experiments in order to prove that the numerical model produces physical results and therefore numerical and physical modelling are most effective when used in unison.

The current available literature shows that freight trains produce larger slipstream velocities than passenger trains for a given train speed. It is also known from full-scale experiments that the rate of increase of slipstream velocity with yaw angle is greater for freight trains rather than for passenger trains (Baker et al., 2007); however the data on this subject are relatively limited. Therefore to expand on the existing knowledge base and clarify the effect of crosswinds on freight train slipstreams and associated effects, a numerical investigation was conducted.

The present work uses delayed detached-eddy simulation (DDES) to simulate the flow around a 1/25\textsuperscript{th} scale Class 66 locomotive container-hauled freight train being subjected
to a 10° and a 30° crosswind. The primary goal of the research is to determine the effect of the crosswind on the train’s slipstream. This work includes results from a previous freight train slipstream study (Flynn et al., 2014) and validation against previously conducted physical experiments (Soper, 2014) gives assurance of the simulations’ physicality. The effect of crosswinds on the train’s slipstream are investigated in terms of person stability using a previously-developed mathematical model (Jordan et al., 2008).

The layout of the present paper is as follows. Section 2 describes the model, section 3 contains a description of the computational domain and boundary conditions and section 4 describes the numerical method. Section 5 discusses the computational mesh and slipstream time-averaged and instantaneous results are presented in section 6. The description of the spring-mass damper model and results are contained in section 7 and conclusions are drawn and recommendations for future work are made in section 8.

2. Model description

The freight train used in the present work is a 1/25th scale Class 66 locomotive and 4 fully-loaded FEA type B container wagons; rails were also included in the simulations.

![Figure 1 Models used in numerical (left) and physical experiments (right) (Soper, 2014)](image)

Figure 1 shows the computer-aided design (CAD) model used in the numerical work and the physical model used in Soper et al., (2014). The majority of the important
external dimensions are exactly reproduced although minor geometrical features have been omitted from the CAD model to allow for higher mesh quality and thus a more accurate solution.

The dimensions presented in this paper are given as full-scale values to allow for ease of comparison to the real world. The locomotive has a full-scale height of 4.35 m, width of 2.35 m, the wheels are 1.20 m apart (where standard gauge is 1.435 m) and the lowest point of clearance between the train and the ground is 0.25 m (Figure 2). The dimensions of the CAD model relate to the physical model whose geometry was subject to the moving-model rig and do not necessarily compare to the full-scale vehicle. Longitudinal (x), lateral (y) and vertical (z) distances will be given relative to the front face of the locomotive, the centre of track and the top of rail, respectively. Positions relative to train side are given as y’.

Figure 2 Dimensions of Class 66 locomotive

Figure 3 Side and plan views of the container flat
Each wagon consists of a container flat (Figure 3) and a representative shipping container (Figure 4). The container used on the wagons is a cuboid with external measurements of a standard 60 foot (18.3 m) shipping container and were simplified by neglecting the corrugations. This simplification was also made by Alam and Watkins (2007), Soper et al.,(2014) and Hemida and Baker (2010) and although the effect of neglecting the corrugations was not tested by either study the effect is assumed to be negligible due to their small size relative to other geometrical features. The total height of a container wagon is 4 m above TOR.

3. Computational domain and boundary conditions

The computational domain used in the present work is shown in Figure 5. The inlets provide a steady, uniform block velocity profile which give yaw angles of 10° and 30° where the resultant inlet velocity, \( u_r \), is 23 m/s. Unlike The train is kept fixed and the ground plane is a no-slip moving wall and is set to the longitudinal inlet velocity component, \( u_{\text{train}} \), which is also the train speed. This way the movement of a train can be simply replicated without the need for complicated methods such as sliding meshes. The outlets are zero-pressure outlets and the roof is set as a slip wall. The Reynolds
numbers (Re) of the simulations are 300,000, based on the height of the locomotive (H) and \( u_r \).

The numerical simulations are designed to adhere as closely as reasonably possible to the crosswind experiments which they are validated against (Soper, 2014) although features such as the turbulence inlet characteristics are not considered. The TRAIN rig’s crosswind generator (CWG) has an average turbulence intensity of approximately 15\%, therefore the steady block profile inlet is a simplification of the actual case. Some turbulence at the inlet may be beneficial to the accuracy of the simulations but a steady inlet is specified to provide a baseline case and for simplicity.

4. **Numerical method**

The present work uses delayed detached-eddy simulation (DDES) in order to gain an instantaneous and an accurate time-averaged view of the slipstream around the freight train. The principle of DDES is that the attached flow on the wall is simulated using a RANS model whereas the detached flow is resolved using large-eddy simulation (LES). Using wall-resolved LES can be very computationally expensive in comparison to methods such as DDES, especially at higher Reynolds numbers, \( Re \), where the computational cost of resolving the boundary layer can increase proportionally with
Re\textsuperscript{1.8} (Piomelli, 2008). The Spalart-Allmaras one equation turbulence model was chosen because of the reduced computational cost required to solve it in comparison to commonly-used two equation models such as the k-ε or k-ω.

The diffusive and sub-grid fluxes were discretised using a second order central-differencing scheme. The convective term was discretised using central-differencing with a Sweby limiter (Sweby, 1984) to form a total variation diminishing (TVD) scheme; the limiter was set to Ψ=0.6 which provided a balance between stability and accuracy. Time integration was conducted using a second order backward implicit scheme and the maximum Courant-Friedrichs-Lewy (CFL) number was kept below 4 in all cells within the domain and the CFL number exceeds one in less than 1% of the cells and is therefore unlikely to have a significant effect on the flow.

Time-averaging of pressure and velocity was commenced once the flow was fully-developed which was determined by examining the moment coefficients on each wagon and container because they are generally more sensitive than force coefficients as the distance from the origin accentuates any imbalance in local frictional forces or surface pressures. Sampling probes placed near the inter-wagon spacings of the train were also used to confirm that the flow was fully-developed. Time-averaging was conducted for the time required for the flow to travel the length of a wagon 20 times, giving an equivalent full-scale time of 12 s which ensured that the motion of the lower-frequency turbulent fluctuations were incorporated in the average.

5. Computational mesh

The computational meshes used in the present work were unstructured hexahedral grids (Figure 6). The same meshes were used for the 10° and 30° crosswind cases which negated the process of further mesh generation which is advantageous for complex
geometries where quality mesh generation can be very time-consuming. Another advantage of using the same meshes for both crosswind cases is that there is no difference in mesh quality between the simulations. However, there is some drawback in terms of the additional cells required in the mesh. The coarse and fine meshes consisted of 45\times10^6 and 65\times10^6 cells, respectively, and the fine surface mesh consisted of approximately 8.4\times10^5 cells on each container wagon and 1\times10^6 cells on the locomotive.

Figure 6 Computational mesh in crosswind cases on a plane at z=2 m.

The meshes are dominated by hexahedral cells but other polyhedral elements were also present due to the complexity of the geometry (Figure 7). The unstructured meshes were generated using SnappyHexMesh which is a utility within OpenFOAM. The quality of the meshes was verified using OpenFOAM’s inbuilt mesh metrics and it was ensured that the maximum skewness of every cell was below 4 and maximum non-orthogonality was less than 60: corrections were made for the non-orthogonality in the solver.
To ensure that the velocity gradients near the wall were correctly represented, four prism layer cells were applied to the surface of the vehicle. The $y^+$ over the majority of the train’s surface is between 10 and 50, with a small number of localised exceptions occurring. The Spalding wall function was applied because of the value of the average $y^+$ on the surface of the train. The maximum distance between the centre of the first cell and the surface of the train is 0.1 mm.

6. Results

6.1 Mesh sensitivity

Mesh sensitivity testing was conducted in order to determine whether the solutions are a function of mesh density. The time-averaged surface pressure coefficients, $C_p$, from the middle of each container, for the coarse and fine meshes, in the 30° case, are shown in Figure 8. The pressure coefficient, $C_p$, is calculated by

$$C_p = \frac{2 (p - p_\infty)}{\rho u_r^2}$$

where $p$ is the local mean static pressure, $\rho$ is air density and $p_\infty$ is the freestream pressure. In incompressible numerical simulations, pressure is considered as a gauge
value unlike physical experiments where the local atmospheric pressure must be taken into account, to this end we can consider $p_\infty$ to be zero. The agreement between the pressure coefficients on the surface of each container is generally good, however some minor differences occur on the roofs of the first and second container wagons. The agreement between the results from the two mesh densities indicates that the energy-containing eddies have been resolved and that a finer mesh is not required. Mesh sensitivity testing was also conducted for the $10^\circ$ case and showed nearly identical agreement between the fine and coarse meshes, although for conciseness the figure has been omitted here.

![Figure 8](image)

**Figure 8** Surface pressure coefficients around each container at their mid-length for fine (blue) and coarse (red) meshes from the $30^\circ$ crosswind case.

### 6.2 Validation

In order to ensure the physicality of the simulations, the results from the $30^\circ$ crosswind simulations were validated against experimental data from Soper (2014). The experimental surface pressures were obtained by tapping only the third container in the train and ensemble-averaged over 15 runs. The locations of the pressure-taps on the surface of the third container are shown in Figure 9. The lateral and vertical taps were
made at 25%, 50% and 75% of the container width and height, respectively. The longitudinal taps were made at 16.6%, 33.3%, 50%, 66.6% and 83.3% along the length of the container. Further details of the experimental procedure can be found in (Soper, 2014).

Figure 9 Positions of pressure taps on the a) roof and b) around the edges of third container
The comparison between the numerical and experimental $C_p$s on the third container are shown in Figure 10. The largest discrepancy between the numerical and experimental data occurs at the closest tapping loop to the leading edge of the container. This is because the leading edge is dominated by separation which can be affected by interference effects from the preceding container but also by the freestream turbulence of the CWG. The turbulence intensity and length-scale of an incident wind has been shown to affect the surface pressures on ground vehicles (Robinson and Baker, 1990, Baker and Humphreys, 1996, García et al., 2015) with the above effects considered, the agreement between the results presented in Figure 10 is deemed to be adequate.
6.3 Time-averaged flow

6.3.1 Velocity magnitudes on the windward side of the train

The simulations use a train-fixed frame of reference with a moving ground plane which has been widely used in train aerodynamics simulations (Bowman, 2005, Flynn et al., 2014, Huang et al., 2014, Pii et al., 2014). By setting the boundary conditions this way the flow can be simulated around a moving object without the need for using sliding mesh techniques which can greatly increase the complexity of a case.

The focus of the current work is the effect of slipstream gusts on people at trackside, thus it is important that the velocity is considered in the frame of reference of a static observer. The normalised velocity magnitude, \( U \), is converted to the frame of reference of a static observer by

\[
U = \frac{\sqrt{(u-u_{\text{train}})^2 + v^2 + w^2}}{u_{\text{train}}} \quad (2)
\]

where \( u \), \( v \), and \( w \) are longitudinal, lateral and vertical velocity components within the computational domain, respectively. The positions of slipstream flow property sampling are shown in Figure 11 and are used on either side of the train for the windward and leeward samples.

Time-averaged velocity magnitudes from samples at \( y=1.59 \) m, \( y=1.84 \) m, \( y=2.34 \) m and \( y=3.34 \) m are considered for the no-crosswind, 10° and 30° crosswind cases. These lateral positions correspond to 0.25 m, 0.5 m, 1 m and 2 m from train side. The flow variables in the slipstream will be considered at three different heights above TOR, namely \( z=0.5 \) m, \( z=2 \) m and \( z=4 \) m.
The velocity magnitudes on the windward side of the train for the no-crosswind, 10° and 30° crosswind cases at z=0.5 are shown in Figure 12. In the no-crosswind case the highest peak velocities are $U=0.95$ and $U=0.76$ at $y=1.59$ m and $y=1.84$ m, respectively. The peak slipstream velocity in the no-crosswind case is lower than the crosswind in the 30° case at $y=2.34$ m and $y=3.34$ m. At all positions from COT the velocity in the 30° case decreases in the nose region due to the flow stagnating on the train. The velocity continues to decrease along train length and is punctuated by velocity transients at inter-wagon spacings. The velocity from the no-crosswind case in the boundary layer region is greater than in the 10° and 30° cases from $y=1.59$ m to $y=2.34$ m although at $y=3.34$ m the velocity in the 30° case is greatest, due to the reduced effect of stagnation at that distance from COT. The velocity in the 10° case exhibits nose peaks at $y=1.59$ m and $y=1.84$ m, which are greater than the crosswind velocity ahead of the train, and are caused by the flow separating around the windward corner of the locomotive.
The velocity magnitude on the windward side of the train at z= 0.5 m for a) y=1.59 m, b) y=1.84 m c) y=2.34 m, d) y=3.34 m for the no-crosswind (Flynn et al., 2014), 10° and 30° crosswind cases. The velocity magnitude on the windward side of the train at z=2m is shown in Figure 13. At y=1.59 m, the velocity nose peaks for the no-crosswind and 10° cases are greater than the crosswind velocity of the 30° case. In the boundary layer region the velocities for all the cases are reasonably comparable for y=1.59 m and y=1.84 m, however only the 30° case exhibits transients of approximately ΔU=0.2. The velocity from the 30° case is nearly double the no-crosswind and 10° cases at y=3.34 m.

The magnitudes of the transients in the boundary layer region of the 30° case are greater than the velocity in the boundary layer region of the no-crosswind case. At x≈100 m, the velocity increase in the 30° case is approximately ΔU=0.2, whereas the transients for the no- and 10° crosswind cases are less than half of this value. The velocity from the 30° case at y=3.34 m is greater than the velocity for the n-crosswind and 10° crosswind cases for the entirety of train length.
Figure 13 Time-averaged slipstream velocity magnitude on the windward side of the train at z= 2 m for a) y=1.59 m, b) y=1.84 m c) y=2.34 m, d) y=3.34 m for the no-crosswind (Flynn et al., 2014), 10° and 30° crosswind cases.

At z=4 m the velocity in the boundary layer region of the 30° case is greater than its crosswind velocity for the first height above TOR (Figure 14). The velocity from the 10° case is greater than the no-crosswind case in the first half of the boundary layer region at y=1.59 m, and for the entire boundary layer region at all other distances from COT. Higher velocities occur at z=4 m than have previously been seen for the 10° and 30° cases because of flow separation over the roof of the containers. This is enhanced for the 30° case due to the greater lateral component of the crosswind than in the 10° case which causes more abrupt flow separation, lower pressure and thus higher velocities to occur.
Figure 14 Time-averaged slipstream velocity magnitude on the windward side of the train at z= 4 m for a) y=1.59 m, b) y=1.84 m c) y=2.34 m, d) y=3.34 m for the no-crosswind (Flynn et al., 2014), 10° and 30° crosswind cases

6.3.2 Velocity magnitude on the leeward side of the train

Figure 15 shows the velocity magnitude on the leeward side of the train at z=0.5 m. On the leeward side of the train, at y=1.59 m and z=0.5 m, the nose region velocities of both crosswind cases are within 30% of the no-crosswind peak. A double velocity peak is visible for all cases, which becomes more accentuated with increasing yaw angle. With increasing distance from train side the difference between the velocities in the nose region becomes more pronounced such that the no-crosswind velocity is observed to decrease fastest with distance from train side, followed by the 10° case and then the 30° case. In the boundary layer region, at y=1.59 m and y=1.84 m, the no-crosswind case has the greatest velocity followed by the 10° case and then the 30° case which is a result of the shielding effect. The peak velocities on the leeward side of the 30° case which occur at y=2.34 m and y=3.34 m have values twice those of the crosswind velocity. At y=3.34 m the peak velocity of the 10° case is greater than four times the velocity of its crosswind and the peak of the no-crosswind case.
Figure 15 Time-averaged slipstream velocity magnitude on the leeward side of the train at $z = 0.5$ m for a) $y = 1.59$ m, b) $y = 1.84$ m c) $y = 2.34$ m, d) $y = 3.34$ m for the no-crosswind (Flynn et al., 2014), 10° and 30° crosswind cases.

Figure 16 shows velocity magnitudes on the leeward side of the freight train at $z = 2$ m. A significant variability in velocity is observed along train length for the 30° case in comparison to the no-crosswind and 10° crosswind cases. This is due to the larger lateral velocity component which causes additional air to pass through the inter-wagon spacings which then accelerates around the leeward front corners of the container wagons. The largest transient at an inter-wagon spacing is approximately $\Delta U = 1.0$ which is twice magnitude the velocity transient which occurs at $y = 1.84$ m.

The velocity peak in the nose region of the 30° case differs by less than 13% between $y = 1.59$ m and $y = 3.34$ m due to the presence of a shear layer which extends further from train side than in the 10° case because of the higher yaw angle (Figure 17).
Figure 16 Time-averaged slipstream velocity magnitude on the leeward side of the train at z=2 m for a) y=1.59 m, b) y=1.84 m c) y=2.34 m, d) y=3.34 m for the no-crosswind (Flynn et al., 2014), 10° and 30° crosswind cases

The 10° crosswind case shows increasing velocity after the locomotive at y=1.59 m and y=1.84 m whereas at further distances from train side the velocity remains nearly constant after x=30 m. This increase in velocity is a result of the low pressure region on the leeward side of the train ‘pulling’ the air along with it.

Figure 17 Colour plot of velocity magnitude, U, on a plane at z=2 m in the 30° crosswind case
Figure 18 shows the velocity magnitude on the leeward side of the train at z=4 m. The mean velocity magnitudes from the 10° and 30° crosswind cases are greater than those obtained from the no-crosswind case for the majority of train length at all distances from COT. The higher velocities from the crosswind cases are a result of the flow separating around the leeward front corners of the containers and over the roofs causing higher lateral and vertical components in comparison to the no-crosswind case where the longitudinal component is dominant.

Figure 18 Time-averaged slipstream velocity magnitude on the leeward side of the train at z=4 m for a) y=1.59 m, b) y=1.84 m c) y=2.34 m, d) y=3.34 m for the no-crosswind (Flynn et al., 2014), 10° and 30° crosswind cases

6.3.3 Comparison of freight train slipstream to high speed train slipstream

The slipstream of a model-scale ICE2 was investigated using the University of Birmingham’s TRAIN rig (Baker et al., 2001). As well as measuring the slipstream velocities of the train in ambient conditions, the vehicle was also passed through a crosswind and the slipstream velocity on the leeward side was measured using hot-wire anemometers. Comparison between the present work and Baker et al.,(2001) is made in order to highlight the different effects that crosswinds have on the slipstreams of freight
and passenger trains. It should be noted that the yaw angle considered by Baker et al., (2001) was 11º although due to unsteadiness in the crosswind generator and variation of train speeds between runs some variability will arise in the ensemble average. Baker et al., (2001) only measured the longitudinal and lateral velocity components hence Figure 19 shows the normalised horizontal velocities at \( y' = 1 \) m and \( y' = 2 \) m on the leeward sides of the trains. The normalised horizontal velocity, \( U_h \), is the normalised velocity magnitude, \( U \), without the vertical component (w=0). The model-scale ICE2 is comprised of four cars and is 100 m long which matches the train in the current case

![Figure 19](image)

Figure 19 Time-averaged and ensemble-mean normalised horizontal slipstream velocities, \( U_h \), on the leeward side of the freight train in the present work and the ICE2 (Baker et al., 2001) at a) 1 m and b) 2m from train side at \( z=2.25 \) m

At \( y' = 1 \) m the greatest difference in velocities from the two cases occurs in the nose region of the trains. The peak velocity on the leeward side of the ICE2 is 0.28, whereas it is 1.19 on the leeward side of the Class 66 locomotive. The relatively massive nose peak from the present work has been attributed to the flow shearing around the corners of the locomotive whereas the relatively low \( U_h \) on the leeward side of the ICE2 is due to the rounded shape which prevents such abrupt flow separation.

Further from train side, at \( y' = 2 \) m, the peak velocity generated by the Class 66 is 0.6 which is half the peak value at \( y' = 1 \) m. The peak velocity in the slipstream of the ICE2, at \( y' = 2 \) m, is 0.24, 40% of the peak velocity on the leeward side of the Class 66.
The velocities from Figure 19 are presented as absolute values in Figure 20. It should be noted that the ICE2 used in (Baker et al., 2001) travels at approximately 80 m/s, even so, the freight train produces higher slipstream velocities for a much lower crosswind speed. At $y' = 2$ m, the freight train still produces the greatest slipstream velocity even though the crosswind is half the speed of that in the passenger train case.

![Graphs from Figure 20](image)

**Figure 20** Time-averaged and ensemble-mean absolute horizontal slipstream velocities, $U_h$, on the leeward side of the freight train in the present work and the ICE2 (Baker et al., 2001) at a) 1 m and b) 2 m from train side at $z = 2.25$ m

### 6.4 Instantaneous flow

#### 6.4.1 Instantaneous peak velocities

It was demonstrated in Section 6 that the slipstream velocities generated on the windward side of a train which is subjected to a crosswind are minimal in comparison to those on the leeward side. To this end only the instantaneous velocities on the leeward side of the train will be considered here. The velocities shown in Figure 21 are maximum values from samples along a line in the computational domain at 20 independent time-steps, as was done in Flynn et al., (2014) and is the closest equivalent of a train passing a static observer that is possible with a fixed model in CFD.

With increasing distance from train side the mean peak velocity in the no-crosswind case decreases from 1.49 at $y = 1.59$ m to 0.7 and 0.45 at $y = 2.34$ m and $y = 3.34$ m, respectively. At $y = 1.59$ m and $y = 1.84$ m, the $10^\circ$ mean peak velocity remains fairly constant and then decreases significantly at $y = 2.34$ m and $y = 3.34$ m. The mean peak
velocities for the 30° case are seen to remain relatively constant for all measurement
distances from train side as a result of the position of the shear layer generated by the incident wind.

![Diagram](image1.png)

Figure 21 Instantaneous peak velocity magnitudes relative to a static observer for each yaw angle case at z=2 m and a) y=1.59 m, b) y=1.84 m, c) y=2.34 m and d) y=3.34 m. Red indicates the mean of the instantaneous peaks.

The spread of the peak velocities is seen to be dependent on the yaw angle and position from the train. The standard deviation of the velocities in the no-crosswind case decrease with distance from COT as a result of the sampling location being outside of the unsteady flow separation region around the front of the locomotive, see Flynn et al., (2014). The standard deviation for the 10° case reaches its greatest value at y=2.34 m as a result of the position of the unsteady shear layer.

At all distances from COT the no-crosswind case has the highest standard deviation with its peak being $\sigma_u=0.18$ and occurring at y=1.84 m.
The velocities presented in Figure 21 bear strong resemblance to those which were obtained at full-scale and given in Baker et al., (2007) shown in Figure 22. The velocities from the numerical simulations have set yaw angle values whereas in the full-scale data, yaw angles are approximated from local wind speeds and train speed causing more scatter in the full-scale data than in the numerical data. However, the near-linear correlation is very similar to that shown from the current work even though the full-scale data only show 13 measurements with crosswind.

7. Stability of people subjected to gusts

The data presented above show slipstream amplification around the freight train and in order to give a practical dimension to the results, they are used as inputs into a mathematical model of person stability. The following section presents the methodology and results from using the velocities as inputs to a previously-developed spring-mass-damper model and shows the safety implications of slipstream amplification.

7.1 Theory

The wind-induced force experienced by a standing person can be approximated by (Penwarden et al., 1978)
\[ F(t) = \frac{1}{2} \rho A_p C_d \]

where \( A_p \) is the projected area to the wind and \( C_d \) is the drag coefficient. Estimating the projected area of a given person to the wind can be performed using the Dubois area, \( A_{DU} \), (Du Bois and Du Bois, 1916) which is calculated as

\[ A_{DU} = 0.0769 W_p^{0.425} h_p^{0.725} \]

where \( W_p \) is the weight of a person in Newtons and \( h_p \) is the height of a person in metres. The Dubois area is a convenient parameter for approximating the projected area of a person based upon easily obtainable parameters such as height and weight. The validity of the exponents were verified by Penwarden et al., (1978) for a sample size of 331 and were found to be suitable.

Penwarden et al., (1978) used wind tunnel testing to evaluate the drag force experienced by persons standing in a wind tunnel. Clothing was found to have a significant effect of forces on persons, as a result of the change in projected area. The orientation of a person to an oncoming wind also has a strong effect on the force on a person due to the difference in projected area. The drag coefficients for a person facing the wind and a person side-on to the wind are 1.17 and 1.01, respectively.

It was noted by Fukuchi (1961) that a person subjected to a gust has a response time of approximately 0.375 s in which they behave as a solid object due to the speed at which the muscles react. The response of a human to a wind-induced force during the first 0.375 s can be crudely approximated as a cuboid (Figure 23) (Johnson and Prevezer, 2005).
Figure 23 Cuboid subjected to a wind-induced load in original and displaced positions.

The cuboid model has the advantage of being very simple to implement although it is a gross simplification of human reaction to gusts. Furthermore, the cuboid model is only considered to be valid for 0.375 s after a young or middle-aged person is exposed to a gust, this value is 0.476 s for elderly people (Mackey and Robinovitch, 2006).

Perhaps a more realistic method of approximating the dynamic behaviour of the human body in its reaction gusts is the spring-mass-damper system developed by Jordan (2008); the schematic of the model is shown in Figure 24. In the model, the human body is considered to consist of three masses moving relative to one another which represent the motion of the legs, torso and head, of a person with springs and dampers to represent the elastic behaviour of the muscles (Wexler et al., 1997). The displacement of the cuboid model at $t=0.375$ s is used as the initial displacement of the spring-mass-damper model.
Figure 24 Schematic of the spring-mass-damper stability model of a person

The spring-mass-damper model relies on constants in order to calibrate its behaviour to something akin to the response of a person subjected to a wind-induced force. In order to calibrate the modal constants Jordan et al., (2008) placed 29 volunteers in a wind tunnel and measured their response to different step change gusts.

The model randomly generates 100 people with different height and weight characteristics that are in line with the population and also randomly-selects their orientation. For full details of the model and the wind tunnel test procedure see Jordan (2008).

In order to simulate a wind-induced force on the person stability model, input velocities were required. Each randomly-generated person was subjected to one of 20 instantaneous velocities sampled from the simulations, those from the no-crosswind, 10° and 30° crosswind case are shown in Figure 25.
Figure 25 Horizontal velocities from the leeward side of the train at y=3 m and z=2m for the a) no-crosswind, b) 10° crosswind and c) 30° crosswind cases.

Figure 26 shows slipstream velocities from the no-crosswind case juxtaposed against a velocity time series from wind tunnel experiments detailed in Jordan et al., (2008). The slipstream velocities exhibit impulse gusts in the form of a dominant peak and show good resemblance to the step input of the wind tunnel tests. This difference between the velocities from the numerical and wind tunnel work is not likely to be significant because it is the initial gust which is responsible for person unsteadiness and once the
wind stabilises about the free stream then the person will have already reacted to the
gust and will hence be braced.

Figure 26 Twenty instantaneous velocities from no-crosswind simulations (blue) and
velocity from Jordan et al., (2008). Wind tunnel velocities are scaled to be comparable
to slipstream velocities.

In this work the randomly-generated people were subjected to one of 20 instantaneous
velocities obtained from the CFD simulations, unlike in Jordan (2008) where the
velocities were unique for each person tested. It is assumed that applying the velocities
from the CFD simulations to a randomly-generated person is the same as applying a
unique randomly-generated velocity to randomly-generated people. The basis of this
assumption is that the velocities obtained from the simulations are numerous enough to
provide a representative sample of the range of velocities which occur in a slipstream.

The velocities sampled from the numerical simulations possess some physical basis,
however the assumption is made that the velocities next to a static vehicle at a single
instant in time are the same as those measured by a static probe when a train passes.

The slipstream velocities were sampled at z=2 m which, assuming a platform height of
z=1 m, gives velocities at approximately mid-height of a person although it is also
assumed that the presence of the platform has a negligible effect on the slipstream velocity.

Velocities closer than $y=2$ m have been neglected due to potentially misleading results because it is considered highly unlikely that a person would stand 1 m closer to the train than the yellow safety line especially considering the audible warnings and platform attendants present at stations. The furthest position of slipstream sampling was chosen as $y=4$ m because this was at the outer portion of the high-resolution mesh region and solution validity of samples at further distances from train side cannot be assured.

Figure 27 shows a distribution of the heights and weights of 1000 randomly-generated people from the model. The distribution is superficially comparable to that obtained by Penwarden et al., (1978), therefore it can be considered that the heights and weights of the randomly-generated people used in the model are reasonable and thus sufficient for the purposes of the present work.
7.2 Stability model results

The results from the spring-mass-damper model are presented in Table 1. The data refer to the percentage of person unsteadiness caused by the slipstream gusts at each position relative to train side.

The model was run three times at each measurement position and each crosswind in order to ensure that the results were repeatable and that the data from a single run did not give inaccurate data. The results from the spring-mass-damper model were tested and for three runs produced person unsteadiness values within 3 % of each other.

The probability of person instability caused by velocities sampled between \( y=2 \) m and \( y=4 \) m for the no-crosswind, \( 10^\circ \) and \( 30^\circ \) crosswind cases is shown in Table 1. The no-crosswind case produces no person instability at \( y=4 \) m whereas the \( 10^\circ \) and \( 30^\circ \) crosswinds cause instabilities rates of 35 and 54 %, respectively. Between the \( 10^\circ \) and \( 30^\circ \) cases, the likelihood of person unsteadiness increases by 54 % which is consistent with the trend of the peak slipstream velocities as shown in Figure 22.

Table 1 Person instability results for velocities obtained between \( y=4 \) m and \( y=2 \) m from centre of track at \( z=2 \) m

<table>
<thead>
<tr>
<th>Distance from COT (m)</th>
<th>No crosswind</th>
<th>10 crosswind</th>
<th>30 crosswind</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.0</td>
<td>0</td>
<td>35</td>
<td>54</td>
</tr>
<tr>
<td>3.5</td>
<td>0</td>
<td>46</td>
<td>79</td>
</tr>
<tr>
<td>3.0</td>
<td>0</td>
<td>64</td>
<td>97</td>
</tr>
<tr>
<td>2.5</td>
<td>7</td>
<td>85</td>
<td>84</td>
</tr>
<tr>
<td>2.0</td>
<td>34</td>
<td>96</td>
<td>97</td>
</tr>
</tbody>
</table>
At $y=3$ m, the likelihoods of person unsteadiness for the $10^\circ$ and $30^\circ$ crosswinds are 64 % and 97 %, respectively whereas the likelihood of a person becoming unsteadied by a slipstream gust in the no-crosswind case is 0%. These results appear reasonable considering that yellow lines on station platforms are situated at $y=2.95$ m and there are no reports of a person becoming unsteadied on the UK rail network standing at this position.

Closer to the train side, at $y=2.5$ m, the likelihood of a person becoming unsteadied in ambient conditions increases to 7.2 % from 0 % at $y=3$ m. A negligible increase in person unsteadiness is observed for the $30^\circ$ case, and the percentage of people displaced by the slipstream in the $30^\circ$ case is less than the $10^\circ$ case for the first time. At $y=2$ m, the probabilities of person unsteadiness caused by the slipstreams are 34, 96 and 97 % for the no-crosswind, $10^\circ$ and $30^\circ$ crosswind cases, respectively.

Figure 28 collates data from Table 1 in order to show the effect of distance from train side on the likelihood of a person becoming unsteadied in each crosswind scenario. For the no-crosswind case the risk is shown to be negligible at $y=3$ m which gives credence to the yellow safety line on station platforms. The level of person unsteadiness in the $10^\circ$ crosswind case exhibits a near-linear decrease with distance from COT whereas the $30^\circ$ case reaches a peak at $y=3$ m and then decreases at a slightly higher rate.
Figure 28 Percentage chance of person instability against distance from train side for the no-crosswind, $10^\circ$ and $30^\circ$ crosswind cases, yellow line is positioned at $y=2.95$ m. If it is assumed that the percentage unsteadiness for the $10^\circ$ crosswind case decreases at the same rate as shown in Figure 28, then the position of 0 % person instability will occur at $y=5.1$ m. Not all station platforms extend up to $y=5$ m therefore, for the majority of platform scenarios, the occurrence of a $10^\circ$ crosswind on a Class 66 locomotive-hauled container freight train will cause some person unsteadiness. The effective width of a platform can be reduced when large numbers of passengers are waiting which can cause people to stand closer to train side than would otherwise be the case and therefore have the potential to increase the risk of person unsteadiness.

Jordan (2008) found the probability of person instability at 1.5 m from centre of track caused by a freight train travelling at 30 m/s through a station was 22 %. In the present case, only 7 % instability is observed 0.34 m closer to the train. Jordan (2008) based the freight train slipstream model around measurements obtained on a platform at $y'=1.5$ m from a British Class 92 with 46 partially loaded container wagons in tow. Fully-loaded consists, such as the one used in the present case, have been shown to produce lower slipstream velocities than partially-loaded consists (Soper, 2014). Therefore it is anticipated that the slipstream of the no-crosswind case is less likely to cause person instability, which explains the discrepancy between the data.

The speed of the crosswind from the $30^\circ$ case is approximately 16.5 m/s. From the literature regarding person instability, it can be considered likely that a person would have difficulty standing in such a high wind and hence the question of whether slipstream amplification causes instability is somewhat muted. Further, at such wind speeds it is unlikely that freight trains would operate due to the risk of container shedding.
The case modelled in this work is an idealised scenario and does not take into account local infrastructure such as station buildings. Local infrastructure is likely to reduce wind speeds which cause the data presented here to be a conservative estimate of risk and open the subject of crosswind subjected slipstream to further investigation.

8. Conclusions

This paper presented results from numerical simulations of flow field around a model-scale freight train subjected to two different crosswinds as well as the person instability probabilities caused. From the data presented the following conclusions are drawn:

- Lower pressures and higher velocities were observed on the leeward side of the train in crosswind conditions than on the windward side.

- Velocity nose peaks are rarely observed on the windward side of the train except at 1.59 m and 1.84 m from the centre of track in the 10° yaw angle case.

- The greatest inter-wagon transients for both pressure and velocity occur in the 30° yaw angle case on both sides of the train.

- Significantly different flow regimes are observed for the three different heights above TOR on both the windward and leeward sides of the train.

- The freight train shows significantly more slipstream amplification for a lower crosswind speed than a high speed passenger train produced for a much higher crosswind speed.
• Although slipstream amplification is significant in the 30° yaw angle case, the speed of crosswind required is 16.5 m/s, which is well within ranges which are considered to be dangerous to person stability.

• No person instability is observed in the no-crosswind case at 3 m from the centre of track and is in line with observations on the UK rail network.

• The 30° yaw angle case causes high levels of person instability for all measurement positions on the leeward side of the train.
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