Directional upper derivatives and the Chain Rule formula for locally Lipschitz functions on Banach spaces
Maleva, Olga; Preiss, David

DOI:
10.1090/tran/6480

License:
None: All rights reserved

Document Version
Peer reviewed version

Citation for published version (Harvard):

Link to publication on Research at Birmingham portal

General rights
Unless a licence is specified above, all rights (including copyright and moral rights) in this document are retained by the authors and/or the copyright holders. The express permission of the copyright holder must be obtained for any use of this material other than for purposes permitted by law.

• Users may freely distribute the URL that is used to identify this publication.
• Users may download and/or print one copy of the publication from the University of Birmingham research portal for the purpose of private study or non-commercial research.
• User may use extracts from the document in line with the concept of ‘fair dealing’ under the Copyright, Designs and Patents Act 1988 (?)
• Users may not further distribute the material nor use it for the purposes of commercial gain.

Where a licence is displayed above, please note the terms and conditions of the licence govern your use of this document.

When citing, please reference the published version.

Take down policy
While the University of Birmingham exercises care and attention in making items available there are rare occasions when an item has been uploaded in error or has been deemed to be commercially or otherwise sensitive.

If you believe that this is the case for this document, please contact UBIRA@lists.bham.ac.uk providing details and we will remove access to the work immediately and investigate.

Download date: 09. Sep. 2019
DIRECTIONAL UPPER DERIVATIVES AND THE CHAIN RULE
FORMULA FOR LOCALLY LIPSCHITZ FUNCTIONS ON
BANACH SPACES

OLGA MALEVA AND DAVID PREISS

Abstract. Motivated by an attempt to find a general chain rule formula for
differentiating the composition \( f \circ g \) of Lipschitz functions \( f \) and \( g \) that would
be as close as possible to the standard formula \((f \circ g)'(x) = f'(g(x)) \circ g'(x)\),
we show that this formula holds without any artificial assumptions provided
derivatives are replaced by complete derivative assignments. The idea behind
these assignments is that the derivative of \( f \) at \( y \) is understood as defined only
in the direction of a suitable “tangent space” \( U(f, y) \) (and so it exists at every
point), but these tangent spaces are chosen in such a way that for any \( g \) they
contain the range of \( g'(x) \) for almost every \( x \). Showing the existence of such
assignments leads us to detailed study of derived sets and the ways in which
they describe pointwise behavior of Lipschitz functions.

Introduction

The main motivation for the research presented here is to provide a general chain
rule formula for differentiating the composition \( f \circ g \) of Lipschitz functions \( f \) and
\( g \) between finite-dimensional or infinite-dimensional spaces that would be as close
as possible to the basic formula

\[(0.1) \quad (f \circ g)'(x) = f'(g(x)) \circ g'(x),\]

where \( h'(x) \) denotes the derivative of a map \( h : X \to Y \), which is considered as
an element of the space \( L(X, Y) \) of continuous linear maps of \( X \) to \( Y \). Recall
that, as observed by a number of authors, even for Lipschitz functions this formula
may become invalid at every \( x \). A typical example is given by \( g : \mathbb{R} \to \mathbb{R}^2 \) and
\( f : \mathbb{R}^2 \to \mathbb{R} \) defined by

\[g(x) = (x, 0) \quad \text{and} \quad f(x, y) = |y|;\]

the chain rule fails because \( f \) is not differentiable at any \( g(x) \).

For mappings between finite-dimensional spaces this question was previously
studied by Ambrosio and Dal Maso [2]. In the Lipschitz setting (we will discuss
their more general setting allowing \( g \) to be of bounded variation later) they prove
that, given Lipschitz \( g : \mathbb{R}^n \to \mathbb{R}^m \) and letting for a.e. \( x \in \mathbb{R}^n \),

\[(0.2) \quad T_x^g = \left\{ y \in \mathbb{R}^m : y = g(x) + g'(x; z) \right\} \quad \text{for some} \ z \in \mathbb{R}^n \right\},\]
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then for every Lipschitz \( f : \mathbb{R}^m \to \mathbb{R}^k \) the derivative \((f|_{T_y})' (g(x))\) exists for a.e. \( x \in \mathbb{R}^n \) and

\[
\tag{0.3} (f \circ g)'(x) = (f|_{T_y})' (g(x)) \circ g'(x) \quad \text{for a.e. } x \in \mathbb{R}^n.
\]

Comparing (0.3) with (0.1), we notice a significant difference: while in (0.1) the derivative of \( f \) on the right hand side depends only on \( f \) and the point at which it is taken, in (0.3) it depends also on the function \( g \). A more natural analogue of (0.1) would be

\[
\tag{0.4} (f \circ g)'(x) = (f|_{T_y(x)})' (g(x)) \circ g'(x) \quad \text{for a.e. } x \in \mathbb{R}^n,
\]

where the “tangent space” \( T_y \) depends only on the point at which it is taken and on the function \( f \), and is such that \((f|_{T_y})' (y)\) exists for every \( y \). We call a (Borel) family of spaces \((T_y)_{y \in \mathbb{R}^m}\) for which (0.4) holds a tangent space assignment for \( f \) and the mapping \( f'(y) := (f|_{T_y})' (y) \) a derivative assignment for \( f \). (Thus there is essentially no difference between the concepts of tangent space assignments and derivative assignments for \( f \), but the former is better suited to questions of existence and the latter to applicability to the chain rule formula.) Of course, the validity of (0.4) requires that for a.a. \( x \), the image of \( g'(x) \) be contained in \( T_y(x) \); in other words that for every \( g \), the tangent space \( T_y \) defined in (0.2) be contained in \( T_y(x) \) for a.a. \( x \in \mathbb{R}^n \). We call derivative assignments for \( f \) that satisfy this condition for every Lipschitz \( g \) complete (Definition 4.1). It does not follow immediately that complete derivative assignments for \( f \) exist. Our main results, Theorems 5.2 and 5.7, show that they indeed exist, even in the infinite dimensional situation of spaces having the Radon-Nikodym property, in which case “almost all” is understood in the sense of the \( \sigma \)-ideal \( \mathcal{L} \) defined in Section 1.

There is no canonical way to choose a tangent space assignment for a given \( f \). We present several ways of defining them. The simplest to describe is defining \( T_y \) as a maximal linear subspace in the direction of which \( f \) is differentiable. However, this assignment can be highly nonmeasurable, which seriously limits its applicability. In Example 5.4 we point out that under the continuum hypothesis there are even less constructive choices. We therefore take great care to establish measurability of the tangent space assignments \((T_y)_{y \in \mathbb{R}^m}\) and the corresponding “generalized derivatives” \( f'(y) \). A more constructive example is obtained, for instance, by choosing \( T_y \) as the space of all vectors \( e \) such that the directional derivative \( f'(y; e) \) exists and whenever \( f'(y; e + e') \) exists, one has

\[
\tag{5.6} f'(y; e + e') = f'(y; e) + f'(y; e').
\]

In Remark 5.8 we show that this assignment is measurable with respect to the \( \sigma \)-algebra generated by Suslin sets (and hence universally measurable). Although this may already be useful in applications, the natural measurability requirement in this context is Borel measurability. In Proposition 5.1 we therefore define several tangent space assignments by replacing the additivity of the directional derivative with inclusions between so-called derived sets, which are the limit sets of decreasing sequences of sets of divided differences with the upper bound for the denominator going to zero, and in Theorem 5.7 we show that this approach indeed leads to Borel measurable tangent space assignments.

The above program leads us naturally to a detailed study of derived sets of Lipschitz mappings. In particular, in the infinite dimensional situation lack of compactness means that the derived sets understood as limit sets may not describe
the behavior of the function; for example, they may be empty. We therefore base our considerations on so-called approximating derived sets, explain how one should understand the inclusion between them, and give rather precise information on smallness (in the sense of porosity) of sets in which various notions of derived sets give different results.

We also address the following natural question. Even if one has a working chain rule formula (0.4) for a composition of two functions with tangent space assignment \((T_y)_{y \in \mathbb{R}^m}\) depending on the outer function \(f\), this still does not settle the problem for the composition of three or more functions. Indeed, as presented above, the chain rule formula gives the derivative of \(f \circ g : \mathbb{R}^n \to \mathbb{R}^k\) almost everywhere, so the whole image of a mapping \(w : \mathbb{R}^l \to \mathbb{R}^n\) may lie in the set of points where the chain rule for \(f \circ g\) does not hold. We answer this problem by stating and proving in Theorem 4.2 the chain rule formula for obtaining a complete derivative assignment for \(f \circ g\) by composing complete derivative assignments for \(f\) and \(g\). This immediately implies a chain rule formula for any finite composition of mappings, also in the case of mappings between separable Banach spaces with the Radon-Nikodym property.

A natural question which was pointed out to us by J. Borwein is whether a chain rule for mappings \(f : Y \mapsto \mathbb{R}\) holds with a naturally defined subdifferential, in particular, with the Michel-Penot subdifferential. We show that with the Michel-Penot subdifferential it is false, but that it holds with the upper Dini subdifferential \(\partial^D f(y)\) (defined in 6.7). The chain rule then takes the form
\[
\partial^D (f \circ g) = (\partial^D f) \circ g' \quad \text{a.e.}
\]
and corresponds to defining the tangent space assignment \(T_y\) as the set of directions at which all elements of \(\partial^D f(y)\) attain the same value. This result generalizes earlier work by Craven, Ralph and Glover in [11] where the chain rule via the upper Dini subdifferential is proved for the composition of a Lipschitz function and a Gâteaux differentiable function.

Finally, we briefly explain that our results show that the \(g\) dependent “tangent spaces” \(T_x^g\) may be replaced by the \((f\) dependent) derivative assignments also in the chain rule of Ambrosio and Dal Maso [2] in which the inner function \(g\) is assumed to be only of bounded variation. (This rule generalized a number of previous results, for whose discussion we refer to [2].) To describe it, we assume without loss of generality that the given function \(g : \mathbb{R}^m \to \mathbb{R}^n\) of bounded variation has already been modified so that it is approximate continuous at every point of the set \(E\) of points at which it has an approximate limit and denote by \(\nabla g|/|\nabla g|\) the Radon-Nikodym derivative of the \(L(\mathbb{R}^n, \mathbb{R}^n)\)-valued measure \(\nabla g\), the distributional derivative of \(g\), with respect to its variation \(|\nabla g|\). Then, analogously to (0.2),
\[
(0.5) \quad T_x^g = \left\{ y \in \mathbb{R}^m : y = g(x) + \frac{\nabla g}{|\nabla g|}(x) \cdot z \quad \text{for some } z \in \mathbb{R}^n \right\},
\]
is well-defined \(|\nabla g|\) almost everywhere, and [2] shows that for every Lipschitz \(f : \mathbb{R}^m \to \mathbb{R}^k\) with \(f(0) = 0\) the derivative \(\nabla (f|_{T_x^g})(g(x))\) exists for \(|\nabla g|\) a.e. \(x \in \mathbb{R}^n\) and for every Borel \(A \subset E\),
\[
(0.6) \quad \nabla (f \circ g)(A) = \int_A \nabla (f|_{T_x^g})(g(x)) \circ \frac{\nabla g}{|\nabla g|}(x) \, d|\nabla g|(x).
\]
We show in Theorem 7.4 that for any complete derivative assignment \((T_y)_{y \in \mathbb{R}^m}\) and any function \(g : \mathbb{R}^n \to \mathbb{R}^m\) of bounded variation the inclusion \(T_x^g \subseteq T_{g(x)}\)
holds for $|\nabla g|$ a.e. $x \in \mathbb{R}^n$. Hence (0.6) holds also with $\nabla (f |_{\tau (x)})(g(x))$ replaced by $(f |_{\tau (x)})'(g(x))$.

**Acknowledgment.** We wish to thank Jonathan Borwein and Warren Moors who, probably motivated by their chain rule in the special case of essentially smooth Lipschitz functions [7], brought some of the problems treated here to our attention, and to Luděk Zajíček for a number of useful observations and comments.

1. Preliminaries

To make our results independent of future developments in the study of differentiability of Lipschitz functions $f : X \to Y$ between separable Banach spaces $X$ and $Y$, we will understand the notion “almost everywhere” in the sense of the $\sigma$-ideal generated by the sets of non-differentiability of such functions. The main notions of differentiability we will be interested in are the one-sided derivative of $f$ at a point $x \in X$ in the direction of $e \in X$, which is defined by

$$f'_+(x; e) = \lim_{r \to 0^+} \frac{f(x + re) - f(x)}{r};$$

the bilateral derivative of $f$ at $x$ in the direction of $e$, defined by

$$f'(x; e) = \lim_{r \to 0} \frac{f(x + re) - f(x)}{r};$$

in both cases, of course, provided the limit exists; and the Gâteaux derivative of $f$ at $x$, which is, by definition, the mapping $f'(x) : X \to Y$, $f'(x)(e) = f'(x; e)$, provided all these derivatives exist and the map $e \to f'(x)(e)$ belongs to $L(X,Y)$, that is, it is continuous and linear.

Notice that $f'(x; e)$ exists if and only if both $f'_+(x; e)$ and $f'_-(x; -e)$ exist and $f'_+(x; -e) = -f'_-(x; e)$; and if this is the case, $f'(x; e) = f'_+(x; e)$. In particular, in the definition of the Gâteaux derivative $f'(x; e)$ may be replaced by $f'_+(x; e)$.

**The $\sigma$-ideal $\mathcal{L}$.** Let $X$ be a separable Banach space. We denote by $\mathcal{L}$ (or $\mathcal{L}(X)$) the $\sigma$-ideal generated by sets of points of Gâteaux non-differentiability of Lipschitz mappings of $X$ to Banach spaces with the Radon-Nikodym property. Hence $E \subset X$ belongs to $\mathcal{L}$ (or, as we say, is Lipschitz null, or, shortly, $\mathcal{L}$ null) if there are Lipschitz mappings $f_i : X \to Y_i$, where $Y_i$ have the Radon-Nikodym property, such that

$$E \subset \bigcup_{i=1}^{\infty} \{x \in X : f_i \text{ is not Gâteaux differentiable at } x\}.$$  

As usual, we will use expressions such as “a property $P(x)$ holds for $\mathcal{L}$ almost every $x \in X$” instead of $\{x \in X : \text{not } P(x)\} \in \mathcal{L}$.

It is easy to see that $E \subset X$ is $\mathcal{L}$ null if and only if there is a (single) space $Y$ with the Radon-Nikodym property and a (single) map $f : X \to Y$, such that

$$E \subset \{x \in X : f \text{ is not Gâteaux differentiable at } x\}.$$  

More substantially, [37] shows that $\mathcal{L}$ is generated by the sets of directional non-differentiability of Lipschitz maps into spaces with the Radon-Nikodym property. So $E \subset X$ is $\mathcal{L}$ null if and only if there are $e_i \in X$ and Lipschitz mappings $f_i : X \to Y_i$, where $Y_i$ have the Radon-Nikodym property, such that

$$E \subset \bigcup_{i=1}^{\infty} \{x \in X : (f_i)'_+(x; e_i) \text{ does not exist}\}.$$
However, even on this fairly basic level most questions are open. One of many interesting open problems about the $\sigma$-ideal $L$ is whether it is generated by the sets of points of (Gâteaux or directional) nondifferentiability of real-valued functions. Interestingly, unlike in the one dimensional case, it is not true that every set from $L(\mathbb{R}^2)$ is contained in the set of non-differentiability of a single real-valued Lipschitz function (see [35, Theorem 6.4] or, for more detailed results on this phenomenon, [13, 14, 15]), but by [1] it is contained in the union of the sets of non-differentiability of two such functions.

Very recently, significant progress had been made on the description of the $\sigma$-ideal $L$ in the finite dimensional situation. In one dimensional spaces it coincides with the $\sigma$-ideal of sets of Lebesgue measure zero. (The fact that the former is included in the latter follows from Lebesgue’s Theorem on differentiability of monotone functions, the converse can be found, e.g., in [8] and a full description of non-differentiability sets on $\mathbb{R}$ is in [39] or [19].) The key differentiability result, Rademacher’s Theorem ([38] or [18, Theorem 3.1.6]), shows that in any finite dimensional space $L$ is contained in the $\sigma$-ideal of sets of Lebesgue measure zero. In the converse direction, a geometric description of sets from $L$ in finite dimensional spaces and the coincidence of $L$ with Lebesgue null sets in the two dimensional case was obtained in [1], and very recently announced (but not yet published) results of Csörnyei and Jones [12] use this description to show that $L$ coincides with the $\sigma$-ideal of Lebesgue null sets in every finite dimensional space.

In infinite dimensional spaces, several estimates of the size of the sets from $L$ are known. Aronszajn’s Theorem [3] (Theorem 8.3 of this note) gives a rather strong result, and in this sense contains all earlier results estimating the size of $L$ (including Christensen’s [9] very appealing notion of “sets of Haar measure zero”). However, [37] provides some $\sigma$-ideals that are strictly contained in Aronszajn null sets and still contain $L$.

Notice that results on, say, differentiability of Lipschitz functions may be easily extended to locally Lipschitz functions. For example, if $G$ is an open subset of a separable Banach space $X$, $Y$ has the Radon-Nikodym property and $f : G \to Y$ is locally Lipschitz, then $f$ is differentiable $L$ almost everywhere on $G$. This may be seen as follows: We write $G = \bigcup_{i=1}^{\infty} B(x_i, r_i)$, where $f$ is Lipschitz on $B(x_i, s_i) \subseteq G$, define $f_i(x) = f(x)$ if $x \in B(x_i, s_i)$ and $f_i(x) = f(x_i + s_i(x - x_i) / \|x - x_i\|)$ if $x \notin B(x_i, s_i)$, and observe that the set of points of non-differentiability of $f$ is covered by the union of the sets of points of non-differentiability of $f_i$. The same argument applies in a number of situations we investigate, and we will therefore often state our results for locally Lipschitz functions on open sets, but prove them for everywhere defined Lipschitz functions only.

Porosity. We now introduce the concept of (directional) porosity, which will often become the main tool in our investigations. We say that $P \subseteq X$ is porous in direction of $e \in X$ if there is a $c > 0$ such that for every $x \in P$ and $\varepsilon > 0$ there is $0 < t < \varepsilon$ for which $B(x + te, ct) \cap P = \emptyset$. Here $B(z, r)$ denotes the open ball of radius $r$ centered at $z$.

When $V \subseteq X$, we say that $P$ is $\sigma$-$V$-directionally porous if there are $e_i \in V$ such that $P = \bigcup_{i=1}^{\infty} P_i$ where $P_i$ is porous in direction of $e_i$. In case $V = X$ we speak about $\sigma$-directionally porous sets.

Many of our results on $L$ null sets will stem from the obvious fact that if $P$ is porous in the direction of a vector $e \in X$ then the function $f(x) = \text{dist}(x, P)$ is
not differentiable in the direction of $e$ at any point of $P$. For the sake of reference, we record an immediate consequence of this observation for $\sigma$-directionally porous sets.

1.1. Lemma. Every $\sigma$-directionally porous subset of a separable Banach space is Lipschitz null.

The role of porosity has often turned out to be crucial in obtaining deep results on differentiability. The reason for this can be seen in the research monograph [29]: these sets tend to form a subclass of nondifferentiability sets that captures the worst type of local behavior. However, while [29] is mainly concerned with Fréchet differentiability and the related (ordinary) porosity (in whose definition one allows the unit vector $e$ to depend on $x$ and $\varepsilon$), here we treat questions related to directional or Gâteaux differentiability, and so we are concerned with directional porosity. Because of that our definition of directional porosity is slightly finer than in [29] in that the directions are oriented. This is a genuine difference, as by an example in [32] a set porous in the direction of $e$ need not be a countable union of sets porous in the direction of $-e$. We will, however, sometimes need to consider the directions as not oriented. This could be implemented by requiring that the set $V$ in the definition of $\sigma$-$V$-porosity be symmetric about zero, but we find it more convenient to speak about $\sigma$-($\pm V$)-porosity, where $\pm V = V \cup -V$ and $-V = \{ -v : v \in V \}$.

Notice also that our notion of $\sigma$-$V$-porosity is related to directional differentiability and so differs from the notion of $\sigma$-directional porosity in the direction of $V$, which has been used to investigate Fréchet differentiability in [29]. However, the following lemma implies that this difference disappears when $V$ is finite dimensional; it shows that no new notion of (unoriented) $\sigma$-porosity would be obtained had we defined porosity using finite dimensional directions instead of one direction. Its proof is a modification of the arguments from [41] to our situation.

1.2. Lemma. Suppose that $X$ is a Banach space, $U$ its subspace spanned by a finite set $V$, and that a set $E \subset X$ has the property that for every $x \in E$ there is $c_x > 0$ such that for every $\delta > 0$ one may find $u \in U$ and $t > 0$ such that $\delta < t < c_x \| u \|$ and $E \cap B(x + u, t) = \emptyset$. Then $E$ is $\sigma$-($\pm V$)-porous.

Proof. Let $v_1, \ldots, v_m$ be a basis for $U$ chosen from elements of $V$. We write $X$ as a direct sum of $U$ and of a closed subspace $W$, denote the corresponding projections $\pi_U$ and $\pi_W$ and, noting that the statement does not depend on the choice of (equivalent) norm, we assume that the norm of $X$ is the $\ell_1$ sum of the norm $\| \sum_i \lambda_i v_i \| = \sum_i |\lambda_i|$ on $U$ and of the original norm on $W$. We will also assume that there is $0 < \kappa < 1$ such that $c_x > \kappa$ for all $x \in E$; clearly $E$ is a countable union of such sets.

Let $1 - 1/n < q < 1$ and $m \in \mathbb{N}$ be such that $q^m < \kappa$. For $y \in X$ and $r, s > 0$ let

$$K(y, r, s) = y + \{ u \in U : \| u \| < r \} + \{ w \in W : \| w \| < s \}$$

and for each $i, j = 0, 1, \ldots$ let

$$F_{i,j} = E \cap \bigcup_{s=1}^{\infty} \{ K(y, q^{-i}r, q^{-j}r) : K(y, r, r) \cap E = \emptyset, r < 2^{-j} \}$$

and

$$G_{i,j} = \bigcap_{k=0}^{\infty} F_{i,k} \setminus F_{i-1,j}$$

for $i \geq 1$. 

Observing that $E = \bigcap_{j=0}^{\infty} F_{m,j}$ and $F_{0,j} = \emptyset$ for each $j$, we infer that
$$E = \bigcup_{i=1}^{m} \left( \bigcap_{j=0}^{\infty} F_{i,j} \right) \setminus \bigcap_{j=0}^{\infty} F_{i-1,j} = \bigcup_{i=1}^{m} \bigcup_{j=1}^{\infty} G_{i,j}.$$ 

Let $c = \min(q^{2m-1}(1-q), q-1, 1/n)$. If $x \in G_{i,j}$ and $k > j$, we find $y \in X$ and $0 < r < 2^{-k}$ such that $K(y,r,r) \cap E = \emptyset$ and $x \in K(y,q^{-i}r,q^{-j}r)$. We write $\pi_U(y-x) = \sum_i \lambda_i v_i$, choose $l$ such that $|\lambda_l|$ is maximal, and show that $B(x + \lambda_l v_l, c|\lambda_l|) \subset K(y,q^{-i}r,q^{-j}r)$. Indeed, if $z \in B(x + \lambda_l v_l, c|\lambda_l|)$, then
$$\|\pi_U(z-y)\| \leq \|z-x\| + \|\pi_U(x-y)\| \leq c|\lambda_l| + \sum_{i \neq l} |\lambda_i|$$
and
$$\|\pi_W(z-y)\| \leq \|z-x\| + \|\pi_W(x-y)\| \leq c|\lambda_l| + q^i r$$
$$\leq q^{2m-1}(1-q)q^{-i}r + q^i r \leq q^{(i-1)}r.$$ 

Using also that $r < 2^{-j}$ and $G_{i,j} \cap F_{i-1,j} = \emptyset$, we infer
$$G_{i,j} \cap B(x + \lambda_l v_l, c|\lambda_l|) \subset G_{i,j} \cap K(y,q^{-i}r,q^{-j}r) = \emptyset.$$ 

Since the number of possible directions $v_l$ is finite, one of them has to occur for infinitely many $k$ with the same sign of $\lambda_l$, and we conclude that $G_{i,j}$ is a union of $2n$ sets each of which is porous in one of the directions $\pm v_l$. \hfill $\square$

1.3. **Corollary.** Suppose that $X$ is a separable Banach space and that the linear span of a set $V \subset X$ is dense in $X$. Then every $\sigma$-directionally porous subset of $X$ is $\sigma$-(\pm)-porous.

**Proof.** Let $w_k \in X$ and $E = \bigcup_k E_k$ be such that for every $x \in E_k$ there is a sequence $t_i \searrow 0$ such that $B(x + t_i w_k, t_i/k) \cap E_k = \emptyset$. To prove that $E_k$ is $\sigma$-(\pm)-porous it suffices to choose $v_1, \ldots, v_n \in V$ and $\lambda_1, \ldots, \lambda_n \in \mathbb{R}$ such that $\|w_k - \sum_i \lambda_i v_i\| < 1/(2k)$, to observe that $E_k$ is porous in the direction of $\sum_i \lambda_i v_i$, and to use Lemma 1.2. \hfill $\square$

**Measurabilities, etc.** Here we collect several facts about measurable or Lipschitz dependence of derivatives on variables. We omit their simple standard proofs.

1.4. **Lemma.** Let $f$ be a real-valued locally Lipschitz function on an open subset $G$ of a Banach space $X$. Then

(i) the function $(x,v) \mapsto \overline{D} f(x,v)$ is a Borel measurable function on $G \times X$, and

(ii) for every $x \in X$ the function $v \mapsto \overline{D} f(x,v)$ is Lipschitz; it is $K$-Lipschitz if $f$ is $K$-Lipschitz a neighborhood of $x$.

1.5. **Lemma.** Let $Y$ and $Z$ be Banach spaces, $Y$ separable, and let $f$ be a locally Lipschitz mapping of an open subset $G$ of $Y$ to $Z$. Then

(i) the set $\{ (y,v) \in G \times Y : f_+^v(y,v) \text{ exists} \}$ is a Borel subset of $G \times Y$,

(ii) the mapping $(y,v) \mapsto f_+^v(y,v)$ (whose domain is the set from (i)) is Borel measurable, and

(iii) for every $y \in G$ the set $\{ v \in Y : f_+^v(y,v) \text{ exists} \}$ is closed in $Y$. 

1.6. **Corollary.** The $\sigma$-ideal $\mathcal{L}$ is generated by Borel sets, i.e., every $N \in \mathcal{L}$ is contained in a Borel set $B \in \mathcal{L}$.

2. **Basic notions and results**

In this section we deduce crucial estimates of the size of derived sets of Lipschitz mappings between Banach spaces. These results have quite satisfactory formulation in the finite dimensional case (e.g., Corollary 2.15 and Corollary 2.24), but their formulation is not obvious in infinite dimensional spaces, partly because the usual notion of derived sets needs compactness, and we are forced to replace the study of derived sets by the study of their $\delta$ approximating sets. Three main types of comparison of approximating derived sets are then considered. The simplest one is essentially known and concerns the chain rule in a fixed direction, a slightly more complicated concerns the comparison of derived sets based on different (subdifferential-type) ideas, and the most complicated, and most applicable, concerns dependence of derived sets on directions.

**Derived sets.** Suppose that $Y$ and $Z$ are Banach spaces, $f : Y \to Z$, and $y, v \in Y$. The derived set of $f$ at the point $y$ in the direction of $v$ is defined as the set $\mathcal{D}f(y, v)$ of all existing limits $\lim_{n \to \infty} (f(y + t_n v) - f(y))/t_n$, where $t_n \searrow 0$. The $\delta$-approximating derived set of $f$ at $y$ in the direction of $v$ is defined, for $\delta > 0$, by

$$
\mathcal{D}_\delta f(y, v) = \left\{ \frac{f(y + tv) - f(y)}{t} : 0 < t < \delta \right\}.
$$

It is easy to see that

$$
\mathcal{D}f(y, v) = \bigcap_{\delta > 0} \mathcal{D}_\delta f(y, v).
$$

Other, from our point of view less important, notions of derived sets have been usually implicitly considered by a number of authors (see, for example, [31, 40, 10]). The first, closest to the previous one, is obtained by defining, for each $\delta, c > 0$ the $(\delta, c)$-approximating Zahorski derived set of $f$ at $y$ in the direction of $v$ by

$$
\mathcal{Z}_{\delta, c} f(y, v) = \left\{ \frac{f(y + t v) - f(y + s v)}{t} : 0 < t < \delta, \text{dist}(0, [s, s + t]) < ct \right\}.
$$

Similar ideas in multidimensional situation lead to defining for each $\delta, c > 0$ the $(\delta, c)$-approximating Michel–Penot derived set of $f$ at $y$ in the direction of $v$ by

$$
\mathcal{P}_{\delta, c} f(y, v) = \left\{ \frac{f(\hat{y} + tv) - f(\hat{y})}{t} : 0 < t < \delta, \text{dist}(y, [\hat{y}, \hat{y} + tv]) < ct \|v\| \right\}.
$$

The ideas behind Clarke’s subdifferential provide our last notion of derived sets by defining, for each $\delta > 0$ the $\delta$-approximating strict (or Clarke–Rockafellar) derived set of $f$ at $y$ in the direction of $v$ by

$$
\mathcal{C}_\delta f(y, v) = \left\{ \frac{f(\hat{y} + tv) - f(\hat{y})}{t} : 0 < t < \delta, \|\hat{y} - y\| < \delta \right\}.
$$
All these notions lead to the notion of corresponding derived sets by formulas analogous to (2.1).

\[ Zf(y, v) = \bigcup_{c > 0} \bigcap_{\delta > 0} Z_{\delta, c} f(y, v), \quad Pf(y, v) = \bigcup_{c > 0} \bigcap_{\delta > 0} P_{\delta, c} f(y, v), \quad \text{and} \]

\[ Cf(y, v) = \bigcap_{\delta > 0} C_{\delta} f(y, v). \]

Immediately from the definition we can see how the approximating derived sets behave when the direction is multiplied by a scalar as well as connections between various derived sets. We state most of them precisely in the case of \( D_{\delta} \) only.

2.1. **Lemma.** Let \( f : Y \to Z \) and \( \lambda, c > 0 \).

(i) \( D_{\delta} f(y, 0) = \{0\} \).

(ii) \( D_{\delta} f(y, \lambda v) = \lambda D_{\lambda \delta} f(y, v) \).

(iii) \( D_{\delta} f(y, v) \subset Z_{\delta, c} f(y, v) = -Z_{\delta, c} f(y, -v) \).

**Proof.** Only the last equality in (iii) may need an argument. If \( 0 < t < \delta \) then

\[ \frac{f(y + sv + tv) - f(y + sv)}{t} = -\frac{f(y - (s + t)(-v) + t(-v)) - f(y - (s + t)(-v))}{t} \]

and \( \text{dist}(0, [s, s + t]) < ct \) is equivalent to \( \text{dist}(0, [-(s + t), -(s + t) + t]) < ct \). \( \square \)

We denote by \( \mathcal{H}(Z) \) the family of non-empty bounded subsets of \( Z \) and recall that the Hausdorff distance of \( S, T \in \mathcal{H}(Z) \) is defined by

\[ \varrho(S, T) = \inf \{\varepsilon > 0 : S \subset B(T; \varepsilon) \text{ and } T \subset B(S; \varepsilon)\}, \]

where \( B(S; \varepsilon) = \{ z \in Z : \text{dist}(z, S) < \varepsilon \} \). We also let

\[ \varrho_{+}(S, T) = \sup_{x \in S} \text{dist}(x, T) \]

and observe that \( \varrho(S, T) = \max(\varrho_{+}(S, T), \varrho_{+}(T, S)) = \varrho(T, S) \).

2.2. **Remark.** Clearly, if \( Z \) is finite dimensional and if \( f \) is Lipschitz on a neighborhood of \( y \), the intersection in formula (2.1) may be replaced by the limit of \( D_{\delta} f(y, v) \) as \( \delta \downarrow 0 \); analogous observations apply to the definitions of the remaining derived sets. No comparable statements hold if \( Z \) is infinite dimensional.

We will also need the following simple facts.

2.3. **Lemma.** Suppose that a mapping \( f \) of a Banach space \( Y \) to a Banach space \( Z \) is \( K \)-Lipschitz on a neighborhood of a point \( y \in Y \). Then for every \( R > 0 \) there is \( \delta_{0} \) such that for every \( 0 < \delta < \delta_{0} \) and every \( c > 0 \),

\[ v \mapsto D_{\delta} f(y, v), \quad v \mapsto Z_{\delta, c} f(y, v), \quad v \mapsto P_{\delta, c} f(y, v), \quad \text{and} \quad v \mapsto C_{\delta} f(y, v) \]

are \( K \)-Lipschitz mappings of \( \{ v \in Y : \|v\| \leq R \} \) to \( \mathcal{H}(Z) \) equipped with the Hausdorff metric.

**Proof.** If \( f \) is \( K \)-Lipschitz on \( B(y, \Delta) \), we let \( \delta_{0} = \frac{\Delta}{2(1 + R)} \) and infer that if \( 0 < t < \delta_{0} \), \( \|w\| \leq R \), and \( \hat{y} \in B(y, \delta_{0}) \), then

\[ \|f(\hat{y} + tw) - f(\hat{y})/t - (f(\hat{y} + tv) - f(\hat{y}))/t\| \leq K \|w - v\|, \]

which immediately implies the statement. \( \square \)
2.4. **Lemma.** Suppose that a mapping $f$ of a Banach space $Y$ to a Banach space $Z$ is $K$-Lipschitz on a neighborhood of a point $y \in Y$. Then for every $R > 0$ there is $\delta_0 > 0$ such that for $0 < \delta_2 < \delta_1 < \delta_0$ and $\|v\| \leq R$ we have

$$\rho(D_{\delta_1}f(y, v), D_{\delta_2}f(y, v)) \leq 2K\|v\|\frac{\delta_1 - \delta_2}{\delta_1}.$$  

**Proof.** Choosing $\delta_0$ as in the proof of the previous lemma, we see that for any $\delta_0 > \delta_1 > t_1 \geq \delta_2 > t_2 > 0$,

$$\frac{|f(y + t_1v) - f(y) - f(y + t_2v) - f(y)|}{t_1} \leq \frac{|f(y + t_1v) - f(y + t_2v)|}{t_1} + \frac{|f(y + t_2v) - f(y)|}{t_1} \leq 2K\|v\|\frac{t_1 - t_2}{t_1}.$$  

Taking first the infimum over $t_2$ and then the supremum over $t_1$ gives the result. □

**Chain rule formula in given direction.**

2.5. **Proposition.** Suppose that $X$, $Y$ and $Z$ are Banach spaces, that $g : X \to Y$ is differentiable at a point $x \in X$ in the direction of $e \in X$, and that $f : Y \to Z$ is Lipschitz on a neighborhood of $g(x)$. Then

$$\lim_{\delta \downarrow 0} \phi(D_{\delta}(f \circ g)(x, e), D_{\delta}f(g(x), g'_+(x; e))) = 0.$$  

**Proof.** Let $0 < K < \infty$ and $\Delta > 0$ be such that $f$ is $K$-Lipschitz on $B(g(x), \Delta)$. For any $\varepsilon > 0$ we find $\eta > 0$ such that

$$\|g(x + te) - g(x) - tg'_+(x; e)\| \leq \varepsilon t/K$$

for every $0 < t < \eta$, let $\kappa = \min\{\eta, \Delta\}/(1 + \|g'_+(x; e)\|)$, and infer that

$$\|(f(g(x) + tg'_+(x; e)) - f(g(x))) - ((f \circ g)(x + te) - (f \circ g)(x))\|$$

$$\leq K\|g(x + te) - g(x) - g(x + te)\| \leq \varepsilon t$$

everywhere $0 < t < \kappa$. Consequently, if $0 < t < \delta < \kappa$, we have that

$$\text{dist}((f(g(x) + tg'_+(x; e)) - f(g(x))) \leq \varepsilon \varepsilon,$$

and we conclude that

$$\phi(D_{\delta}(f \circ g)(x, e), D_{\delta}f(g(x), g'_+(x; e))) \leq \varepsilon$$

if $0 < \delta < \kappa$. □

2.6. **Corollary.** Suppose that $g : X \to Y$ is differentiable at a point $x$ in the direction of $e$ and that $f : Y \to Z$ is Lipschitz on a neighborhood of $g(x)$. Then

$$D(f \circ g)(x, e) = Df(g(x), g'_+(x; e)).$$  

**Proof.** By the formula (2.2) from the proof of Proposition 2.5,

$$\lim_{t \downarrow 0} \frac{f(g(x) + tg'_+(x; e)) - f(g(x)) - (f \circ g)(x + te) - (f \circ g)(x)}{t} = 0.$$  

□
We note that in the simple example of Lipschitz mappings \( g : \mathbb{R} \to \mathbb{R}^2 \) and \( f : \mathbb{R}^2 \to \mathbb{R} \) defined by \( g(x) = (x, x \sin(\log |x|)) \) and \( f(x, y) = y - x \sin(\log |x|) \) (where we let \( \sin(\log |x|) = 0 \) for \( x = 0 \)) we have \( f \circ g = 0 \), \((0, 1) \in Dg(0, 1), \) and \( 1 \in Df((0, 0), (1, 0)) \). So the assumption of existence of \( g'_\circ(x; e) \) is necessary for the ability to find one of the derived sets knowing the other. However, if \( Y \) and \( Z \) are finite dimensional and \( g \) is Lipschitz on a neighborhood of \( x \), we have at least that \( D(f \circ g)(x, e) \subset \bigcup_{v \in Dg(x, e)} Df(g(x), v) \), which follows from the following statement by Remark 2.2.

2.7. Proposition. Suppose that \( X, Y \) and \( Z \) are Banach spaces, that \( g : X \to Y \) is such that the sets \( D_\delta g(x, e) \) converge to \( V \in \mathcal{H}(Y) \) as \( \delta \downarrow 0 \), and that \( f : Y \to Z \) is Lipschitz on a neighborhood of \( g(x) \). Then

\[
\lim_{\delta \downarrow 0} \rho_+(D_\delta(f \circ g)(x, e), \bigcup_{v \in V} D_\delta f(g(x), v)) = 0.
\]

Proof. Let \( 1 \leq K < \infty \) and \( \Delta > 0 \) be such that \( f \) is \( K \)-Lipschitz on \( B(x, \Delta) \). For any \( \varepsilon > 0 \) we find \( \eta > 0 \) such that for every \( 0 < t < \eta \) there is \( v_t \in V \) for which

\[
\|g(x + te) - g(x) - tv_t\| \leq \varepsilon t/K,
\]

and we conclude that

\[
\rho_+(D_\delta(f \circ g)(x, e), \bigcup_{v \in V} D_\delta f(g(x), v)) \leq 2\varepsilon
\]

if \( 0 < \delta < \kappa \).

Comparison of derived sets. We will see in Example 2.17 that in infinite dimensional situation the Hausdorff distance (and even the much weaker distance \( |\text{diam}(S) - \text{diam}(T)| \)) does not have the expected property that \( D_\delta f(x, -e) \) is often close to \( -D_\delta f(x, e) \). The basic reason behind this is that while in the final dimensional situation \( \mathcal{H}(Z) \) equipped with the Hausdorff distance is separable, in the infinite dimensional situation it is not. For us, a more revealing version of this observation is that the Hausdorff distance on \( \mathcal{H}(Z) \) is

\[
\rho_+(S, T) = \sup_{\phi \in \text{Lip}_1(Z)} \rho_\phi(S, T),
\]

where \( \text{Lip}_1(Z) \) is the set of real-valued functions \( \phi \) on \( Z \) with \( \text{Lip}(\phi) \leq 1 \), and

\[
\rho_\phi(S, T) = \sup_{z \in S \cup T} \phi(z) - \sup_{z \in T} \phi(z);
\]

and that we can restrict the supremum in (2.3) to countably many \( \phi \in \text{Lip}_1(Z) \) if \( Z \) is finite dimensional, but cannot do so if it is not. In the following, we avoid this problem by taking countably many Lipschitz functions \( \phi \) on \( Z \) and considering \( \mathcal{H}(Z) \) equipped with countably many distances \( \rho_\phi \).

Notice that \( \rho_\phi \) defined by (2.4) should be thought of as a weaker analogue of \( \rho_+ \), not of \( \rho \). In particular, \( \rho_\phi(S, T) = 0 \) whenever \( S \subset T \) and \( \rho_\phi(S_0, T) \leq \rho_\phi(S_1, T) \) whenever \( S_0 \subset S_1 \). One can also define, in the same way as for the Hausdorff

\[
\rho_+(S, T) = \sup_{\phi \in \text{Lip}_1(Z)} \rho_\phi(S, T),
\]

where \( \text{Lip}_1(Z) \) is the set of real-valued functions \( \phi \) on \( Z \) with \( \text{Lip}(\phi) \leq 1 \), and

\[
\rho_\phi(S, T) = \sup_{z \in S \cup T} \phi(z) - \sup_{z \in T} \phi(z);
\]

and that we can restrict the supremum in (2.3) to countably many \( \phi \in \text{Lip}_1(Z) \) if \( Z \) is finite dimensional, but cannot do so if it is not. In the following, we avoid this problem by taking countably many Lipschitz functions \( \phi \) on \( Z \) and considering \( \mathcal{H}(Z) \) equipped with countably many distances \( \rho_\phi \).

Notice that \( \rho_\phi \) defined by (2.4) should be thought of as a weaker analogue of \( \rho_+ \), not of \( \rho \). In particular, \( \rho_\phi(S, T) = 0 \) whenever \( S \subset T \) and \( \rho_\phi(S_0, T) \leq \rho_\phi(S_1, T) \) whenever \( S_0 \subset S_1 \). One can also define, in the same way as for the Hausdorff
distance, a symmetrized version of this distance as $\max\{\varrho_\phi(T, S), \varrho_\varphi(S, T)\}$. We, however, do not do it, since we do not have any genuine use for it.

It is obvious that $\varrho_\varphi(S, T) \leq \varrho_\varphi(S, T)$ and, since

$$\sup_{z \in S \cup T} \phi(z) - \sup_{z \in U} \phi(z) \leq \sup_{z \in S \cup T} \phi(z) - \sup_{z \in T} \phi(z) + \sup_{z \in T \cup U} \phi(z) - \sup_{z \in U} \phi(z),$$

we see that $\varrho_\varphi$ satisfies (the nonsymmetric version of) the triangle inequality

$$\varrho_\varphi(S, U) \leq \varrho_\varphi(S, T) + \varrho_\varphi(T, U).$$

As in the use of the distance $\varrho_\varphi$, where it is often convenient to use the inclusion $S \subset B(T; \varepsilon) = \{z : \text{dist}(z, T) < \varepsilon\}$ instead of the (essentially equivalent) inequality $\varrho_\varphi(S, T) < \varepsilon$, it will be often convenient to denote

$$\varphi(T) = \sup_{z \in T} \phi(z)$$

and

$$B_\varphi(T; \varepsilon) = \{z \in Z : \phi(z) < \varphi(T) + \varepsilon\}$$

and use $S \subset B_\varphi(T; \varepsilon)$ instead of the (essentially equivalent) inequality $\varrho_\varphi(S, T) < \varepsilon$.

Note that (2.3) immediately implies $B(T; \varepsilon) \subset B_\varphi(T, \varepsilon)$ for any $T \in H(Z)$ and $\varphi \in \text{Lip}_1(Z)$.

2.8. **Examples.** The following choices of $\varphi$ and the description of the corresponding sets $B_\varphi(T; \varepsilon)$ in a Banach space $Z$ will be used in the following text.

(i) If $Q \in H(Z)$ and $\varphi(w) = \text{dist}(w, Q)$ then $B_\varphi(S; \varepsilon) = B(Q; \varrho_\varphi(S, Q) + \varepsilon)$.

(ii) If $z \in Z$ and $\varphi(w) = \|w - z\|$ (which is a special case of (i) with $Q = \{z\}$), then $B_\varphi(T; \varepsilon) = B(z, r_z(T) + \varepsilon)$, where $r_z(T) := \inf\{r > 0 : T \subset B(z, r)\}$ is the outer radius of $T$ about $z$.

The set $\text{Lip}_1(Z)$ will be equipped with the topology of uniform convergence on bounded sets. Its main use stems from the fact that the distances $\varrho_\varphi$ do not change much with uniform changes of $\varphi$, which is recorded in the following lemma.

2.9. **Lemma.** If $\varphi, \psi \in \text{Lip}_1(Z)$ and $S, T \in H(Z)$, then

$$B_\psi(T; \varepsilon) \subset B_\varphi(S; \varrho_\varphi(T, S) + \sup_{z \in T} |\phi(z) - \psi(z)| + \varepsilon)$$

and

$$\varrho_\varphi(S, T) \leq \varrho_\varphi(S, T) + 2 \sup_{z \in S \cup T} |\phi(z) - \psi(z)|.$$

**Proof.** The first statement follows by observing that for $z \in B_\psi(T; \varepsilon)$,

$$\psi(z) < \psi(T) + \varepsilon \leq \varphi(T) + \sup_{z \in T} |\phi(z) - \psi(z)| + \varepsilon$$

and the second by estimating

$$\varrho_\varphi(S, T) = \sup_{z \in S \cup T} \phi(z) - \sup_{z \in T} \phi(z) \leq \sup_{z \in S \cup T} \psi(z) - \sup_{z \in T} \psi(z) + 2 \sup_{z \in S \cup T} |\phi(z) - \psi(z)|. \quad \Box$$

2.10. **Lemma.** Suppose a mapping $f$ of a Banach space $Y$ to a Banach space $Z$ is Lipschitz on a neighborhood of a point $y \in Y$. Then for any $c > 0$ the sets

$$\{(v, \phi) \in Y \times \text{Lip}_1(Z) : \lim_{\delta \searrow 0} \varrho_\varphi(Z_{\delta,c}f(y, v), D_\delta f(y, v)) = 0\},$$

$$\{(v, \phi) \in Y \times \text{Lip}_1(Z) : \lim_{\delta \searrow 0} \varrho_\varphi(P_{\delta,c}f(y, v), D_\delta f(y, v)) = 0\},$$
and
\[ \{(v,\phi) \in X \times \text{Lip}_1(Z) : \lim_{\delta \downarrow 0} g_\phi(C_\delta f(y,v), D_\delta f(y,v)) = 0 \} \]
are closed in \( Y \times \text{Lip}_1(Z) \).

**Proof.** For small enough \( \delta \) the sets whose \( g_\phi \) we are limiting all lie in a fixed ball \( B(0,r) \). Hence, metrizing \( Y \times \text{Lip}_1(Z) \) by
\[ \text{dist}((u,\phi),(v,\psi)) = \|u-v\| + \sup_{z \in B(0,r)} |\phi(z) - \psi(z)|, \]
we see from Lemma 2.3 and Lemma 2.9 that the \( \varrho \) involved in these limits are Lipschitz as functions of \((v,\phi)\), with a bound on their Lipschitz constant independent of \( \delta \). The statement follows. \( \Box \)

2.11. **Lemma.** Suppose that \( f : Y \to Z \) is a \( K \)-Lipschitz mapping between Banach spaces \( Y, Z \). Suppose further that \( \phi \in \text{Lip}_1(Z) \), \( v \in Y \), \( \varepsilon, \delta > 0 \), \( c \in \mathbb{R} \), and that \( E \) is the set of \( y \in Y \) such that \( c \leq \phi(D_\delta f(y,v)) < c + \varepsilon / 2 \). If \( \hat{y} \in Y \) and \( 0 < t < \delta \) are such that \( \phi\left(\frac{f(\hat{y}+tv) - f(\hat{y})}{t}\right) > c + \varepsilon \) then \( B(\hat{y}, \frac{\varepsilon t}{2\delta}) \cap E = \emptyset \).

**Proof.** If \( x \in B(\hat{y}, \frac{\varepsilon t}{2\delta}) \cap E \), we would infer from
\[ \frac{\|f(\hat{y}+tv) - f(\hat{y})\|}{t} \leq \frac{2K \|x - \hat{y}\|}{t} < \varepsilon \]
that
\[ c + \varepsilon < \phi\left(\frac{f(\hat{y}+tv) - f(\hat{y})}{t}\right) < \phi\left(\frac{f(x+tv) - f(x)}{t}\right) + \frac{\varepsilon}{2} < c + \varepsilon. \] \( \Box \)

2.12. **Proposition.** Suppose that \( Y \) and \( Z \) are Banach spaces, \( V \) is a separable subset of \( Y \), and \( \Phi \) is a separable subset of \( \text{Lip}_1(Z) \). Suppose further that \( f \) is a locally Lipschitz mapping of an open subset \( G \subset Y \) to \( Z \).

(i) There is a \( \sigma-(\pm V) \)-directionally porous set \( P_{\mathbb{Z}} \subset Y \) such that
\[ \lim_{\delta \downarrow 0} g_\phi(Z_{\delta,c}f(y,v), D_\delta f(y,v)) = 0 \]
for every \( \phi \in \Phi \), \( y \in G \setminus P_{\mathbb{Z}} \), \( v \in V \), and \( c > 0 \).

(ii) There is a \( \sigma \)-porous set \( P_P \subset Y \) such that
\[ \lim_{\delta \downarrow 0} g_\phi(P_{\delta,c}f(y,v), D_\delta f(y,v)) = 0 \]
for every \( \phi \in \Phi \), \( y \in G \setminus P_P \), \( v \in V \), and \( c > 0 \).

(iii) There is a meager set \( P_{\mathbb{C}} \subset Y \) such that
\[ \lim_{\delta \downarrow 0} g_\phi(C_\delta f(y,v), D_\delta f(y,v)) = 0 \]
for every \( \phi \in \Phi \), \( y \in G \setminus P_{\mathbb{C}} \) and \( v \in V \).

**Proof.** We may assume that \( f \) is \( K \)-Lipschitz on \( Y = G \). Finding countable dense subsets \( W \subset V \) and \( \Psi \subset \Phi \), we infer from Lemma 2.10 that it suffices to prove the statements with \( V, \Phi \) replaced by \( W, \Psi \). Hence we may reduce the proof to the case when \( V \) and \( \Phi \) are countable, and we may reduce it further to the case when \( V \) and \( \Phi \) are one element sets, since the sets we are interested in are unions of sets corresponding to the pairs \((v,\phi)\in V \times \Phi \). The same reasoning shows that we may assume that \( c > 0 \) in (i) and (ii) is fixed.

Assume therefore that \( V = \{v\} \), \( \Phi = \{\phi\} \) and \( c > 0 \), and let \( 0 < \varepsilon < 1 \). For \( n = 1,2,\ldots \) and \( k = 0, \pm 1, \pm 2, \ldots \) let \( E_{n,k} \) be the set of those points \( y \in Y \)
such that $k\varepsilon/2 < \phi(D_{n}f(y, v)) < (k + 1)\varepsilon/2$ for every $0 < \eta < 1/n$. We prove that $Y = \bigcup_{n,k} E_{n,k}$. Given any $y \in Y$ we use that $f$ is Lipschitz to infer that the function $\eta \to \phi(D_{n}f(y, v))$ is bounded. Hence $s := \limsup_{\eta \to 0} s_{\phi}(D_{n}f(y, v))$ is finite, and we may choose $k = 0, \pm 1, \ldots$ such that $k\varepsilon/2 < s < (k + 1)\varepsilon/2$. Finding $n \in \mathbb{N}$ such that $\phi(D_{n}f(y, v)) < (k + 1)\varepsilon/2$ for any $0 < \eta < 1/n$, and using the monotonicity of $\phi$, we have that $k\varepsilon/2 < s \leq \phi(D_{n}f(y, v)) < (k + 1)\varepsilon/2$ for all such $\eta$, implying that $y \in E_{n,k}$.

(i) Let

$$P_{n,k} = \{ y \in E_{n,k} : \limsup_{\delta \to 0} \phi_{\delta}(Z_{\delta,c,f}(y, v), D_{\delta}f(y, v)) > \varepsilon \}.$$ 

If $y \in P_{n,k}$, there are arbitrarily small $0 < \delta < 1/n$ for which one may find $0 < t < \delta$ and $s \in \mathbb{R}$ such that $\operatorname{dist}(y, [y + sv, y + sv + tv]) < ct\|v\|$ and

$$\phi\left(\frac{f(y + sv + tv) - f(y + sv)}{t}\right) > \phi(D_{\delta}f(y, v)) + \varepsilon \geq k\varepsilon/2 + \varepsilon.$$ 

Hence Lemma 2.11 with $\hat{y} = y + sv$ implies $B(y + sv, ct/(4K)) \cap P_{n,k} = \emptyset$. Since $\|sv\| \leq \operatorname{dist}(y, [y + sv, y + sv + tv]) + \|tv\| \leq (c + 1)t\|v\|$, we infer that $B(y + sv, \varepsilon s/(4(c+1)K)) \cap P_{n,k} = \emptyset$, which means that the set $P_{n,k}$ is porous at $y$ in the direction of $v$ or $-v$, where the sign depends on whether $s$ was positive for arbitrarily small $\delta$ or not.

(ii) Let

$$P_{n,k} = \{ y \in E_{n,k} : \limsup_{\delta \to 0} \phi_{\delta}(P_{\delta,c,f}(y, v), D_{\delta}f(y, v)) > \varepsilon \}.$$ 

If $y \in P_{n,k}$, there are arbitrarily small $0 < \delta < 1/n$ for which one may find $0 < t < \delta$ and $\hat{y} \in Y$ such that $\operatorname{dist}(y, [\hat{y}, \hat{y} + tv]) < ct\|v\|$ and

$$\phi\left(\frac{f(\hat{y} + tv) - f(\hat{y})}{t}\right) > \phi(D_{\delta}f(y, v)) + \varepsilon \geq k\varepsilon/2 + \varepsilon.$$ 

Since $|\hat{y} - y| \leq \operatorname{dist}(y, [\hat{y}, \hat{y} + tv]) + \|tv\| \leq (c + 1)t\|v\|$ and Lemma 2.11 implies that $B(y, ct/(4K)) \cap P_{n,k} = \emptyset$, the set $P_{n,k}$ is porous at $y$.

(iii) Let

$$P_{n,k} = \{ y \in E_{n,k} : \limsup_{\delta \to 0} \phi_{\delta}(C_{\delta,f}(y, v), D_{\delta}f(y, v)) > \varepsilon \}.$$ 

If $y \in P_{n,k}$, there are arbitrarily small $0 < \delta < 1/n$ for which one may find $0 < t < \delta$ and $\hat{y} \in Y$ such that $\|y - \hat{y}\| < \delta$ and

$$\phi\left(\frac{f(\hat{y} + tv) - f(\hat{y})}{t}\right) > \phi(D_{\delta}f(y, v)) + \varepsilon \geq k\varepsilon/2 + \varepsilon.$$ 

Then Lemma 2.11 implies $B(\hat{y}, ct/(4K)) \cap P_{n,k} = \emptyset$, which means that $y$ does not belong to the interior of the closure of $P_{n,k}$.

2.13. Corollary. Let $f$ be a locally Lipschitz mapping of an open subset $G$ of a Banach space $Y$ to a separable Banach space $Z$ and let $V \subset Y$ be separable. Then there is a $\sigma$-$\{\pm V\}$-porous set $P \subset Y$ such that for every $y \in Y \setminus P$ and $v \in V$,

$$\lim_{\delta \to 0} \operatorname{diam}(D_{\delta}f(y, -v)) \leq 2 \lim_{\delta \to 0} \operatorname{diam}(D_{\delta}f(y, v)).$$

Proof. Let $P \subset Y$ be the $\sigma$-$(V \cup \{-V\})$-directionally porous set obtained by the use of Proposition 2.12(i) with $\Phi$ consisting of functions $\phi_{z}(w) = \|w - z\|$, where $z \in Z$. Denote $c = \lim_{\delta \to 0} \operatorname{diam}(D_{\delta}f(y, v))$. Given $y \in Y \setminus P$ and $\varepsilon > 0$, find $\delta_{0} > 0$ such that $\operatorname{diam}(D_{\delta}f(y, v)) < c + \varepsilon$ for every $0 < \delta \leq \delta_{0}$ and pick any
Proof. Since existence of \( f' (y; v) \) is equivalent to \( \lim_{\delta \searrow 0} \text{diam}(D_\delta f(y, v)) = 0 \), this follows from Corollary 2.13. \( \square \)

2.14. Corollary. Let \( f \) be a locally Lipschitz mapping of an open subset \( G \) of a Banach space \( Y \) to a separable Banach space \( Z \) and let \( V \subset Y \) be separable. Then the set of those points \( y \in G \) for which there is a direction of \( v \in V \) at which \( f \) is unilaterally but not bilaterally differentiable is \( \sigma \)-(\( V \cup V \))-porous.

Proof. Since existence of \( f' (y; v) \) is equivalent to \( \lim_{\delta \searrow 0} \text{diam}(D_\delta f(y, v)) = 0 \), this follows from Corollary 2.13. \( \square \)

2.15. Corollary. Suppose that \( Y \) is a separable Banach space and that \( f \) is a locally Lipschitz mapping of an open subset \( G \subset Y \) to a finite dimensional space \( Z \).

(i) There is a \( \sigma \)-directionally porous set \( P_Z \subset Y \) such that \( Z f(y, v) = D f(y, v) \) for every \( y \in G \setminus P_Z \) and every \( v \in Y \).

(ii) There is a \( \sigma \)-porous set \( P_P \subset Y \) such that \( P f(y, v) = D f(y, v) \) for every \( y \in G \setminus P_P \) and every \( v \in Y \).

(iii) There is a meager set \( P_C \subset Y \) such that \( C f(y, v) = D f(y, v) \) for every \( y \in G \setminus P_C \) and every \( v \in Y \).

Proof. Since \( Z \) is finite dimensional, we may use Proposition 2.12 with \( \Phi = \text{Lip}_1(Z) \).

To prove (i), we use Proposition 2.12(i) to infer that there is a \( \sigma \)-directionally porous set \( P_Z \subset Y \) such that
\[
\lim_{\delta \searrow 0} \varrho_\delta(Z_{\delta, \epsilon} f(y, v)), D_\delta f(y, v)) = 0
\]
for every \( \varrho \in \Phi \), \( y \in G \setminus P_Z \), \( v \in V \), and every \( \epsilon > 0 \). Using this with \( \varrho(z) = \text{dist}(z, D f(y, v)) \), we immediately infer (i). The proofs of the remaining statements are similar. \( \square \)

We have already seen in Corollary 2.13 that the approximating derived sets enjoy good, but not perfect, symmetry properties. If the range is finite dimensional, Corollary 2.15 (i) gives a better result, namely that the derived sets are symmetric.

2.16. Corollary. Let \( f \) be a locally Lipschitz mapping of an open subset \( G \) of a separable Banach space \( Y \) to a finite dimensional space \( Z \). Then there is a \( \sigma \)-directionally porous set \( P \subset Y \) such that \( D f(y, v) = -D f(y, -v) \) for every \( y \in G \setminus P \) and every \( v \in Y \).

2.17. Example. The need for replacing the Hausdorff distance by weaker distances is illustrated by an example of a Lipschitz mapping \( f : \mathbb{R} \to \ell_\infty(\mathbb{R}) \) such that for every \( y \in \mathbb{R} \),
\[
(2.5) \quad \lim_{\delta \searrow 0} \text{diam}(D_\delta f(y, -1)) \leq 1 \leq \lim_{\delta \searrow 0} \text{diam}(D_\delta f(y, 1)).
\]
Notice that this example does not use nonseparability of \( \ell_\infty \), since \( \ell_\infty \) may be replaced by the separable space spanned by the range of \( f \). In particular, this example also shows that the constant 2 in Corollary 2.13 cannot be improved.

To construct \( f \), we first define \( g : \mathbb{R} \to \mathbb{R} \) by \( g(x) = x \sin(\phi(x)) \) where \( \phi : \mathbb{R} \to \mathbb{R} \) is continuously differentiable on \( (0, \infty) \) and such that \( \phi(x) = 0 \) if \( x \leq 0 \) or \( x \geq 1 \),
and \( \phi(x) = 2\sqrt{\log(1/x)} \) if \( 0 < x < 1/e \). It is obvious that \( g \) is a bounded Lipschitz function and that \( D_\delta g(0, 1) \) contains both values 1 and -1, thus
\[
\lim_{\delta \searrow 0} \delta \geq 2.
\]
We show that
\[
\lim_{\delta \searrow 0} \sup_{x \in \mathbb{R}} \text{diam}(D_\delta g(x, -1)) \leq 1.
\]
Clearly, it suffices to consider \( x \geq 0 \) only. Given \( 0 < \varepsilon < 1 \), we use uniform continuity of \( g' \) on \([1/2 \varepsilon^{-1/2}, \infty)\) to find \( 0 < \delta < 1/2 \varepsilon^{-1/2} \) so that \( |g'(x) - g'(y)| < \varepsilon \) if \( x, y \geq 1/2 \varepsilon^{-1/2} \) and \( |x - y| < \delta \). Consider first the case when \( x \geq \varepsilon^{-1/2} \). Then for any \( x - \delta < y < x \) the mean value theorem provides \( y < \xi < x \) such that
\[
|g(y) - g(x)|/(y - x) - g'(\xi)| = |g'(\xi) - g'(x)| < \varepsilon,
\]
so all values of \( (g(y) - g(x))/(y - x), y < x \) belong to the interval \([g'(x) - \varepsilon, g'(x) + \varepsilon]\) of length \( 2\varepsilon \). In the case when \( 0 < x < \varepsilon^{-1/2} \) we distinguish two possibilities. If \( 0 < y < x \), we get
\[
|(g(y) - g(x))/(y - x) - g(x)/x| = |y(\sin(\phi(y)) - \sin(\phi(x)))/(y - x)| \leq |y(\phi(y) - \phi(x))/(y - x)| \leq y|g'(y)| = 1/\sqrt{\log(1/|y|)} < \varepsilon.
\]
Finally, if \( y \leq 0 \), \( (g(y) - g(x))/(y - x) = g(x)/(x - y) \) belongs to the interval with end points 0 and \( g(x)/x \). Together, the two cases show that all values of \( (g(y) - g(x))/(y - x), y < x \) belong to the smallest interval containing 0 and \( g(x)/x \), whose maximal possible length is \( 1 + 2\varepsilon \).

Having proved (2.7), we denote \( g_u(x) = g(u + x) \) and define \( f : \mathbb{R} \to \ell_\infty(\mathbb{R}) \) by \( f(u) = g_u \), \( u \in \mathbb{R} \). Since \( \|g_u - g_v\|_{\infty} \leq \text{Lip}(g)|u - v| \), \( f \) is Lipschitz. The \( x \)th coordinate of an element from \( D_\delta f(y, -1) \) belongs to \( D_\delta g(y + x, -1) \), and so the inequality (2.7) implies the first inequality in (2.5). For the last inequality in (2.5) we notice that \( x = (y) \)th coordinates of elements from \( D_\delta f(y, 1) \) run through whole \( D_\delta g(0, 1) \) and use inequality (2.6).

**Exactness of porosity descriptions.** We show that the main results describing the size of the sets of points at which derived sets may differ are exact. For the case of the strict or Michel–Penot derived set these are variants of existing relatively simple constructions, and although we will present them, we will treat them briefly and not always in the optimal way. For the Zahorski derived sets our results are new, and the arguments are substantially more involved; we therefore handle this case in detail.

A predecessor of these results, which is a special case of Theorem 2.20(ii), is that for every \( \sigma \)-porous set \( P \) there is a Lipschitz function that is not Fréchet differentiable at any point of \( P \); see [29, Theorem 3.4.3]. In fact, our argument for 2.20(ii) differs from theirs only slightly. Also, [29, Remark 3.4.4] indicates an argument showing a special case of Theorem 2.20(i) that for every \( \sigma \)-directionally porous set \( P \) there is a Lipschitz function that is not Gâteaux differentiable at any point of \( P \). The argument in [29, Remark 3.4.4] is not completely clear, since it effectively reduces the complement of a set to a disjoint union of balls, and this may not preserve directional porosity. However, we may slightly modify it in the following way. Write \( P \) as a union of directionally porous sets \( P_k \), deduce from [6, Theorem 7] or [24] that there are Lipschitz \( g_k : X \to [0, 1] \) such that
min(1, dist(x, P_k)) \leq g_k(x) \leq 2 \min(1, \text{dist}(x, P_k)) and g_k is Gâteaux differentiable on the complement of \( T_k \). Now observe that the method of proof of [29, Theorem 3.4.3] shows that \( g := \sum c_k g_k \), where \( c_k > 0 \) are sufficiently small constants, is Lipschitz and Gâteaux non-differentiable at any point of \( P \). Incidentally, if \( X^* \) is separable, which is the main case of the proof of [29, Theorem 3.4.3], we may use [20] (or [22, Corollary 19]) to replace in the above argument Gâteaux by Fréchet, thereby providing an alternative proof of this result.

Before continuing, we should remind ourselves that \( \sigma \)-porous sets need not be \( \sigma \)-directionally porous, and that meager sets need not be \( \sigma \)-porous. Indeed, for the latter consider any meager set on the line whose complement is Lebesgue null, and for the former recall that in any infinite dimensional separable Banach space there is a \( \sigma \)-porous set whose complement is null on every line, see [36, Theorem 1] of [4, Theorem 6.39].

As a technical tool, we will use the following notions and results. A function \( f : Y \to \mathbb{R} \) is called uniformly Gâteaux differentiable if it is Gâteaux differentiable on \( G \) and for every \( u \in Y \) the convergence of \( (f(y + tu) − f(y))/t \) to \( f'(y)(u) \) is uniform in \( y \in Y \). By a result of [24], for any closed set \( F \subset Y \) and \( r, \varepsilon > 0 \) there is a uniformly Gâteaux differentiable \( f : Y \to [0, 1] \) such that \( \text{Lip}(f) \leq \varepsilon + 1/r \), \( f(x) = 1 \) for \( x \in F \), and \( f(x) = 0 \) if \( \text{dist}(x, F) \geq r \). The function \( f \) is called regularly Gâteaux differentiable at \( y \) if it is Gâteaux differentiable at \( y \) and \( \mathcal{P} f(y, u) = f'(y)(u) \) for every \( u \in Y \). It is immediate that a continuous uniformly Gâteaux differentiable function is regularly Gâteaux differentiable at every point and that the function \( x \to \text{dist}(x, P) \) is regularly Gâteaux differentiable at every point of \( P \) that is not a porosity point of \( P \).

**2.18. Lemma.** Let \( P \subset Q \) be closed subsets of a Banach space \( Y \) and \( u \in Y \). There are a function \( h : Y \to [0, \infty) \) and a closed set \( Q \supset \text{spt}(h) \) such that

(i) \( 0 \leq h(x) \leq \min(1, \text{dist}(x, Q)) \leq \min(1, \text{dist}(x, P)) \);

(ii) \( \text{Lip}(h) \leq 120 \);

(iii) \( h \) is regularly Gâteaux differentiable at every point of \( Y \setminus P \);

(iv) \( Q \cap \hat{Q} \subset P \);

(v) whenever \( y \in P \) and \( Q \) is porous at \( y \) in the direction of some vector \( v \in Y \), then \( Q \cup \hat{Q} \) is porous at \( y \) in the direction of \( v \) as well;

(vi) whenever \( y \in P \) and \( Q \) is porous at \( y \) in the direction of the vector \( v \), then there are \( c > 0 \) and \( t_i \to 0 \) such that \( y + t_i u + ct_i w, y + t_i u \in Q \setminus Q \) and

\[
\liminf_{t_i \to \infty} \frac{h(y + t_i u + ct_i w) - h(y + t_i u)}{c t_i} \geq 10 ||u||.
\]

**Proof.** We assume that \( ||u|| = 1 \), find \( u^* \in Y^* \) with \( ||u^*|| = u^*(u) = 1 \), let \( \kappa = \frac{2}{5} \), \( \eta_j = \frac{1}{5}(\kappa^3 - \kappa^{j+1}) \) and \( r_j = \frac{1}{5}\eta_j \), and for \( i \in \mathbb{Z} \) and \( j \in \mathbb{N} \) denote

\[ P_{i,j} = \{ y \in Y : u^*(y) = i \eta_j, \kappa^3 - \eta_j \leq \text{dist}(y, Q) \leq \kappa^3 + \eta_j, \text{dist}(y, P) \leq \kappa^{3/2} \} \).

We observe that \( P_{i,j} \) are closed sets and \( \text{dist}(P_{i,j}, P_{k,l}) \geq \max(\eta_j, \eta_l) \) for \( (i, j) \neq (k, l) \). Indeed, if \( l = j \) the \( u^* \) images of these two sets are at least \( \eta_j \) apart, and if \( l > j \) then \( \text{dist}(y, Q) \leq \kappa^3 + \eta_j \leq \kappa^{j+1} + \eta_j \) for every \( y \in P_{k,l} \) and \( \text{dist}(z, Q) \geq \kappa^3 - \eta_j \) for every \( z \in P_{i,j} \). Hence the distance of \( P_{i,j} \) and \( P_{k,l} \) is at least \( \kappa^3 - \kappa^{j+1} - 2\eta_j = \eta_j \).

Denote by \( \mathcal{I} \) the set of pairs \((i, j)\) for which \( P_{i,j} \neq \emptyset \). For every \( (i, j) \in \mathcal{I} \) denote \( B_{i,j} = \{ y : \text{dist}(y, P_{i,j}) \leq 2r_j \} \) and choose a uniformly Gâteaux differentiable function \( h_{i,j} : Y \to \mathbb{R} \) such that \( 0 \leq h_{i,j} \leq \kappa^{j+1}, h_{i,j}(y) = \kappa^{j+1} \) for \( y \in P_{i,j} \), \( h_{i,j}(y) = 0 \) when \( \text{dist}(y, P_{i,j}) \geq 2r_j \) and \( \text{Lip}(h_{i,j}) \leq \kappa^{j+1}/r_j = 24\kappa/(1 - \kappa) = 120 \).
Define $h = \sum_{(i,j) \in T} h_{i,j}$ and $\tilde{Q} = P \cup \bigcup_{i,j \in T} B_{i,j}$. Notice that
\[
\text{dist}(B_{i,j}, B_{k,l}) \geq \text{dist}(P_{i,j}, P_{k,l}) - 2(r_j + r_l) \geq \frac{1}{2}(\eta_j + \eta_l) - 2(r_j + r_l) = 2(r_j + r_l)
\]
whenever $(i,j) \neq (k,l)$. Since $B_{i,j} \subset \{y, \text{dist}(y, P) \leq \kappa_j^{1/2} + 2r_j\}$ are closed sets, this implies that every point of $Y \setminus P$ has a neighborhood meeting at most one of the sets $B_{i,j}$. Recalling that spt$(h_{i,j}) \subset B_{i,j}$, and that $h_{i,j}(x) \leq \kappa_j^{1/2} \leq \kappa_j - \eta_j \leq \text{dist}(x, Q)$ for $x \in B_{i,j}$, we get (i)–(iv).

To prove (v), let $Q$ be porous at $y \in P$ in the direction of a unit vector $v$ with constant $0 < c \leq 1$. Let $\alpha > 0$ be so small that $\alpha(\kappa_j + \eta_j + 2r_j) < (1 - \alpha)r_j$ for every $j$. We show that $\tilde{Q} \cup Q$ is porous at $y$ in the direction of $v$ with constant $\alpha$. Consider any $t > 0$ such that $ct \leq \text{dist}(y + tv, Q) \leq t$. If $\text{dist}(y + tv, \tilde{Q}) \geq \alpha ct$, we are done, so suppose
\[
\text{dist}(y + tv, \tilde{Q} \setminus Q) = \text{dist}(y + tv, \tilde{Q}) < \alpha ct.
\]
Then there are $i, j$ such that $(i, j) \in T$ and $\text{dist}(y + tv, P_{i,j}) < 2r_j + \alpha ct$. Since $ct \leq \text{dist}(y + tv, Q) \leq \kappa_j + \eta_j + 2r_j + \alpha ct$, we get $(1 - \alpha)ct \leq \kappa_j + \eta_j + 2r_j$. Therefore $act < \alpha(\kappa_j + \eta_j + 2r_j)/(1 - \alpha) < r_j$ and so $\text{dist}(y + tv, P_{i,j}) < 3r_j$. Since $y \in Q$, $\text{dist}(y, P_{i,j}) \geq \kappa_j - \eta_j > 3r_j$, and so there is $0 < s \leq t$ so that $\text{dist}(y + sv, P_{i,j}) = 3r_j$. Then every $z$ with $\text{dist}(z, y + sv) < r_j$ satisfies $2r_j < \text{dist}(z, P_{i,j}) < 4r_j$. For $(k, l) \neq (i, j)$ we have $\text{dist}(z, P_{k,l}) \geq \text{dist}(P_{i,j}, P_{k,l}) - 4r_j \geq \frac{1}{2}\eta_j > 2r_j$. This means $z \notin Q \setminus Q$. As $\text{dist}(z, Q) \geq \text{dist}(P_{i,j}, Q) - \text{dist}(y + sv, P_{i,j}) - r_j = \text{dist}(P_{i,j}, Q) - 4r_j > 0$, we get $z \notin Q$. It follows that $\text{dist}(y + sv, \tilde{Q}) \geq r_j > \alpha c s$.

To prove (vi), let $Q$ be porous at $y \in P$ in the direction of $u$ and find $c_0 > 0$ and $s_k \searrow 0$ so that $B(y + s_k u, c_0 s_k) \cap Q = \emptyset$. Let $j_0 \in \mathbb{N}$ be such that $\kappa_{j_0/2 - 1} < c_0$ and fix for a while an index $k$ with $s_k < \kappa_{j_0}$. Let $j = j(k) \in \mathbb{N}$ be such that $\kappa_j \leq \text{dist}(y + s_k u, Q) < \kappa_j^{-1}$. Then $j > j_0$, so we have $\kappa_{j/2 - 1}s_k < c_0 s_k < \kappa_{j/2}^{-1}$. Find $\tilde{s}_k \in (0, s_k]$ such that $\text{dist}(y + \tilde{s}_k u, Q) = \kappa_j$ and observe that this choice implies $\kappa_j \leq \tilde{s}_k \leq s_k < \kappa_{j/2 - 1}/c_0 < \kappa_{j/2}$. Choose the largest $\tilde{t}_k \leq \tilde{s}_k$ so that $u^* (y + \tilde{t}_k u)$ is an integer multiple of $\eta_j$. Then $\tilde{s}_k \geq \tilde{t}_k \geq s_k - \eta_j \geq \kappa_{j/2} \geq \eta_j > \frac{1}{2} \kappa_{j/2}$. In particular, $\text{dist}(y + \tilde{t}_k u, P_{i,j}) \leq s_k < \kappa_{j/2}^{-1}$, from which we see that $y + \tilde{t}_k u \in P_{i,j}$ for some $i = i(j), k = i(k) \in \mathbb{Z}$. We also recall that this implies $h(y + \tilde{t}_k u) = \kappa_j^{1/2}$.

We let $t_k = \tilde{t}_k - 2r_j$ and show that $h(y + t_k u) = 0$. For this, first recall that on $P_{i,j}$, $u^*$ is identically equal to $i_{\eta j}$. Since $u^*(y + t_k u) = i_{\eta j} - 2r_j = i_{\eta j} - \eta_j/4$, we infer from $y + t_k u \in P_{i,j}$ that $2r_j \geq \text{dist}(y + t_k u, P_{i,j}) \geq \text{dist}(u^*(y + t_k u), u^*(P_{i,j})) = 2r_j$. Consequently, $h_{i,j}(y + t_k u) = 0$. For $(i', j')$ different from $(i, j)$ we have
\[
\text{dist}(y + t_k u, P_{i', j'}) \geq \text{dist}(P_{i', j'}, P_{i,j}) - 2r_j \geq \max(\eta_j, \eta_j) - 2r_j \geq 2r_j^{i'}
\]
and so $h_{i', j'}(y + t_k u) = 0$ as well. Hence $h(y + t_k u) = 0$ and consequently
\[
\frac{h(y + t_k u + 2r_j u) - h(y + t_k u)}{2r_j} = \frac{h(y + t_k u) - h(y + t_k u)}{2r_j} = \frac{\kappa_{j/2}^{1/2}}{2r_j} = 60.
\]
Letting $c_k := 2r_j/\tilde{t}_k$ and using that $h$ is Lipschitz, we see that (vi) holds provided a subsequence of $c_k$ converges to some $c > 0$. But for this it suffices to observe that $c_k \geq 2r_j/s_k \geq c_0 \kappa_{j_0}/\kappa_{j_0}^{1/2} = \frac{1}{12} \alpha c_0(1 - \kappa)$ and $c_k \leq 2r_j/(\tilde{s}_k - \eta_j - 2r_j) \leq 1$.

2.19. Proposition. Let $P$ be a closed subset of a Banach space $Y$. Then for any $u_1, u_2, \ldots \in Y$ there is a Lipschitz function $g : Y \to [0, \infty)$ such that
\begin{enumerate}
\item $0 \leq g(x) \leq \min(1, \text{dist}(x, P))$;
\item $g$ is regularly Gâteaux differentiable at every point of $Y \setminus P$;
\end{enumerate}
(iii) whenever \( P \) is porous at a point \( y \in P \) in the direction of \( u_i \), there are \( c > 0 \) and \( t_k \to 0 \) such that
\[
\liminf_{k \to \infty} \frac{g(y + t_ku_i + ct_ku_j) - g(y + t_ku_i)}{ct_k} \geq 4\|u_j\|.
\]
(iv) whenever \( P \) is porous at a point \( y \in P \) and \( u \in Y \), there are \( c > 0 \), \( y_k \to y \) and \( t_k > c\|y_k - y\| \) such that \( t_k \to 0 \) and
\[
\liminf_{k \to \infty} \frac{g(y + t_ku) - g(y)}{t_k} \geq 4\|u\|.
\]
(v) whenever \( P \) is not an interior point of \( P \) and \( u \in Y \), there are \( y_k \to y \) and \( t_k \to 0 \) such that
\[
\liminf_{k \to \infty} \frac{g(y + t_ku) - g(y)}{t_k} \geq 4\|u\|.
\]

\textbf{Proof:} Apply the 5r-covering theorem to the family of balls \( B(x, r(x)) \), \( x \in Y \setminus P \), where \( r(x) = \frac{1}{3} \min(1, \text{dist}(x, P)) \) to find disjoint balls \( B(x_i, r(x_i)) \) such that for every \( x \in Y \setminus P \) there is \( i \) with \( B(x, r(x)) \subset B(x_i, 5r(x_i)) \). Let
\[
Q_0 = Y \setminus \bigcup_i B(x_i, \frac{5}{3}r(x_i)).
\]

Clearly, \( P \subset Q_0 \). We observe that for every \( x \in Y \setminus P \), \( B(x, \frac{1}{3}r(x)) \) meets at most one of the balls \( B(x_i, \frac{1}{3}r(x_i)) \). Indeed, if \( B(x, \frac{1}{3}r(x)) \cap B(x_j, \frac{1}{3}r(x_j)) = \emptyset \), then, as follows from the definition of \( r(x) \) we necessarily have \( 2r(x) \leq \frac{1}{3}r(x_i) + \frac{1}{3}r(x_j) \), implying \( r(x) \leq \frac{1}{3}r(x_i) \) and \( B(x, \frac{1}{3}r(x)) \subset B(x_j, r(x_j)) \). Hence \( j \) is unique by the disjointness of \( B(x_i, r(x_i)) \).

We show that for every \( x \in P \) and \( y \in Y \setminus P \) there is \( z \in (x, y) \) so that \( B(z, \frac{5}{3}r(y)) \cap Q_0 = \emptyset \). For this, assume that \( B(y, \frac{1}{3}r(y)) \cap B(x_j, \frac{1}{3}r(x_j)) \neq \emptyset \) for some \( j \), infer from \( 2r(y) \leq \frac{1}{3}r(y) + \frac{5}{3}r(x_j) \) that \( r(y) \leq \frac{1}{3}r(x_j) \) and so that \( ||y - x_j|| \leq r(x_j) \) and, using that \( ||x - x_j|| \geq 2r(x_j) \), find \( z \in (x, y) \) so that \( ||z - x_j|| = \frac{5}{3}r(x_j) \). Hence \( B(z, \frac{1}{3}r(x_j)) \cap Q_0 = \emptyset \), and the claim follows by recalling that \( \frac{5}{3}r(y) \leq \frac{1}{3}r(x_j) \). Notice that this implies that porosity points of \( P \) are porosity points of \( Q_0 \), directional porosity points of \( P \) are directional porosity points of \( Q_0 \) in the same directions, and non-interior points of \( P \) remain non-interior points of \( Q_0 \).

We finish the starting part of the construction by choosing a Lipschitz, uniformly Gâteaux differentiable function \( \phi : Y \to [0, 1] \) such that \( \phi(0) = 1 \) and \( \phi(y) = 0 \) for \( ||y|| \geq 1 \), and defining \( h_0(x) = \sum \frac{1}{3}r(x_j)\phi(16||x - x_j||/r(x_j)) \).

Letting \( Q_0 = Q_0 \), we recursively define for \( k = 1, 2, \ldots \) closed sets \( Q_k \) and \( \tilde{Q}_k \) and functions \( h_k : Y \to \mathbb{R} \) by letting first \( Q_k = Q_{k-1} \cup \tilde{Q}_{k-1} \cup \{ x : \text{dist}(x, P) \geq 2^{-k-1} \} \) and then using Lemma 2.18 with the sets \( P, Q_k \) and the vector \( u_k \) to define the set \( \tilde{Q}_k \) and the function \( h_k \).

Observing that 2.18(i) implies that \( 0 \leq h_k \leq 2^{-k-1} \), we see that the function \( g := \sum_{k=0}^\infty h_k \) is well defined and \( 0 \leq g \leq 1 \). Moreover, each \( h_k \) is zero on \( P \) and the sets \( \text{spt}(h_k) \setminus P \) are disjoint. As a consequence of this we see that (i) and (ii) hold and that \( g \) is Lipschitz with constant bounded by 120 on every segment contained in \( Y \setminus P \). The last fact together with the already proved (i) shows that \( \text{Lip}(g) \leq 120 \).

Let \( P \) be porous at \( y \in P \) in the direction of \( u_j \). Use 2.18(vi) to find \( c > 0 \) and \( t_k \to 0 \) such that \( y + t_ku_j + ct_ku_j, y + t_ku_j \in \tilde{Q}_j \setminus Q_j \) and
\[
\liminf_{k \to \infty} \frac{h_j(y + t_ku_j + ct_ku_j) - h_j(y + t_ku_j)}{ct_k} \geq 4\|u_j\|.
\]

Since \( g(y + t_ku_j + ct_ku_j) = h_j(y + t_ku_j + ct_ku_j) \) and \( g(y + t_ku_j) = h_j(y + t_ku_j) \), we conclude that
\[
\liminf_{k \to \infty} \frac{g(y + t_ku_j + ct_ku_j) - g(y + t_ku_j)}{ct_k} \geq 4\|u_j\|.
\]
This proves (iii).
To prove (iv) and (v), consider any \( u \in Y \setminus \{0\} \) and any sequence \( z_k \in Y \setminus P \) such that \( z_k \to y \in P \). Find \( i_k \) so that \( B(z_k, r(z_k)) \subset B(x_{i_k}, 5r(x_{i_k})) \) and let \( y_k = x_{i_k} - t_k u \) where \( t_k = \frac{r(x_{i_k})}{10(|u|)} \). Then \( 6r(x_{i_k}) \leq \|x_{i_k} - y\| \leq 5r(x_{i_k}) + \|z_k - y\| \), so \( 0 < r(x_{i_k}) \leq \|z_k - y\| \) and \( \|x_{i_k} - y\| \leq 6\|z_k - y\| \). Since \( g(y_k + t_k u) = h_0(y_k + t_k u) \) and \( g(y_k) = h_0(y_k) \), we conclude that \( y_k \to y \), \( t_k \downarrow 0 \) and
\[
\liminf_{k \to \infty} \frac{g(y_k + t_k u) - g(y_k)}{t_k} = \liminf_{k \to \infty} \frac{h_0(y_k + t_k u) - h_0(y_k)}{t_k} = \frac{r(x_{i_k})}{4t_k} = 4\|u\|.
\]
This proves (v). For (iv) we choose the sequence \( z_k \) so that \( r(z_k) > c_0\|z_k - y\| \). Then, using \( 5r(x_{i_k}) \geq r(z_k) \geq c_0\|z_k - y\| \) and letting \( C = \|u\|(1 + 80 + 80/c_0) \),
\[
\|y_k - y\| \leq t_k\|u\| + \|x_{i_k} - z_k\| + \|z_k - y\| \leq t_k\|u\| + 5r(x_{i_k}) + 5r(x_{i_k})/c_0 = Ct_k.
\]
Hence (iv) holds with any \( 0 < c < 1/C \).

It is now straightforward to combine the functions \( g_k \) obtained by using the above result with a sequence of sets \( P_k \) to get functions with irregular behavior on a prescribed \( \sigma \)-directionally porous, \( \sigma \)-porous or meager set. In the following theorem we therefore state only the main such result. However, several additional observations about the function we construct in 2.20(ii) may be useful: it is Gâteaux differentiable at every point of \( P \) with the exception on those belonging to a \( \sigma \)-directionally porous set \( P_d \subset P \); for every point \( y \in P_d \) of which there is \( v \in V \) with \( \mathcal{Z}f(y, v) \neq \mathcal{D}f(y, v) \); and at every point of \( P \setminus P_d \) the function \( f \) is irregularly differentiable in every direction in the sense used in [29]. This shows that it would not make sense to improve the sufficient condition for \( \Gamma \)-almost everywhere Fréchet differentiability results, namely the \( \Gamma \)-nullness of porous sets, to \( \Gamma \)-nullness of the sets of point of irregular differentiability, although the latter is what is actually used in [28] and [29].

2.20. **Theorem.** Let \( P \) be a subset of a separable Banach space \( Y \).

(i) If \( P \) is \( \sigma \)-directionally porous, there is a Lipschitz \( f : Y \to \mathbb{R} \) such that for every \( y \in P \) there is \( v \in V \) with \( \mathcal{Z}f(y, v) \neq \mathcal{D}f(y, v) \).

(ii) If \( P \) is \( \sigma \)-porous, there is a Lipschitz \( f : Y \to \mathbb{R} \) such that \( P f(y, v) \neq \mathcal{D}f(y, v) \) for every \( y \in P \) and \( v \in Y \setminus \{0\} \).

(iii) If \( P \) is meager, then there is a Lipschitz \( f : Y \to \mathbb{R} \) such that \( \mathcal{C}f(y, v) \neq \mathcal{D}f(y, v) \) for every \( y \in P \) and \( v \in Y \setminus \{0\} \).

**Proof.** Let \( u_1, u_2, \ldots \) be a sequence of unit vectors dense in the unit sphere of \( Y \). (i) Write \( P = \bigcup_{k=1}^{\infty} P_k \) where \( P_k \) is porous in direction of \( u_k \). Let \( g_k \) be the functions constructed in Proposition 2.19 with \( P = \overline{P_k} \). Choose \( 0 < \lambda_k \leq 2^{-k} \) so that for every \( j \), \( \lambda_j \geq \sum_{k=j+1}^{\infty} \lambda_k \text{Lip}(g_k) \). The functions \( f_j = \sum_{k=j}^{\infty} \lambda_k g_k \) are clearly well-defined and Lipschitz.

Given \( y \in P \) find the least \( j \) for which there is \( i \) such that \( y \in P_j \) and \( P_i \) is porous at \( y \) in the direction of \( u_i \). By 2.19(iii) find \( c > 0 \) and \( t_k \downarrow 0 \) such that \( \liminf_{k \to \infty} g_k(y + t_k u_i + c t_k u_i) - g_k(y + t_k u_i) \geq 4 \). Then
\[
\liminf_{k \to \infty} \frac{f_j(y + t_k u_i + c t_k u_i) - f_j(y + t_k u_i)}{c t_k} \geq 4\lambda_j - \sum_{k=j+1}^{\infty} \lambda_k \text{Lip}(g_k) \geq 3\lambda_j
\]
and by 2.19(i)
\[
\limsup_{t \to 0} \frac{f_j(y + tu_i) - f_j(y)}{t} \leq \lambda_j + \sum_{k=j+1}^{\infty} \lambda_k \text{Lip}(g_k) \leq 2\lambda_j.
\]

If \( k < j \) and \( y \in P_k \), 2.19(i) implies that \( g_k \) is differentiable at \( y \) in the direction of \( u_i \), and if \( y \notin P_k \), the same conclusion follows from 2.19(ii). Hence the statement holds with \( f = f_1 \).

(ii) Write \( P = \bigcup_{k=1}^{\infty} P_k \) where \( P_k \) are porous and define \( g_k, \lambda_k \) and \( f_k \) as in (i). Given \( y \in P \) find the least \( j \) such that \( y \in P_j \) and \( P_j \) is porous at \( y \). For every \( v \in Y \setminus \{0\} \) replace \( y + tu_i \) in the above argument by the \( y_k \) from 2.19(iv) and \( u_i \) by \( v \) to infer that \( \mathcal{P} f_j(y,v) \neq \mathcal{D} f_j(y,v) \). If \( k < j \) and \( y \in P_k \), 2.19(i) implies that \( g_k \) is regularly Gâteaux differentiable at \( y \), and if \( y \notin P_k \), the same conclusion follows from 2.19(ii). Hence the statement holds with \( f = f_1 \).

(iii) The argument is similar to the previous ones and can be omitted. \( \square \)

**Subadditivity of derived sets.** Though we postpone the case of one dimensional range to the next section, we should remark that it is now easy to deduce from 2.12(iii) or from 2.15(iii) the result of [21] on generic convexity of upper derivative: indeed one can improve it by using 2.12(ii) or 2.15(ii) to a result on convexity of upper derivative with a \( \sigma \)-porous exceptional set. However, even this improvement is not sufficient to obtain useful information about derivative of composite functions, and we need a considerable refinement of our previous results to achieve this. As in the previous part of our study, the Hausdorff distance is too fine for our purpose (see Example 2.25), and we will continue using the idea behind the distances \( g_\phi \) introduced above. However, even they become too coarse for our purpose, and we will therefore state the result using the neighborhoods \( B_\phi(S; \varepsilon) \).

2.21. Lemma. Let \( f : Y \to Z \) be a \( K \)-Lipschitz map between separable Banach spaces \( Y \) and \( Z \), \( u, v \in Y \), \( \phi \in \text{Lip}_1(Z) \) and \( \varepsilon > 0 \). Then there is a \( \sigma \)-\( u \)-porous set \( P \subset Y \) such that for every \( y \in Y \setminus P \) the inclusion
\[
\mathcal{D}_\delta f(y,u+v) \subset \mathcal{D}_\delta f(y,u) + B_\phi(\mathcal{D}_\delta f(y,v); \varepsilon)
\]
holds for all sufficiently small \( \delta > 0 \).

**Proof.** Since the function \( \delta \to \phi(\mathcal{D}_\delta f(y,v)) \) is bounded and monotonic, for every \( y \in Y \) there are rational numbers \( c, \tau > 0 \) such that \( c \leq \phi(\mathcal{D}_\delta f(y,v)) < c + \varepsilon/2 \) for every \( 0 < \delta < \tau \). Let \( P_{c,\tau} \) be the set of \( y \in Y \) that have this property and for which (2.8) fails for arbitrarily small \( \delta \).

It suffices to show that each \( P_{c,\tau} \) is porous in the direction of \( u \). For this, consider any \( y \in P_{c,\tau} \) and, given any \( 0 < \delta < \tau \) for which (2.8) fails, find \( 0 < t < \delta \) with
\[
(f(y + tu + v)) - f(y))/t \notin \mathcal{D}_\delta f(y,u) + B_\phi(\mathcal{D}_\delta f(y,v); \varepsilon).
\]
Since \( (f(y + tu) - f(y))/t \in \mathcal{D}_\delta f(y,u) \), we infer that
\[
(f(y + tu + tv) - f(y + tu))/t \notin B_\phi(\mathcal{D}_\delta f(y,v); \varepsilon).
\]
Observing that \( P_{c,\tau} \) is contained in the set \( E \) from Lemma 2.11, we use this lemma with \( \tilde{y} = y + tu \) to infer that \( B(y + tu, \varepsilon t/(4K)) \cap P_{c,\tau} = \emptyset \). It follows that \( P_{c,\tau} \) is porous at \( y \) in the direction of \( u \), as needed. \( \square \)
Lemma 2.21 used with is a locally Lipschitz mapping of an open subset $G$ of $Y$ to $Z$. Then there is a $\sigma$-V-directionally porous set $P \subset Y$ such that for every $\phi \in \Phi$, $\varepsilon > 0$, $y \in G \setminus P$, $v \in V$, and $w \in W$ one may find $\delta_0 > 0$ such that

$$\mathcal{D}_\delta f(y, v + w) \subset \mathcal{D}_\delta f(y, v) + \mathcal{B}_\phi(\mathcal{D}_\delta f(y, w); \varepsilon)$$

for every $0 < \delta < \delta_0$.

**Proof.** As explained in the introduction, we may assume that $f$ is $K$-Lipschitz on $Y$. Choose countable dense sets $V_1 \subset V$, $W_1 \subset W$, and $\Phi_1 \subset \Phi$. Fix $\varepsilon > 0$ and for $v_1 \in V_1$, $w_1 \in W_1$, and $\phi_1 \in \Phi_1$ let $P_{v_1, w_1, \phi_1}$ be the $\sigma$-V1-porous sets from Lemma 2.21 used with $\varepsilon$ replaced by $\tau := \varepsilon/7$. We show that the statement holds with $P = \bigcup_{v_1 \in V_1, w_1 \in W_1, \phi_1 \in \Phi_1} P_{v_1, w_1, \phi_1}$, which is clearly a $\sigma$-V-porous set.

Let $y \notin P$, $v \in V$, $w \in W$, and $\phi \in \Phi$. Find $v_1 \in V_1$, $w_1 \in W_1$ and $\phi_1 \in \Phi_1$ such that $\|v - v_1\| < \tau/K$, $\|w - w_1\| < \tau/K$, and $\sup_{z \in B(0, K)} |\phi(z) - \phi_1(z)| < \tau$. By Lemmas 2.3 and 2.9,

$$\mathcal{D}_\delta f(y, v + w) \subset B(\mathcal{D}_\delta f(y, v_1 + w_1); 2\tau) \subset B(\mathcal{D}_\delta f(y, v_1) + \mathcal{B}_{\phi_1}(\mathcal{D}_\delta f(y, w_1); \tau); 2\tau) \subset B(B(\mathcal{D}_\delta f(y, v); \tau) + \mathcal{B}_{\phi_1}(\mathcal{D}_\delta f(y, w); 2\tau); 2\tau) \subset \mathcal{D}_\delta f(y, v) + \mathcal{B}_{\phi_1}(\mathcal{D}_\delta f(y, w); 3\tau) \subset \mathcal{D}_\delta f(y, v) + \mathcal{B}_\phi(\mathcal{D}_\delta f(y, w); 7\tau).$$

$\square$

**2.23. Corollary.** Suppose that $X$, $Y$, $Z$ are separable Banach spaces, $\Phi \subset \text{Lip}_1(Z)$ is separable, $V \subset X$ and $W \subset Y$. If $g : X \to Y$ and $f : Y \to Z$ are locally Lipschitz mappings, then there is a $\sigma$-V-directionally porous set $P \subset X$ such that for every $\phi \in \Phi$, $\varepsilon > 0$, $x \in X \setminus P$, $w \in W$, and for every direction of $v \in V$ for which $g_+^*(x; v)$ exists there is $\delta_0$ such that

$$\mathcal{D}_\delta f(g(x), g_+^*(x; v) + w) \subset \mathcal{D}_\delta f(g(x), g_+^*(x; v)) + \mathcal{B}_\delta(\mathcal{D}_\delta f(g(x), w); \varepsilon)$$

whenever $0 < \delta < \delta_0$.

**Proof.** Let $\tilde{g} : X \oplus Y \to Y$ be defined by $\tilde{g}(x \oplus y) = g(x) + y$, and let $h = f \circ \tilde{g}$. We now treat $V$ and $W$ as subsets of $X \oplus \{0\}$ and $\{0\} \oplus Y$ respectively. Using Proposition 2.22, we find a $\sigma$-V-directionally porous set $Q \subset X \oplus Y$ such that for every $\phi \in \Phi$, $\varepsilon > 0$, $x \oplus y \in X \oplus Y \setminus Q$, $v \in V$, and $w \in W$ one may find $\delta_1 > 0$ for which

$$\mathcal{D}_\delta h(x \oplus y, v + w) \subset \mathcal{D}_\delta h(x \oplus y, v) + \mathcal{B}_\phi(\mathcal{D}_\delta h(x \oplus y, w); \varepsilon/2)$$

for every $0 < \delta < \delta_1$.

Note that $P = \{x \in X : x \oplus 0 \in Q\} = Q \cap X$ is a $\sigma$-V-directionally porous subset of $X$. Let $\phi \in \Phi$, $\varepsilon > 0$, $x \in X \setminus P$, $v \in V$, $w \in W$, and let $g_+^*(x; v)$ exist. By the above consequence of Proposition 2.22 used for $x = x \oplus 0 \in X \setminus P$, we find $\delta_1 > 0$ such that

$$\mathcal{D}_\delta h(x, v + w) \subset \mathcal{D}_\delta h(x, v) + \mathcal{B}_\phi(\mathcal{D}_\delta h(x, w); \varepsilon/2)$$

holds for every $0 < \delta < \delta_1$. Since $x, v \in X$, we have that $\tilde{g}(x) = g(x)$ and $\tilde{g}_+^*(x; av + bw) = ag_+^*(x; v) + bw$ exists for any $a, b \geq 0$. Hence Proposition 2.5
implies that there is $0 < \delta_0 < \delta_1$ such that
\begin{equation}
\tag{2.10}
\|g(D_\delta h(x, av + bw), D_\delta f(g(x), ag'_+(x; v) + bw))
= g(D_\delta h(x, av + bw), D_\delta f(g(x), g'_+(x; av + bw))) < \varepsilon/6
\end{equation}
for every $0 < \delta < \delta_0$ and $a, b = 0, 1$. Hence (2.9) and (2.10) give that for any $0 < \delta < \delta_0$,

$$D_\delta f(g(x), g'_+(x; v) + w) \subset D_\delta f(g(x), g'_+(x; v)) + B_\delta(D_\delta f(g(x), w); \varepsilon).$$

2.24. Corollary. Suppose that $f$ is a locally Lipschitz mapping of a separable Banach space $Y$ to a finite dimensional space $Z$. Then there is a $\sigma$-directionally porous set $P \subset Y$ such that

$$D_f(y, v + w) \subset D_f(y, v) + D_f(y, w)$$
for every $y \in Y \setminus P$, and $v, w \in Y$.

If, in addition, $X$ is a separable Banach space and $g : X \mapsto Y$ is locally Lipschitz, then there is a $\sigma$-directionally porous set $Q \subset X$ such that

$$D_f(g(x), g'_+(x; e) + w) \subset D_f(g(x), g'_+(x; e)) + D_f(g(x), w)$$
whenever $x \in X \setminus Q$, $e \in X$ is such that $g'_+(x; e)$ exists, and $w \in Y$.

Proof. We prove just the additional part, since the former follows from it by considering the identity mapping $g$. From Corollary 2.23 with $\Phi = \text{Lip}_1(Z)$ we infer that there is a $\sigma$-directionally porous set $Q \subset X$ such that for every $\varepsilon > 0$, $x \in X \setminus Q$, $w \in Y$, and for every direction of $e \in X$ at which $g$ is differentiable there is $\delta_0$ such that

$$D_\delta f(g(x), g'_+(x; e) + w) \subset D_\delta f(g(x), g'_+(x; e)) + B_\delta(D_\delta f(g(x), w); \varepsilon)$$

whenever $0 < \delta < \delta_0$ and $\phi \in \text{Lip}_1(Z)$. The statement follows by taking the limits as $\delta \searrow 0$ and with $\varepsilon \searrow 0$, and by using that $D_f(g(x), g'_+(x; e)) + D_f(g(x), w)$ is compact.

The following example illustrates the need for the finite dimensionality assumption on $Z$, even in the situation when $X = \mathbb{R}$, $Y = \mathbb{R}^2$, $g(x) = (x, 0)$ and $Z = \ell_2$.

2.25. Example. There is $f : \mathbb{R}^2 \mapsto \ell_2$ such that $f(x, 0) = 0$ and

$$\limsup_{\delta \searrow 0} \text{diam}(D_\delta f((x, 0), (1, 1))) \geq 2 > \sqrt{2} \geq \limsup_{\delta \searrow 0} \text{diam}(D_\delta f((x, 0), (0, 1)))$$

for every $x \in \mathbb{R}$.

Proof. Let $e_j$, $j = 1, 2, \ldots$, be an orthonormal basis of $\ell_2$. We define

$$f(x, y) = 0 \quad \text{if } y \leq 0 \text{ or } y \geq 1$$
$$f(x, 2^{-2i}) = 2^{-2i}(e_{2i}\cos(2^{-2i}\pi x) + e_{2i+1}\sin(2^{-2i}\pi x)),$$
$$f(x, 2^{-2i+1}) = 2^{-2i+1}(e_{2i}\cos(2^{-2i}\pi x) + e_{2i+1}\sin(2^{-2i}\pi x)),$$
and extend $f$ to a function which is affine on each segment $[(x, 2^{-j-1}), (x, 2^{-j})]$, $j = 0, 1, \ldots$.

The first inequality follows by observing that for every $x \in \mathbb{R}$ the unit vectors $(f(x + 2^{-2i}2^{-2j} - f(x, 0))/2^{-2i}$ and $(f(x + 2^{-2i+1}2^{-2j+1} - f(x, 0))/2^{-2i+1}$ are opposite to each other, and hence $\text{diam}(D_\delta f((x, 0), (1, 1))) \geq 2$ for each $\delta > 0$.

To prove the second inequality, let $x \in \mathbb{R}$ and $0 < t < 1/2$ and observe that for $t \in [2^{-j}, 2^{-j+1}]$ the slope $(f(x, t) - f(x, 0))/t$ is a convex combination.
of the slopes \((f(x, 2^{-j}) - f(x, 0))/2^{-j}\) and \((f(x, 2^{-j+1}) - f(x, 0))/2^{-j+1}\). Hence \(D_\delta f((x, 0), (0, 1))\) is contained in the convex hull of the mutually orthogonal unit vectors \(e_{2i} \cos(2^{-2i} \pi x) + e_{2i+1} \sin(2^{-2i} \pi x)\) which has diameter \(\sqrt{2}\). \(\square\)

3. Convexity of upper derivative and other results for one dimensional target

In this section we intend to treat the special case of real-valued functions. The results, including the main Theorem 3.6, are easy corollaries of those from the previous section. However, the special nature of the problems, in particular the possibility of considering various upper derivatives, deserves a separate consideration.

We recall that to each of the \(\delta\)-approximating derived sets of a real-valued locally Lipschitz function \(f\) on a Banach space \(Y\) there corresponds an upper derivative by

\[
\begin{align*}
\overline{D}f(y, v) &= \sup Df(y, v), \\
\overline{B}f(y, v) &= \sup Zf(y, v), \\
\overline{Z}f(y, v) &= \sup Pf(y, v), \\
\overline{C}f(y, v) &= \sup Cf(y, v).
\end{align*}
\]

We will use the names upper (Dini) derivative, Zahorski’s upper derivative, Michel–Penot’s (or Michel-Penot) upper derivative, and strict (or Clarke) upper derivative, respectively.

It is easy to see directly or via the fact that \(D_\delta f(y, v)\) converge to \(Df(y, v)\) in the Hausdorff metric that \(\overline{D}f(y, v) = \lim_{\delta \to 0} \sup D_\delta f(y, v)\), which is clearly the same as the more usual definition from the introduction. Similarly, the definitions of the remaining upper derivatives may be transformed to their more familiar forms.

Taking suprema in 2.15, we immediately get the result of [21] for strict upper derivative and its counterpart for other upper derivatives.

3.1. Proposition. Let \(f\) be a real-valued locally Lipschitz function on an open subset \(H\) of a separable Banach space \(Y\).

(i) There is a \(\sigma\)-directionally porous set \(Q_Z \subset Y\) such that \(\overline{B}f(y, v) = \overline{D}f(y, v)\) for every \(y \in H \setminus Q_Z\) and every \(v \in Y\).

(ii) There is a \(\sigma\)-porous set \(Q_P \subset Y\) such that \(\overline{Z}f(y, v) = \overline{D}f(y, v)\) for every \(y \in H \setminus Q_P\) and every \(v \in Y\).

(iii) There is a meager set \(Q_C \subset Y\) such that \(\overline{C}f(y, v) = \overline{D}f(y, v)\) for every \(y \in H \setminus Q_C\) and every \(v \in Y\).

Symmetry of Dini derivatives of real-valued functions on separable spaces follows immediately from 2.16, or from (i) above.

3.2. Theorem. Let \(f\) be a real-valued locally Lipschitz function on an open subset \(H\) of a separable Banach space \(Y\). Then there is a \(\sigma\)-directionally porous set \(Q \subset Y\) such that \(\overline{D}f(y, v) = -\overline{D}f(y, -v)\) for every \(y \in H \setminus Q\) and every \(v \in Y\).

Having recapitulated results following from the general investigations in Section 2, we come to the main theme of this section. In addition to proving, on a separable Banach space \(Y\), convexity of the upper derivative except for a \(\sigma\)-directionally porous set, we also address a related question: Can one define a “new” upper derivative which would be convex at every point and which would coincide with the upper derivative except a “very small” (e.g., \(\sigma\)-directionally porous) set? (This is just the first step; ultimately, we wish to have a notion that would allow natural
formulations of the chain rule.) The strict upper derivative is clearly not the answer, as is shown by many well known examples (including the one in 2.20(iii)). The Zahorski’s upper derivative coincides with the upper derivative except for a $\sigma$-directionally porous set, but easy examples show that it need not be convex at every point, and the Michel–Penot’s upper derivative may differ from the upper derivative in a too large set, as shown by the example mentioned in 2.20(ii). In the case of Michel–Penot’s derivative this example may not seem to be convincing, since we still get an agreement except for a $\sigma$-porous set. However, in connection with the chain rule formula, $\sigma$-porous sets may turn out to be too large, and we will see in Example 6.6 that this upper derivative indeed does not lead to a satisfactory chain rule formula. Since the problem seems to be that these upper derivatives may attain values much larger than the Dini derivatives, a natural candidate for the notion of upper derivative that would satisfy our requirements is the smallest convexification of upper derivatives. In similar context this is usually presented in dual form (and in the language of subdifferentials), and so we first recall its construction.

3.3. Lemma. Let $p$ be a Lipschitz positively homogeneous function on $Y$. Then the function

$$\tilde{p}(u) = \sup_{v \in Y} (p(u + v) - p(v))$$

is well-defined, Lipschitz, positively homogeneous, subadditive, and therefore convex.

Proof. Since $p(u + v) - p(v) \leq C\|u\|$, where $C$ is the Lipschitz constant of $p$, $\tilde{p}$ is well-defined. If $t > 0$, we use the positive homogeneity of $p$ to infer that $\tilde{p}(u) = \sup_{v \in Y} (p(u + v) - p(v)) = t \sup_{v \in Y} (p(u/t + v/t) - p(v/t)) = t \tilde{p}(u/t)$. If $u_1, u_2 \in Y$ and $\varepsilon > 0$, we find $v \in Y$ such that $p(u_1 + u_2 + v) - p(v) > \tilde{p}(u_1 + u_2) - \varepsilon$. Then $\tilde{p}(u_1 + u_2) - \varepsilon < p(u_1 + u_2 + v) - p(v) = (p(u_1 + u_2 + v) - p(u_2 + v)) + (p(u_2 + v) - p(v)) \leq \tilde{p}(u_1) + \tilde{p}(u_2)$. Finally, the subadditivity of $\tilde{p}$ implies that $\tilde{p}(u_1) - \tilde{p}(u_2) \leq \tilde{p}(u_1 - u_2) \leq C\|u_1 - u_2\|$, so $\tilde{p}$ is Lipschitz. \qed

If $f$ is a real-valued function on a Banach space $Y$ which is Lipschitz on a neighborhood of a point $y \in Y$, we define

$$\bar{D}f(y, u) = \sup_{v \in Y} (\bar{D}f(y, u + v) - \bar{D}f(y, v)).$$

3.4. Lemma. Let $f$ be a locally Lipschitz real-valued function on an open subset $H$ of a Banach space $Y$. Then

(i) for every $y \in H$ the function $u \mapsto \bar{D}f(y, u)$ is Lipschitz, convex, positively homogeneous, and subadditive,

(ii) if $f$ is Gâteaux differentiable at $y \in H$, then $\bar{D}f(y, u) = f'(y; u)$ for every $u \in Y$,

(iii) $f$ is Gâteaux differentiable at $y \in H$ if and only if $\bar{D}f(y, u) = -\bar{D}(-f)(y, u)$ for every $u \in Y$,

(iv) if $Y$ is separable, then the mapping $(y, u) \mapsto \bar{D}f(y, u)$ is Borel measurable.

Proof. (i) Follows from Lemma 3.3.

(ii) If $f$ is Gâteaux differentiable at $y$, then $\bar{D}f(y, w) = f'(y; w)$ for all $w \in Y$. Therefore,

$$\bar{D}f(y, u) = \sup_{v \in Y} (\bar{D}f(y, u + v) - \bar{D}f(y, v)) = \sup_{v \in Y} (f'(y; u + v) - f'(y; v)) = f'(y; u).$$
Since the upper and lower derivatives of \( L \) are both convex and Lipschitz, so the assumed equality implies that they are linear and continuous. Then it suffices to show that for each fixed \( v \in Y \) and \( \lambda = 0, 1 \), the function \( h_\lambda(y, u) = \overline{D}f(y, \lambda u + v) \) is Borel measurable. But this follows by observing that for any fixed \( b \in \mathbb{R} \), the set \( \{(y, u) : \overline{D}f(y, \lambda u + v) > b\} \) is convex and \( \mathcal{G} \)-porous set \( P \). Taking suprema, we infer that for any such \( x, e \) and \( w \),

\[
\overline{D}f(g(x), g'(x; e) + w) \leq \overline{D}f(g(x), g'(x; e)) + \overline{D}f(g(x), w).
\]

Hence \( \overline{D}f(g(x), g'(x; e)) = \overline{D}f(g(x), g'(x; e)) \), as claimed. The first statement follows from the second with \( X = Y, G = H \) and \( g \) the identity. \( \square \)

Convexity of upper derivatives follows immediately from Proposition 3.5 and Lemma 3.4(i).

3.6. Proposition. Let \( f \) be a real-valued locally Lipschitz function on an open subset \( H \) of a separable Banach space \( Y \). Then there is a \( \sigma \)-directionally porous set \( Q \subset Y \) such that \( \overline{D}f(y, v) = \overline{D}f(y, v) \) for every \( y \in H \setminus Q \) and every \( v \in Y \).

More generally, if \( G \) is an open subset of a separable Banach space \( X \) and \( g : G \to H \) is locally Lipschitz, then there is a \( \sigma \)-directionally porous set \( P \subset X \) such that \( \overline{D}f(g(x), g'(x; e)) = \overline{D}f(g(x), g'(x; e)) \) whenever \( x \in G \setminus P \) and \( e \in X \) is such that \( g'(x; e) \) exists.

Proof. To prove the second statement, we use 2.24 to find a \( \sigma \)-directionally porous set \( P \subset X \) such that

\[
\overline{D}f(g(x), g'(x; e) + w) \subset \overline{D}f(g(x), g'(x; e)) + \overline{D}f(g(x), w)
\]

whenever \( x \in G \setminus P, e \in X \) is such that \( g'(x; e) \) exists, and \( w \in Y \). Taking suprema, we infer that for any such \( x, e \) and \( w \),

\[
\overline{D}f(g(x), g'(x; e) + w) \leq \overline{D}f(g(x), g'(x; e)) + \overline{D}f(g(x), w).
\]

We also remark that Theorem 3.6 and Theorem 3.2 easily give that, for a real-valued locally Lipschitz function \( f \) on a separable Banach space \( Y \) the set of points \( y \) at which the directions of differentiability do not form a linear subspace of \( Y \) is \( \sigma \)-directionally porous and that, consequently, with exception of points of a \( \sigma \)-directionally porous set Gâteaux differentiability of \( f \) may be deduced from its
directional differentiability in a spanning set of directions. Since we prove more in 8.1 and 8.2 we omit the (simple) details.

4. Chain rule formula

As explained in the introduction, the idea behind our notion of "generalized derivatives" or, as we will call them, "derivative assignments" is simple: given a Lipschitz mapping \( f \) of a separable Banach space \( Y \) to a (separable) Banach space \( Z \), we choose for each \( y \in Y \) a closed linear subspace \( U(f, y) \) of \( Y \) such that \( f'(y; u) \) exists for each \( u \in U(f, y) \) and depends linearly on \( u \). The generalized derivative is then defined as the map \( u \in U(f, y) \to f'(y; u) \). Thus the simplest, though not very useful, example of a derivative assignment is to assign to every \( y \) the trivial subspace \( \{0\} \). The assignment \( U(f, y) = Y \) if \( f \) is Gâteaux differentiable at \( y \) and \( U(f, y) = \{0\} \) otherwise is also not useful for obtaining a chain rule: since our problem is precisely that the image of \( g \) may lie in an \( \mathcal{L} \) null set of points at which \( f \) is not differentiable, we need to assign non-trivial spaces also to (some) such points. Notice however, that for a nowhere differentiable Lipschitz function \( f : \mathbb{R} \to Z \) (which exists provided \( Z \) fails to have the Radon-Nikodym property) these two assignments coincide and in fact such an \( f \) has only this trivial derivative assignment.

We provide more substantial examples of derivative assignments in the next section. Before that we give precise definitions of these assignments and of the notion of their completeness. The notion of completeness is exactly what we need in order to obtain a natural formulation of the chain rule formula, and we therefore immediately state and prove chain rules involving complete derivative assignments, although their existence will be established only in the next section.

4.1. Definition. Let \( Y, Z \) be separable Banach spaces and \( f : Y \to Z \).

If \( U \) is a linear subspace of \( Y \) and \( y \in Y \), we say that \( f \) is Gâteaux differentiable at \( y \) in the direction of \( U \) if there is a continuous linear mapping \( L(y) : U \to Z \), which is termed the Gâteaux derivative of \( f \) at \( y \) in the direction of \( U \) such that

\[
\lim_{t \to 0} \frac{f(y + tu) - f(y)}{t} = L(y)(u)
\]

for every \( u \in U \).

A derivative assignment for \( f \) assigns to every \( y \in Y \) the Gâteaux derivative \( f^\bullet(y) \) of \( f \) at \( y \) in the direction of some closed linear subspace \( U(f, y) \) of \( Y \). It is often more convenient to speak about the assignment \( U(f, y) \); this is justified by observing that \( f^\bullet(y) \) is uniquely determined by \( U(f, y) \).

The derivative assignment \( y \in Y \mapsto f^\bullet(y) \) is said to be complete if for every separable Banach space \( X \) and every Lipschitz mapping \( g : X \to Y \) there is an \( \mathcal{L} \) null set \( N \subset X \) such that \( g'(x; e) \) belongs to the domain of \( f^\bullet(g(x)) \) whenever \( x \in X \setminus N \), \( e \in X \), and \( g'(x; e) \) exists.

A complete derivative of \( f \) assigns to every \( y \in Y \) a continuous linear mapping \( f^\bullet(y) : Y \to Z \) in such a way that for every separable Banach space \( X \) and every Lipschitz mapping \( g : X \to Y \) there is an \( \mathcal{L} \) null set \( N \subset X \) such that \( f'(g(x); g'(x; e)) \) exists and is equal to \( f^\bullet(g(x))(g'(x; e)) \) whenever \( x \in X \setminus N \), \( e \in X \), and \( g'(x; e) \) exists. In particular, a complete derivative may be obtained from a complete derivative assignment \( f^\bullet \) by extending, for each \( y \in Y \), \( f^\bullet(y) \) to a linear operator \( f^\bullet(y) \) defined on the whole \( Y \), provided all these extensions exist. Conversely, every complete derivative \( f^\bullet \) is obtained in this way provided that \( f \) has a complete derivative assignment, since if \( U(f, y) \) is a complete derivative
assignent then \(\{u \in U(f, y) : f'(y; u) = f^3(y)(u)\}\) is also a complete derivative assignment.

The importance of complete derivative assignments stems from the validity of natural statements of the chain rule formula. We first state and prove it as a rule for finding a complete derivative assignment for a composition of functions with given complete derivative assignments.

4.2. Theorem. Suppose that \(X, Y, Z\) are separable Banach spaces and \(g : X \to Y\) and \(f : Y \to Z\) are locally Lipschitz functions having complete derivative assignments \(x \in X \to g^\star(x)\) and \(y \in Y \to f^\star(y)\). Then

\[
x \in X \to f^\star(g(x)) \circ g^\star(x),
\]

is a complete derivative assignment for \(f \circ g : X \to Z\).

Proof. We first notice that the composition of derivative assignments is a derivative assignment (without assuming completeness): the domain of \(f^\star(g(x)) \circ g^\star(x)\) is the closed linear subspace \(U_x := \{e \in U(g, x) : g^\star(x)(e) \in U(f, g(x))\}\), the composition \(f^\star(g(x)) \circ g^\star(x)\) is continuous and linear on its domain and by the chain rule for Gâteaux derivatives it is the Gâteaux derivative of \(f \circ g\) in the direction of \(U_x\).

Let \(W\) be a separable Banach space and \(h : W \to X\) a Lipschitz map. To prove completeness of our assignment, we have to find an \(\mathcal{L}\) null set \(N \subset W\) such that \(h'(w; e)\) belongs to \(U_{h(w)}\) whenever \(w \in W \setminus N\), \(e \in W\), and \(h'(w; e)\) exists.

By completeness of the derivative assignment \(g^\star\) there is an \(\mathcal{L}\) null set \(N_1 \subset W\) such that \(h'(w; e)\) belongs to the domain of \(g^\star(h(w))\) whenever \(w \in W \setminus N_1\), \(e \in W\), and \(h'(w; e)\) exists. Similarly, by completeness of the derivative assignment \(f^\star\) there is and \(\mathcal{L}\) null set \(N_2 \subset W\) such that \((g \circ h)'(w; e)\) belongs to the domain of \(f^\star((g \circ h)(w))\) whenever \(w \in W \setminus N_2\), \(e \in W\), and \((g \circ h)'(w; e)\) exists.

Let \(N = N_1 \cup N_2\) and suppose that \(w \in W \setminus N\) and \(e \in W\) are such that \(h'(w; e)\) exists. Since \(w \notin N_1\), \(h'(w; e)\) belongs to the domain of \(g^\star(h(w))\) and the chain rule for the composition \(g \circ h\) in direction of \(e\) implies that \((g \circ h)'(w; e)\) exists and \((g \circ h)'(w; e) = g'(h(w))h'(w; e)) = g^\star(h(w))(h'(w; e))\). Since \(w \in X \setminus N_2\), it follows that \((g \circ h)'(w; e)\) and so \(g^\star(h(w))(h'(w; e))\) belongs to the domain of \(f^\star(g(h(w)))\). Hence \(h'(w; e) \in U_{h(w)}\), as required. \(\square\)

The notion of derivative assignments has been chosen so that this rule immediately extends to a composition of any number of functions and to complete derivatives.

4.3. Theorem. Suppose that \(X_i, i = 1, \ldots, n+1\), are separable Banach spaces and \(g_i : X_i \to X_{i+1}\), \(i = 1, \ldots, n\), are Lipschitz functions.

(i) If \(x \in X_i \mapsto g_i^\star(x), i = 1, \ldots, n\), are complete derivative assignments, then

\[
x_1 \in X_1 \mapsto g_n^\star(x_n) \circ \cdots \circ g_1^\star(x_1),
\]

where \(x_i = g_{i-1}(x_{i-1})\), is a complete derivative assignment for \(g_n \circ \cdots \circ g_1\).

(ii) If \(x \in X_i \mapsto g_i^\circ(x), i = 1, \ldots, n\), are complete derivatives, then

\[
x_1 \in X_1 \mapsto g_n^\circ(x_n) \circ \cdots \circ g_1^\circ(x_1)
\]

is a complete derivative of \(g_n \circ \cdots \circ g_1\).

These chain rules easily imply the chain rules for finding the Gâteaux derivative of a composition.
4.4. Theorem. Suppose $X_i$, $i = 0, \ldots, n + 1$, are separable Banach spaces, and $g_i : X_i \rightarrow X_{i+1}$, $i = 0, \ldots, n$ are Lipschitz functions such that $g_i$, $i = 1, \ldots, n$, have complete derivative assignments $x \in X_i \mapsto g_i^\star(x)$. Then for $\mathcal{L}$ almost every $x_0 \in X_0$ at which $g_0$ is Gâteaux differentiable, the composition $g_n \circ \cdots \circ g_1 \circ g_0$ is Gâteaux differentiable at $x_0$ and

$$(4.2) \quad (g_n \circ \cdots \circ g_1 \circ g_0)'(x_0) = g_n^\star(x_n) \circ \cdots \circ g_1^\star(x_1) \circ g_0^\star(x_0),$$

where $x_i = g_{i-1}(x_{i-1})$. This, in particular, means that for each $u_0 \in X_0$ the direction of $u_1 = g_0^\star(x_0)(u_0)$ belongs to the domain of $g_1^\star(x_1)$, the direction of $u_2 = g_1^\star(x_1)(u_1)$ belongs to the domain of $g_2^\star(x_2)$, etc.

Similarly, if $x \in X_i \mapsto g_i^\delta(x)$, $i = 1, \ldots, n$, are complete derivatives, then

$$(4.3) \quad (g_n \circ \cdots \circ g_0)^\delta(x_0) = g_n^\delta(x_n) \circ \cdots \circ g_1^\delta(x_1) \circ g_0^\delta(x_0).$$

for $\mathcal{L}$ almost every $x_0 \in X_0$ at which $g_0$ is Gâteaux differentiable.

Proof. Since by Theorem 4.3, $g_n^\star(x_n) \circ \cdots \circ g_1^\star(x_1)$ is a complete derivative assignment for $g_n \circ \cdots \circ g_1$, for $\mathcal{L}$ almost every $x_0 \in X_0$ at which $g_0$ is Gâteaux differentiable the image of $g_0^\star(x)$ lies in the domain of $g_n^\star(x_n) \circ \cdots \circ g_1^\star(x_1)$ in the direction of which $g_n \circ \cdots \circ g_1$ is Gâteaux differentiable with derivative $g_n^\star(x_n) \circ \cdots \circ g_1^\star(x_1)$. Hence the first statement follows from the chain rule for Gâteaux derivatives and the second statement is an immediate consequence of the first. □

4.5. Remark. If $X_1$ has the Radon-Nikodym property, then $g_0$ is Gâteaux differentiable $\mathcal{L}$ almost everywhere, and hence the chain rule formulas (4.2) and (4.3) hold for $\mathcal{L}$ almost every $x_0$.

5. Existence and Measurability of Complete Derivative Assignments

To show that the results of the previous section give non-trivial information, we construct a number of complete derivative assignments and establish their measurability properties. We will see in Proposition 5.2 that all assignments defined in the following proposition are complete provided $Z$ has the Radon-Nikodym property. The assumption that $Z$ has the Radon-Nikodym property is natural, since testing completeness of a derivative assignment with $X = Y$ and $g$ the identity, we see that for a complete assignment to exist $f$ has to be Gâteaux differentiable $\mathcal{L}$ almost everywhere. However, it does not seem reasonable to require the Radon-Nikodym property already in the definition of derivative assignments; the assignment depends on $f$, and there are maps between spaces without the Radon-Nikodym property for which a complete derivative assignment exists. (In this connection, see Remark 5.3.)

5.1. Proposition. For any Lipschitz mapping $f$ of a separable Banach space $Y$ to a separable Banach space $Z$ each of the following defines a derivative assignment.

(i) To each $y \in Y$ we may assign a maximal subspace $U(f, y)$ in the direction of which $f$ is Gâteaux differentiable at $y$.

(ii) For each $y \in Y$ we define $U_n(f, y)$ as the set of those directions $u \in Y$ such that $f'(y; u)$ exists and such that, whenever $f'(y; v)$ exists, then $f'(y; u + v)$ does and $f'(y; u + v) = f'(y; u) + f'(y; v)$.

(iii) If $Z = \mathbb{R}$, we define $U(f, y)$ as the set of all directions $u \in Y$ such that $Df(y, u) = -\tilde{D}(f)(y, -u) = -\tilde{D}(-f)(y, u) = \tilde{D}(-f)(y, -u)$. 


(iv) If $Z$ is finite dimensional, we define $U_a(f, y)$ as the set of all directions $u \in Y$ such that $f'(y; u)$ exists and $Df(y, \pm u + v) \subset f'(y; \pm u) + Df(y, v)$ for every $v \in Y$.

(v) With the radius $r_\tau(S)$ of a set $S \subset \mathcal{H}(Z)$ about a point $z \in Z$ defined as the infimum of those $r > 0$ for which $S \subset B(z, r)$, we let $U_\tau(f, y)$ be the set of those directions $u \in Y$ for which $f'(y; u)$ exists and which have the property that for every $\varepsilon > 0$, $v \in Y$, and $z \in Z$ there is $\delta_0 > 0$ such that for every $0 < \delta < \delta_0$,

$$D_\delta f(y, \pm u + v) \subset f'(y; \pm u) + B(z, r_\tau(D_\delta f(y, v)) + \varepsilon).$$

Moreover,

(a) $U_a(f, y)$ is the intersection of all maximal subspaces $U$ of $Y$ in the direction of which $f$ is Gâteaux differentiable at $y$; in particular $U(f, y) \supset U_a(f, y)$ for any choice of $U(f, y)$ in (i);

(b) $U_a(f, y) \supset U_\tau(f, y)$;

(c) $U_\tau(f, y)$ coincides with $U_{\Phi_r}(f, y)$ where $\Phi_r := \{\|z\| : z \in Y\}$;

(d) if $Z$ is finite dimensional, $U_\tau(f, y)$ coincides with $U_\Phi(f, y)$ for $\Phi = \text{Lip}_1(Z)$;

(e) if $Z = \mathbb{R}$, $U_a(f, y)$, $U_\tau(f, y)$, $U_\phi(f, y)$ all coincide;

Proof. (i) Since $f$ is Lipschitz, Lemma 2.3 implies that every subspace in the direction of which $f$ is Gâteaux differentiable at a point $y$, is contained in a maximal subspace having the same property, and that such maximal subspaces are closed. Hence $U(f, y)$ is a closed linear subspace of $Y$ in the direction of which $f$ is Gâteaux differentiable.

(a) If $f$ is Gâteaux differentiable at $y$ in the direction of a subspace $U$ and $u \in U_a(f, y)$, it is Gâteaux differentiable at $y$ in the direction of the linear span of $U \cup \{u\}$. If $U$ is maximal, it follow that it contains $u$. Conversely, if $u \notin U_a(f, y)$ then either $f'(y; u)$ does not exist and $u$ does not belong to any $U(f, y)$, or $f'(y; u)$ exists and there is $v$ such that $f'(y; v)$ exists and $f$ is not Gâteaux differentiable in the direction of the linear span of $\{u, v\}$. Taking for $U(f, a)$ a maximal subspace of $Y$ containing $v$ in the direction of which $f$ is Gâteaux differentiable, we have $u \notin U(f, y)$.

(ii) By (i) and (a), $U_a(f, y)$ is a closed subspace of $Y$ in the direction of which $f$ is Gâteaux differentiable.

(b) It suffices to use the definition of $U_\tau(f, y)$ with $z = f'(y, v)$ and observe that, if $f'(y, v)$ exists, $r_\tau(D_\delta f(y, v)) \to 0$ as $\delta \to 0$.

(c) The definition of $U_\tau(f, y)$ is a slightly more geometric description of the special case of (vi) in which $\Phi$ is the collection of functions $\phi_r(w) = \|w - z\|$.

(d) If $u \in U_\tau(f, y)$, $v \in Y$ and $\varepsilon > 0$, we use the finite dimensionality of $Z$ to infer that there is $\delta_0 > 0$ such that $D_\delta f(y, u + v) \subset B(Df(y, u + v), \varepsilon)$ and
\( \mathcal{D} f(y, v) \subset B(\mathcal{D}_\delta f(y, v), \varepsilon) \) for every \( 0 < \delta < \delta_0 \). Hence
\[
\mathcal{D}_\delta f(y, u + v) \subset f'(y; u) + B(\mathcal{D}_\delta f(y, v), 2\varepsilon),
\]
and the requirement of (vi) holds for every \( \phi \in \text{Lip}_1(Z) \).

If \( u \in U_{\text{Lip}}(Z)(f, y) \) and \( v \in Y \), we get that for \( \phi(z) := \text{dist}(z, \mathcal{D} f(y, v)) \) and any \( \varepsilon > 0 \) there is \( \delta_0 > 0 \) so that \( \mathcal{D}_\delta f(y, u + v) \subset f'(y; u) + B_\phi(\mathcal{D}_\delta f(y, v); \varepsilon) \) for \( 0 < \delta < \delta_0 \). Taking limit as \( \delta \searrow 0 \), we get by Example 2.8(i)
\[
\mathcal{D} f(y, u + v) \subset f'(y; u) + B(\mathcal{D} f(y, v); 2\varepsilon),
\]
which, since \( \varepsilon > 0 \) is arbitrary, gives \( \mathcal{D} f(y, u + v) \subset f'(y; u) + \mathcal{D} f(y, v) \).

The above arguments apply also to \(-u\) instead of \(u\), and so \( U_c(f, y) = U_\Phi(f, y) \).

(c) We show \( U_\epsilon(f, y) \subset U_c(f, y) \subset U_r(f, y) \subset U_{\Phi}(f, y) \).

Suppose \( u \in U_\epsilon(f, y) \). Using the inequality \( \mathcal{D} g(y, u) \geq \mathcal{D} f(y, u) \) with \( g = f \) and \( g = -f \), we infer that \( f'_+(y; u) \) exists and is equal to \( \mathcal{D} f(y, u) = -\mathcal{D}(-f)(y, u) \). Together with the same argument used in the direction of \(-u\) we get that \( f'(y; u) \) exists. Let \( \varepsilon > 0, v \in Y, \) and \( z \in Z \). Since
\[
\mathcal{D} f(y, u + v) \leq \mathcal{D} f(y, u) + \mathcal{D} f(y, v) = f'(y; u) + \mathcal{D} f(y, v)
\]
and
\[
\mathcal{D} f(y, u + v) \geq -\mathcal{D}(-f)(y, u) - \mathcal{D} f(y, v) = f'(y; u) - \mathcal{D} f(y, v),
\]
we infer that for sufficiently small \( \delta > 0 \),
\[
\mathcal{D}_\delta f(y, u + v) \subset [f'(y; u) + \mathcal{D} f(y, v) - \varepsilon, f'(y; u) - \mathcal{D} f(y, v) + \varepsilon] \subset f'(y; u) + B(z, r_\epsilon(\mathcal{D}_\delta f(y, v) + \varepsilon)),
\]
where \( \mathcal{D} f(y, w) = \inf \mathcal{D} f(y, w) \) for \( y, w \in Y \). This and a similar argument for \(-u\) show that the requirements of the definition of \( u \in U_\epsilon(f, y) \) hold.

Suppose \( u \in U_r(f, y) \), \( \varepsilon > 0, v \in Y \) and \( \phi \in \text{Lip}_1(Z) \). By definition of \( U_r(f, y) \) with \( z = (\frac{1}{2}(\mathcal{D} f(y, v) + \mathcal{D} f(y, v))) \) there is \( \delta_0 > 0 \) such that for every \( 0 < \delta < \delta_0 \),
\[
\mathcal{D}_\delta f(y, u + v) \subset [f'(y; u) + \mathcal{D} f(y, v) - \varepsilon, f'(y; u) + \mathcal{D} f(y, v) + \varepsilon].
\]
Since \( \mathcal{D} f(y, v) \supset [\mathcal{D} f(y, v), \mathcal{D} f(y, v)] \), \( \mathcal{D}_\delta f(y, u + v) \subset f'(y; u) + B(\mathcal{D} f(y, v), \varepsilon) \) for \( 0 < \delta < \delta_0 \). Consequently, \( \mathcal{D} f(y, u + v) \subset f'(y; u) + B(\mathcal{D} f(y, v), \varepsilon) \), which, together with a similar inclusion for \(-u\) shows that \( u \in U_r(f, y) \).

Finally, suppose \( u \in U_c(f, y) \). Given \( \varepsilon > 0 \) find \( v \in Y \) so that
\[
\mathcal{D} f(y, u) < \mathcal{D} f(y, u + v) - \mathcal{D} f(y, v) + \varepsilon.
\]
By the definition of \( U_c(f, y) \), the right side is at most \( f'(y; u) + \varepsilon \), and we infer that \( f'(y; u) \leq \mathcal{D} f(y, u) < f'(y; u) + \varepsilon \). Hence \( \mathcal{D} f(y, u) = f'(y; u) \). Similarly we show that \( -\mathcal{D}(-f)(y, u) = f'(y; u) \).

(iii–vi) It remains to show that \( U_\Phi(f, y) \) is a closed linear space in the direction of which \( f \) is Gâteaux differentiable. Suppose \( u, v \in U_\Phi(f, y) \). We first show that
\[
(5.1) \quad f'(y; u + v) \text{ exists and is equal to } f'(y; u) + f'(y; v).
\]
Given \( \tau > 0 \), choose \( \phi \in \Phi \) and \( \varepsilon > 0 \) such that \( B_\phi(f'(y; v); 2\varepsilon) \subset B(f'(y; v), \tau) \). By assumption, there is \( \delta_0 > 0 \) such that for every \( 0 < \delta < \delta_0 \),
\[
\mathcal{D}_\delta f(y, u + v) \subset f'(y; u) + B_\phi(\mathcal{D}_\delta f(y, v); \varepsilon).
\]
Since $f'(y; v)$ exists, $D_{\delta_0} f(y, v) \subset B(f'(y; v); \varepsilon)$ provided $\delta_0$ is small enough, and then for any $0 < \delta < \delta_0$,
\[ D_{\delta} f(y, u + v) \subset f'(y; u) + B_\phi(B(f'(y; v); \varepsilon); \varepsilon) \subset B(f'(y; u) + f'(y; v); \tau). \]
Hence $f'_x(y; u + v)$ exists and is equal to $f'(y; u) + f'(y; v)$, and the same argument in the direction of $-u$ shows (5.1).

Next we show that $u + v \in U_\Phi(f, y)$. Given $\varepsilon > 0$ and $w \in Y$, find $\delta_0 > 0$ such that for every $0 < \delta < \delta_0$,
\[ D_{\delta} f(y, u + (v + w)) \subset f'(y; u) + B_\phi(D_{\delta} f(y, v + w); \varepsilon/2) \]
and
\[ D_{\delta} f(y, v + w) \subset f'(y; v) + B_\phi(D_{\delta} f(y, v + w); \varepsilon/2). \]
Hence
\[ D_{\delta} f(y, u + v + w) \subset f'(y; u) + B_\phi(D_{\delta} f(y, v + w); \varepsilon/2) \]
\[ \subset f'(y; u) + f'(y; v) + B_\phi(D_{\delta} f(y, v + w); \varepsilon) \]
\[ = f'(y; u + v) + B_\phi(D_{\delta} f(y, v); \varepsilon). \]
This and a similar argument for $-u$ show that, indeed, $u + v \in U_\Phi(f, y)$.

Finally, suppose $\tilde{u} \in \overline{U_\Phi(f, y)}$ and $v \in Y$. Given $\varepsilon > 0$, find $u \in U_\Phi(f, y)$ such that $\|u - \tilde{u}\| < \varepsilon$, and for this $u$ we find $\delta_0 > 0$ such that for every $0 < \delta < \delta_0$,
\[ D_{\delta} f(y, u + v) \subset f'(y; u) + B_\phi(D_{\delta} f(y, v); \varepsilon). \]
Then by Lemma 2.3,
\[ D_{\delta} f(y, \tilde{u} + v) \subset B(D_{\delta} f(y, u + v), \text{Lip}(f)\varepsilon) \]
\[ \subset B(f'(y; u) + B_\phi(D_{\delta} f(y, v); \varepsilon), \text{Lip}(f)\varepsilon) \]
\[ \subset B(f'(y; \tilde{u}), 2\text{Lip}(f)\varepsilon) + B(B_\phi(D_{\delta} f(y, v); \varepsilon), \text{Lip}(f)\varepsilon) \]
\[ \subset f'(y; \tilde{u}) + B_\phi(D_{\delta} f(y, v); (3\text{Lip}(f) + 1)\varepsilon). \]
This and a similar argument for $-u$ show $\tilde{u} \in U_\Phi(f, y)$, and so finish the proof. □

5.2. Proposition. If in Proposition 5.1 the space $Z$ has the Radon-Nikodym property, each of the derivative assignments constructed there is complete.

Proof. By the additional statement in Proposition 5.1 we just need to consider the assignment $U_\Phi(f, y)$ defined in 5.1(vi). To prove its completeness, let $X$ be a separable Banach space and $g : X \to Y$ a Lipschitz map.

We first check that there is an $\mathcal{L}$ null set $Q \subset X$ such that $f'(g(x); g'(x; \varepsilon))$ exists and is equal to $(f \circ g)'(x; \varepsilon)$ whenever $x \in X \setminus Q$, $e \in X$, and $g'(x; \varepsilon)$ exists. Indeed, since $Z$ has the Radon-Nikodym property, and the mapping $f \circ g : X \to Z$ is Lipschitz, the set $N$ of points where $f \circ g$ is not Gâteaux differentiable, is $\mathcal{L}$ null. For all $x \in X \setminus N$ and all $e \in X$, Proposition 2.5 shows that
\[ \lim_{\delta \to 0} g(D_{\delta} (f \circ g)(x, e), D_{\delta} f(g(x), g'(x; \varepsilon))) = 0. \]
Since $D_{\delta} (f \circ g)(x, e)$ converges to $(f \circ g)'(x; \varepsilon)$ in the Hausdorff metric, and since this argument can be used also in the direction of $-e$, this shows that $f'(g(x); g'(x; \varepsilon))$ exists and is equal to $(f \circ g)'(x; \varepsilon)$, as required.

We are now ready to finish the proof of completeness of $U_\Phi$. Let $v \in Y$ and $\varepsilon > 0$. By Corollary 2.23 there exists a $\sigma$-directionally porous set $P \subset X$ such that
for every $\varepsilon > 0$, $x \in X \setminus P$, $v \in Y$ and for every direction $e \in X$ at which $g$ is differentiable one can find $\delta_0 > 0$ such that for every $0 < \delta < \delta_0$,

\[(5.2) \quad \mathcal{D}_\delta f(g(x), g'_+(x; e) + v) \subset \mathcal{D}_\delta f(g(x), g'_+(x; e)) + B_\phi(\mathcal{D}_\delta f(g(x), v); \varepsilon).
\]

If $x \in X \setminus (N \cup P)$ and $e \in X$ are such that $g'(x; e)$ exists, we may assume $\delta_0$ has been chosen small enough to guarantee $\mathcal{D}_\delta f(g(x), g'_+(x; e)) \subset B(f'(g(x); g'(x; e)), \varepsilon)$. Hence (5.2) implies that

\[
\mathcal{D}_\delta f(g(x), g'(x; e) + v) \subset f'(g(x); g'(x; e)) + B_\phi(\mathcal{D}_\delta f(g(x), v); 2\varepsilon).
\]

The same argument may be used in the direction of $-e$, and we conclude that indeed $g'(x; e) \in U_\phi(f, g(x))$.

5.3. Remark. This proof shows that the assumption that the Banach space $Z$ has the Radon-Nikodym property may be replaced by a weaker one, which depends not on the quality of the space $Z$ but of the function $f$: we only need that for every separable Banach space $X$ and every Lipschitz mapping $g : X \to Y$ there is an $\mathcal{L}$ null set $N \subset X$ such that $(f \circ g)'(x; e)$ exists whenever $x \in X \setminus N$, $e \in X$.

We now turn our attention to measurability of derivative assignments. The reason why we care so much about their (Borel) measurability is apparent from the following example, which points out that “generalized derivatives” for which a chain rule formula holds may be defined in a highly non-constructive way.

5.4. Example. Assuming the Continuum Hypothesis, we order all Lipschitz mappings of $\mathbb{R}$ to $\mathbb{R}^2$ into a transfinite sequence $g_\alpha$, indexed by countable ordinals. For each $x \in \mathbb{R}^2$ we find the first ordinal $\alpha = \alpha_x$ for which there is $t \in \mathbb{R}$ such that $g_\alpha(t) = x$, $g_\alpha$ is differentiable at $t$ and $g'_\alpha(t) \neq 0$, and we denote $v_x = g'_\alpha(t)$.

Whenever $f : \mathbb{R}^2 \to \mathbb{R}$ we choose for each $x \in \mathbb{R}^2$ any linear map $f^\beta(x) : \mathbb{R}^2 \to \mathbb{R}$ such that $f^\beta(x)(v_x) = f'(x; v_x)$ if $f'(x; v_x)$ exists and such that $f^\beta(x) \neq f'(x)$ if $f$ is differentiable at $x$. We show that for any Lipschitz mapping $g : \mathbb{R} \to \mathbb{R}^2$, $(f \circ g)'(t) = f^\beta(g(t))(g'(t))$ holds for almost all $t$. Since this formula clearly holds for almost all $t$ for which $g'(t)$ is a multiple of $v_{g(t)}$, we just have to show that the set $T$ of those $t$ for which $g'(t)$ exists and is not a multiple of $v_{g(t)}$ has measure zero.

Find $\alpha$ so that $g = g_\alpha$ and denote by $T_\beta$ the set of those $(s, t) \in \mathbb{R}^2$ for which $g_\alpha(t) = g_\beta(s)$, $g'_\alpha(t) \neq 0$, $g'_\beta(t) \neq 0$ and $g'_\alpha(t)$ is not a multiple of $g'_\beta(s)$. Since $T_\beta$ consists only of isolated points, it is countable. If $t \in T$, the minimality of the choice of $\alpha_{g(t)}$ guarantees that $\alpha_{g(t)} \leq \alpha$. Also, we cannot have $\alpha_{g(t)} = \alpha$, since then $g'(t) = v_{g(t)}$. Hence $T \subset \bigcup_{\beta < \alpha} \{t : (\exists s)(t, s) \in T_\beta\}$ is countable, and it follows that the chain rule formula holds, even though it never happens that $f^\beta(x)$ is the derivative of $f$ at $x$!

We say that the derivative assignment $y \mapsto f^\bullet(y)$ is Borel measurable if the set of triples $(y, u, f^\bullet(y)(u))$ such that $u$ belongs to the domain of $f^\bullet(y)$ is Borel measurable in $Y \times Y \times Z$.

5.5. Remark. By standard descriptive set theoretic arguments (see, for example, [25, Theorem 14.12]) the requirement of this definition is equivalent to saying that the set $U$ of the pairs $(y, u)$ such that $u$ belongs to the domain of $f^\bullet(y)$ is Borel measurable in $Y \times Y$ and that the mapping $(y, u) \mapsto f'(y; u)$ is Borel measurable on $U$. Because of Lemma 1.5, the latter requirement is automatically satisfied if $f$ is Lipschitz.
Lemma. Whenever \( f : Y \to Z \) is Lipschitz, \( u, v, w \in Y \), \( \phi \in \text{Lip}_1(Z) \) and \( \alpha, \beta, \gamma, \varepsilon, \tau > 0 \), there is a Borel set \( E \subset Y \) such that
\[
\{ y \in Y : D_\alpha f(y, u) \subset D_\beta f(y, v) + B_\phi(D_\gamma f(y, w); \varepsilon) \}
\subset E \subset \{ y \in Y : D_\alpha f(y, u) \subset D_\beta f(y, v) + B_\phi(D_\gamma f(y, w); \varepsilon + \tau) \}
\]
Proof. Given any \( m \in \mathbb{N} \), we denote by \( F_n \) the set of those \( y \in Y \) for which one can find \( 1/n \leq r \leq \alpha - 1/n \) such that
\[
\text{dist} \left( \frac{f(y + ru) - f(y)}{r}, D_\beta f(y, v) + B_\phi(D_\gamma f(y, w); \varepsilon) \right) \geq \tau,
\]
and we show that each \( F_n \) is closed. Let \( y_k \in F_n \), \( y_k \to y \), and let \( 1/n \leq r_k \leq \alpha - 1/n \) be such that (5.3) holds with \( y \) replaced by \( y_k \) and \( r \) by \( r_k \). It suffices to assume that \( r_k \to r \) and show (5.3) for this \( r \). Suppose, for a contradiction, that (5.3) fails,
\[
\text{dist} \left( \frac{f(y + ru) - f(y)}{r}, D_\beta f(y, v) + B_\phi(D_\gamma f(y, w); \varepsilon) \right) < \tau.
\]
This means that there are \( 0 < s < \beta, 0 < t < \gamma \) and \( z \in Z \) such that
\[
\phi(z) < \phi \left( \frac{f(y + tw) - f(y)}{t} \right) + \varepsilon
\]
and
\[
\left\| \frac{f(y + ru) - f(y)}{r} - \frac{f(y + sv) - f(y)}{s} - z \right\| < \tau.
\]
By continuity, both these inequalities remain valid when we replace \( y \) by \( y_k \) and \( r \) by \( r_k \) for \( k \) large enough, providing a contradiction with (5.3).

Let \( E = Y \setminus \bigcup_{n=1}^{\infty} F_n \). If \( D_\alpha f(y, u) \subset D_\beta f(y, v) + B_\phi(D_\gamma f(y, w); \varepsilon) \), then clearly \( y \in E \). Conversely, if \( y \in E \), we choose for every \( 0 < r < \alpha \) an \( n \in \mathbb{N} \) such that \( 1/n \leq r \leq \alpha - 1/n \) and use that \( y \notin F_n \) to infer
\[
\frac{f(y + ru) - f(y)}{r} \in B(D_\beta f(y, v) + B_\phi(D_\gamma f(y, w); \varepsilon); \tau)
\subset D_\beta f(y, v) + B_\phi(D_\gamma f(y, w); \varepsilon + \tau).
\]

Theorem. Each of the assignments from Proposition 5.1 (iii)--(vi) is Borel measurable.
Proof. By the additional statement in Proposition 5.1 we just need to consider the assignment \( U_\Phi(f, y) \) defined in 5.1(vi), and by Remark 5.5 it is enough to show that the set \( A \) of pairs \( (y, u) \in Y \times Y \), such that \( u \in U_\Phi(f, y) \), is Borel. Let \( W \) and \( \Psi \) be countable dense subsets of \( Y \) and \( \Phi \), respectively. For \( \sigma = \pm 1 \), \( u, v \in W \), \( \psi \in \Psi \) and \( p, q \in \mathbb{N} \) use Lemma 5.6 to find a Borel set \( E_{\sigma,u,v,\psi,p,q} \) such that
\[
\{ y \in Y : D_\delta f(y, \sigma u + v) \subset D_\delta f(y, \sigma u) + B_\phi(D_\delta f(y, v); \varepsilon) \}
\subset E_{\sigma,u,v,\psi,p,q} \subset \{ y \in Y : D_\delta f(y, \sigma u + v) \subset D_\delta f(y, \sigma u) + B_\phi(D_\delta f(y, v); 2\varepsilon) \}
\]
where \( \varepsilon = 1/p \) and \( \delta = 1/q \).
We show that

\[(5.4) \quad A = \left\{ (y, u) : f'(y; u) \text{ exists and } y \in \bigcap_{\sigma = \pm 1} \bigcap_{v \in W} \bigcap_{\psi \in \Psi} \bigcap_{p = 1}^{\infty} \bigcap_{r = 1}^{\infty} E_{\sigma, u, v, \psi, p, q} \right\}. \]

If \((y, u) \in A, f'(y; u) \) exists, and for every \(\sigma = \pm 1, v \in W, \psi \in \Psi \) and \(p \in \mathbb{N}\) we may find \(\delta_0 > 0\) such that for every \(0 < \delta < \delta_0,\)

\[D_\delta f(y, \sigma u + w) \subset f'(y; \sigma u) + B_\psi(D_\delta f(y, w); 1/2p).\]

Choosing \(r \in \mathbb{N}\) such that \(r > 1/\delta_0,\) we infer from \(f'(y; \sigma u) \in D_\delta f(y, \sigma u)\) that \(y \in E_{\sigma, u, v, \psi, p, q}\) for every \(q \geq r.\) Hence \((y, u)\) belongs to the right side of \((5.4).\)

Assume now that \((y, u)\) belongs to the right side of \((5.4),\) \(\sigma = \pm 1, \varepsilon > 0, v \in Y,\) and \(\phi \in \Phi.\) Find \(p \in \mathbb{N}, \tilde{v} \in W\) and \(\psi \in \Psi\) such that \(p > (3 + 4\text{Lip}(f))/\varepsilon,\)

\[||\tilde{v} - v|| < 1/p, \text{ and } \sup_{\|z\| \leq \text{Lip}(f)} |\psi(z) - \phi(z)| < 1/p.\]

By our assumption, there is \(r \in \mathbb{N}\) such that \(y \in E_{\sigma, u, \tilde{v}, \psi, p, q}\) for every \(q \geq r.\) Let \(\delta_0 = 1/r_0,\) where \(r_0 \geq r\) is such that \((||u|| + ||v||)/r_0 < 1/p.\) For every \(0 < \delta < \delta_0\) we find \(q \geq r_0\) such that \(\delta_q := 1/(q + 1) \leq \delta < 1/q\) and using Lemma 2.4 conclude that

\[D_\delta f(y, \sigma u + v) \subset B(D_\delta f(y, \sigma u + \tilde{v}), 2\text{Lip}(f)(||u|| + ||v||)/q) \subset B(D_\delta f(y, \sigma u + \tilde{v}), 3\text{Lip}(f)/p) \subset B(D_\delta f(y, \sigma u) + B_\psi(D_\delta f(y, \tilde{v}); 2/p), 3\text{Lip}(f)/p) \subset B(D_\delta f(y, \sigma u) + B_\psi(D_\delta f(y, v), 3/p), 4\text{Lip}(f)/p) \subset D_\delta f(y, \sigma u) + B_\psi(D_\delta f(y, v); (3 + 4\text{Lip}(f))/p) \subset D_\delta f(y, \sigma u) + B_\psi(D_\delta f(y, v); \varepsilon).\]

Having established \((5.4),\) we recall that the set \(\{(y, u) : f'(y; u) \text{ exists}\}\) is Borel by Lemma 1.5 (i), and conclude that \((5.4)\) shows that \(A\) is Borel. □

5.8. Remark. While the assignment from Proposition 5.1 (i) has non-constructive features reminiscent of Example 5.3, the assignment \(U_a(f, x)\) from 5.1 (ii) is defined in a way suggesting that is may be measurable. In fact, it is measurable with respect to the \(\sigma\)-algebra generated by Suslin sets (and hence universally measurable). To see this, let \(E\) denote the set of \((y, u) \in Y \times Y\) such that \(f'(y; u)\) exists, and let \(F\) be the set of \((y, u, v, w) \in Y^4\) that satisfy the following three conditions.

- \((y, u), (y, v) \in E;\)
- \(w = u + v;\)
- either \((y, w) \notin E,\) or \((y, w) \in E\) and \(f'(y; w) = f'(y; u) + f'(y; v).\)

Then Lemma 1.5 implies that \(F\) is Borel, and so

\[\{(u, y) : u \in U_a(f, y)\} = E \setminus \{(y, u) : (\exists v, w)(y, u, v, w) \in F\}\]

is a complement of a Suslin set.

6. Existence and measurability of complete derivatives

Finally, we want to address briefly the problem of defining complete derivatives. As already pointed out, this is an extension problem, since we construct complete derivatives by considering a complete derivative assignment \(y \mapsto f^*(y)\) and attempting to extend, for each \(y,\) the mapping \(f^*(y)\) from its domain to the whole space; of course, we would also prefer to do this in a measurable way. There are three cases we consider, since firstly, such an extension is easy to establish in
Hilbert spaces, secondly, we have the Hahn-Banach Theorem if the target space is one dimensional, and thirdly, an abstract selection may be used if there is enough (weak) compactness in the target space. We recall that the Borel measurability of \( y \mapsto f^\delta(y) \) means that the mapping \( (y,v) \mapsto f^\delta(y)(v) \) of \( Y \times Y \) to \( Z \) is Borel measurable; since we are in complete separable metric spaces, this is equivalent to requiring that the set of triples \( (y,v,f^\delta(y)(v)) \) is a Borel measurable subset of \( Y \times Y \times Z \).

6.1. Lemma. Suppose that \( Y, Z \) are separable Banach spaces and subspaces \( U(f,y) \) of \( Y \) define a measurable derivative assignment for a Lipschitz map \( f : Y \to Z \). If \( Y \) is reflexive, then for every bounded closed convex subset \( G \) of \( Y \) the sets \( \{ y : G \cap U(f,y) \neq \emptyset \} \) and \( \{ y : G \cap U(f,y) = \emptyset \} \) are Borel measurable subsets of \( Y \).

Proof. Let \( U = \{(y,u) : u \in U(f,y)\} \). The set \( V = U \cap (Y \times G) \) is a Borel subset of \( Y \times G \) with closed convex sections \( V_y = \{ u \in G : (y,u) \in V \} \). Endowing \( G \) with the (compact metrizable) weak topology, we see that \( V \) is a Borel subset of \( Y \times G \) with compact sections, hence, according to [25, Theorem 28.8], its projection \( \{ y \in Y : V_y \neq \emptyset \} = \{ y : G \cap U(f,y) \neq \emptyset \} \) is a Borel subset of \( Y \). The second set is complementary to the first. \( \square \)

The special case of Hilbert spaces, including finite dimensional spaces.

We emphasize that finite dimensional spaces are included in this simple approach; this is, of course, achieved by choosing an arbitrary scalar product.

6.2. Proposition. Let \( Y \) be a separable Hilbert space and let \( Z \) be a separable Banach space. Whenever \( y \in Y \mapsto f^\nu(y) \) is a measurable complete derivative assignment for a Lipschitz map \( f : Y \to Z \), then \( f^\delta(y) = f^\nu \circ P_y \), where \( P_y \) is the orthogonal projection onto the domain of \( f^\nu(y) \), is a Borel measurable complete derivative of \( f \).

Proof. Since the mapping \( (y,v) \mapsto f'(y;v) \) is measurable on its domain which is a Borel subset of \( Y \times Y \) (see Lemma 1.5), it suffices to show that the mapping \( (y,v) \mapsto (y,P_y(v)) \) is Borel measurable, which is the same as saying that the mapping \( (y,v) \mapsto P_y(v) \) is Borel measurable.

Let \( U(y) \) denote the domain of \( f^\nu(y) \), \( U := \{(y,u) : u \in U(y)\} \), and let \( (v_i,r_i) \) be a sequence dense in \( Y \times (0, \infty) \). We fix a closed ball \( B \) in \( Y \) and put

\[
V_{i,n} = \{(y,v) : \|v - v_i\| < 1/n, B(v_i,r_i) \cap U(y) = \emptyset, B(v_i,r_i + 1/n) \cap B \cap U(y) \neq \emptyset\}.
\]

Observing that Lemma 6.1 implies that the sets \( V_{i,n} \) are Borel measurable, we see that

\[
\{(y,v) : P_y(v) \in B\} = \bigcup_{n=1}^{\infty} \bigcup_{i=1}^{\infty} V_{i,n},
\]

is a Borel subset of \( Y \times Y \), which implies the statement, since every open subset of \( Y \) is a countable union of closed balls. \( \square \)

Note. By using Proposition 6.2 with the derivative assignments from Proposition 5.1 (v) or (vi), or with Proposition 5.1(iv) if \( Z \) is finite dimensional, or Proposition 5.1(iii) if \( Y \) is one dimensional, we thus obtain a measurable complete derivative which extends the Gâteaux derivative in the sense that if \( f \) is Gâteaux differentiable at \( y \), then \( f^\delta(y) = f'(y) \).
The special case of one dimensional target spaces. We show that the completeness of the assignment from Proposition 5.1(iii) enables relatively simple constructions of complete derivatives for real-valued mappings. Obviously, applied to each coordinate separately this also gives a proof of existence of complete derivatives for mappings into finite dimensional spaces.

6.3. Proposition. Let $Y$ be a separable Banach space and let $f : Y \to \mathbb{R}$ be locally Lipschitz. Suppose that, for each $y \in Y$, $f^\delta(y) \in Y^*$ is chosen such that $f^\delta(y)(u) \leq \tilde{D}f(y, u)$ for every $u \in Y$. Then $y \mapsto f^\delta(y)$ is a complete derivative.

Proof. Because the derivative assignment from Proposition 5.1(iii) is complete, in order to verify that $y \mapsto f^\delta(y)$ is a complete derivative it suffices to show that $f^\delta(y)(u) = \tilde{D}f(y, u)$ for every $u \in Y$ such that $\tilde{D}f(y, u) = -\tilde{D}(f)(y, u)$. But this is obvious, since $f^\delta(y)(\pm u) \leq \tilde{D}f(y, \pm u)$ implies that $f^\delta(y)(u) \leq \tilde{D}f(y, u)$ and $f^\delta(y)(u) = -f^\delta(y)(-u) \geq -\tilde{D}f(y, -u) = \tilde{D}f(y, u)$.

Since $\tilde{D}f(y)$ is convex and subaddutive, the Hahn-Banach Theorem implies that Proposition 6.3 may be used to find complete derivatives of all Lipschitz functions. However, we are again left with a measurability problem, which is answered in the following statement.

6.4. Proposition. Let $Y$ be a separable Banach space and let $f : Y \to \mathbb{R}$ be locally Lipschitz. Then there is a norm to $w^*$ Borel measurable mapping $f^\delta : Y \to Y^*$ such that $f^\delta(y)(u) \leq \tilde{D}f(y, u)$ for every $u \in Y$ for all $y, u \in Y$.

If $Y^*$ is separable, any such $f^\delta$ is norm to norm Borel measurable. In particular, $y \mapsto f^\delta(y)$ is a measurable complete derivative.

Proof. For $y \in Y$ put

$$T(y) = \{y^* \in Y^* : \forall v \in Y \langle y^*, v \rangle \leq \tilde{D}f(y, v)\}.$$ 

Since the functions $v \mapsto \tilde{D}f(y, v)$ are Lipschitz, convex, and subadditive, the Hahn-Banach Theorem implies that $T(y) \neq \emptyset$ for each $y \in Y$. Moreover, each $T(y)$ is clearly $w^*$-closed and bounded, hence $w^*$ compact. We prove that $T$ is a norm to $w^*$ Borel measurable multivalued mapping. To this end it is sufficient to prove that for every $v \in Y$ and every $c \in \mathbb{R}$ the set

$$A_{v,c} = \{y \in Y : T(y) \cap \{y^* : \langle y^*, v \rangle > c\} \neq \emptyset\}$$

is Borel measurable. By the Hahn-Banach Theorem and by Lemma 1.4,

$$A_{v,c} = \{y : \tilde{D}f(y, v) > c\} = \bigcup_i \{y : \tilde{D}f(y, v + w_i) - \tilde{D}f(y, v) > c\},$$

where $w_i$ is any sequence of elements of $Y$ dense in $Y$. Hence Lemma 1.4 implies that $A_{v,c}$ is Borel measurable. The first statement of the proposition now follows by the Kuratowski-Ryll-Nardzewski selection theorem (see [26]).

If $Y^*$ is separable, $w^*$ and norm Borel sets in $Y^*$ coincide, which implies the second statement of the Proposition.

6.5. Remark. On may, of course, try to impose other conditions on $f^\delta$ in Proposition 6.4. The most natural would be to require the lower bound by the corresponding lower derivative, i.e., that for all $y, v \in Y$,

$$-\tilde{D}(-f)(y, v) \leq \langle f^\delta(y), v \rangle \leq \tilde{D}f(y, v).$$
Since \(-\tilde{D}(-f)(y,v) \leq \tilde{D}f(y,v)\), the only difference in the proof would be the difference in non-emptiness criteria and therefore in the use of the Hahn-Banach Theorem.

**Chain rule and subdifferential.** We first give an example showing that the chain rule fails with the Michel-Penot subdifferential and then show, as promised in the introduction, that it holds with the upper Dini subdifferential.

**6.6. Example.** For \(x \in \mathbb{R}\) let \(\psi(x)\) be its distance to the nearest integer. Denote \(e_1, e_2\) the standard basis of \(\mathbb{R}^2\), define \(f(xe_1 + 2^{-k}e_2) = 2^{-k}\psi(2^{k-2}x)\) for \(k = 0, 1, 2, \ldots\) and \(x \in \mathbb{R}\), \(f(xe_1 + ye_2) = 0\) if \(y \leq 0\), observe that \(f\) is Lipschitz on its domain, and extend it to a Lipschitz function from \(\mathbb{R}^2\) to \(\mathbb{R}\). Then, for a.e. \(x \in \mathbb{R}\),

\[
\limsup_{k \to \infty} 2^k (f(xe_1 + 2^{-k}e_2 + 2^{-k}e_1) - f(xe_1 + 2^{-k}e_2)) \geq 1/4.
\]

Indeed, for almost every \(x \in \mathbb{R}\) there are infinitely many \(k\) for which one can find an integer \(n\) such that \(n \leq 2^{k-2}x \leq n + 1/4\), and for any such \(k\) we have

\[
2^k (f(xe_1 + 2^{-k}e_2 + 2^{-k}e_1) - f(xe_1 + 2^{-k}e_2)) = \psi(2^{k-2}x + 1/4) - \psi(2^{k-2}x) = 1/4.
\]

It follows that for a.e. \(x \in \mathbb{R}\) there is \(\xi(x)\) belonging to the Michel-Penot subdifferential of \(f\) at \(xe_1\) such that \(\xi(x)(e_1) = 1/4\). So with \(g : \mathbb{R} \to \mathbb{R}^2\) defined by \(g(x) = xe_1\) we do not get that \((f \circ g)' = \xi(g(x))(g')\) a.e.

**6.7. Definition.** The upper Dini subdifferential \(\partial^D f(y)\) of a locally Lipschitz function \(f : Y \to \mathbb{R}\) at a point \(y \in Y\) is

\[
\partial^D f(y) = \{ y^* \in Y^* : y^*(v) \leq \tilde{D}f(y,v) \text{ for every } v \in Y\}
\]

**6.8. Theorem.** Suppose \(f : Y \to \mathbb{R}\) and \(g : X \to Y\) are locally Lipschitz maps, where \(X, Y\) are separable Banach spaces and \(Y\) has the Radon-Nikodym property, then for \(\mathcal{L}\) almost all \(x \in X\),

\[
\partial^D (f \circ g)(x) = (\partial^D f(g(x))) \circ g'(x).
\]

**Proof.** For each \(y \in Y\) choose some \(f^\delta(y) \in \partial^D f(y)\). Let \(U(f,y)\) be the assignment from Proposition 5.1(iii). Since \(f^\delta(y)\) is a complete derivative and \(U(f,y)\) a complete assignment, for \(\mathcal{L}\) almost all \(x \in X\) both \(g'(x)\) and \((f \circ g)'(x)\) exist, \((f \circ g)'(x) = f^\delta(g(x)) \circ g'(x)\) and the range of \(g'(x)\) is contained in \(U(f,g(x))\). Since \(\tilde{D}f(g(x))\) is linear on \(U(f,g(x))\), the restrictions of \(f^\delta(g(x))\) and any \(y^* \in \partial^D f(g(x))\) to \(U(f,g(x))\) coincide. Hence \(y^* \circ g'(x) = f^\delta(g(x)) \circ g'(x) = (f \circ g)'(x)\) for every \(y^* \in \partial^D f(g(x))\). \(\square\)

**Existence and measurability for reflexive target spaces.** We start with a special case of a result due to Lindenstrauss [27] whose simple proof is due to Pelczynski [34]. Both proofs may be found in [4, Theorem 7.2].

**6.9. Lemma.** If \(Y\) and \(Z\) are Banach spaces, \(Z\) is reflexive, and \(f : Y \to Z\) is \(K\)-Lipschitz on a neighborhood of \(y\) and Gâteaux differentiable in the direction of a linear subspace \(U \subset Y\), then there is a linear mapping \(L : Y \to Z\) of norm at most \(K\) such that \(f'(y; v) = L(v)\) for all \(v \in U\).

**6.10. Proposition.** Let \(Y\) be a separable Banach space and let \(Z\) be a separable reflexive space. Whenever \(y \in Y \mapsto f^\star(y)\) is a measurable complete derivative assignment for a Lipschitz \(f : Y \to Z\), then there is a Borel measurable complete derivative \(f^\delta(y)\) such that \(f^\delta(y)(v) = f^\star(y)(v)\) for every \(y \in Y\) and every \(v\) in the domain of \(f^\star(y)\).
Proof. Suppose $f$ is $K$-Lipschitz. The set $\mathfrak{L}$ of linear mappings of $Y$ to $Z$ of norm at most $K$ considered in the topology of pointwise weak convergence is a compact metrizable space. Denote, as always, by $U(f, y)$ the domain of $f'(y)$ and let

$$\mathfrak{S} := \{(y, L) \in Y \times \mathfrak{L} : L(u) = f'(y; u) \text{ for all } u \in U(f, y)\}.$$ 

For every $y \in Y$ the set $\{L \in \mathfrak{L} : (y, L) \in \mathfrak{S}\}$ is compact and, according to Lemma 6.9, non-empty. Provided $\mathfrak{S}$ is Borel, we infer from the Kuratowski-Ryll-Nardzewski selection theorem (see [26]) that there is Borel measurable $f^3 : Y \mapsto \mathfrak{L}$ such that $(y, f^3(y)) \in \mathfrak{S}$ for every $y \in Y$. Clearly, this $f^3$ has all properties required from the complete derivative of $f$.

It remains to show that $\mathfrak{S}$ is Borel. For this, let $(w_i, s_i)$ be a sequence dense in $Y \times (0, \infty)$, and denote

$$\mathfrak{S}_i = \{(y, L) \in Y \times \mathfrak{L} : \overline{B(w_i, s_i)} \cap U(f, y) = \emptyset\}$$

and

$$\mathfrak{T}_i = \{(y, L) \in Y \times \mathfrak{L} : \text{dist}(L(w_i), D_\delta f(y, w_i)) \leq 4Ks_i + \text{diam}(D_\delta f(y, w_i))\} \forall \delta > 0\}.$$ 

These sets are Borel, $\mathfrak{S}_1$ by Lemma 6.1, and $\mathfrak{T}_i$ by Lemma 1.4. We let

$$\mathfrak{T} = \bigcap_{i=1}^{\infty} (\mathfrak{S}_i \cup \mathfrak{T}_i)$$

and finish the proof by showing $\mathfrak{S} = \mathfrak{T}$.

If $(y, L) \in \mathfrak{S}$ and $B(w_i, s_i) \cap U(f, y) \neq \emptyset$, we choose $u \in B(w_i, s_i) \cap U(f, y)$ and use Lemma 2.3 to estimate

$$\text{dist}(L(w_i), D_\delta f(y, w_i)) \leq 2K\|u - w_i\| + \text{dist}(L(u), D_\delta f(y, u))$$

$$\leq 2K\|u - w_i\| + \text{diam}(D_\delta f(y, u))$$

$$\leq 4K\|u - w_i\| + \text{diam}(D_\delta f(y, w_i))$$

$$\leq 4Ks_i + \text{diam}(D_\delta f(y, w_i)).$$

If $(y, L) \in \mathfrak{T}$, $u \in U(f, y)$, and $\varepsilon > 0$, we find $i$ such that $\|w_i - u\| < \varepsilon/2 < s_i < \varepsilon$ and infer from $B(w_i, s_i) \cap U(f, y) \neq \emptyset$ that

$$\text{dist}(L(u), D_\delta f(y, u)) \leq 2Ks_i + \text{dist}(L(w_i), D_\delta f(y, w_i))$$

$$\leq 6Ks_i + \text{diam}(D_\delta f(y, w_i))$$

$$\leq 8Ks_i + \text{diam}(D_\delta f(y, u)).$$

Choosing $\delta$ small enough we conclude $\|L(u) - f'(x; u)\| < 8K\varepsilon$, implying $L(u) = f'(y; u)$, and so $(y, L) \in \mathfrak{S}$.

7. Chain rule when the inner function is not Lipschitz

This section is devoted to the situation in which a finite dimensionality assumption helps to strengthen the chain rule to cases when the innermost function is not assumed to be Lipschitz. Two such extensions are of interest: pointwise chain rule at almost all points at which the inner function is differentiable and the chain rule treated in [2] for the weak derivative when the inner function is of bounded variation. Because of Theorem 4.3 it suffices to state the results for composition of two functions only.

The pointwise case is handled by reducing it to the Lipschitz situation for countably many mappings.
7.1. **Lemma.** Let \( f \) be a Borel measurable map of a separable Banach space \( X \) to a Banach space \( Y \). Then the set
\[
E := \{ x \in X : \limsup_{t \downarrow 0} \frac{\|f(x + tu) - f(x)\|}{t} < \infty \text{ for every } u \in X \},
\]
can be covered by countably many Borel sets on each of which \( f \) is Lipschitz.

**Proof.** For \( x \in X \) and \( k, l \in \mathbb{N} \) denote
\[
V_{k,l}(x) := \{ v \in X : \|f(x + 2^{-l}v) - f(x)\| \leq 2^{-k} \} \text{ and } V_k(x) = \bigcap_{l=0}^{\infty} V_{k,l}(x).
\]

We first show that for every \( u, z \in X, r > 0 \), and \( k \geq 0 \), \( f \) is Lipschitz on the set \( A \) of those \( x \in B(z, r/4) \) for which \( B(u, r) \setminus V_k(x) \) is meager. To see this, consider any \( x, y \in A \), \( x \neq y \) and find \( l \geq 0 \) so that \( 2^{-l-2}r < \|x - y\| \leq 2^{-l-1}r \).

Since \( B(u, r) \setminus V_k(x) \) and \( B(u, r) \setminus V_k(y) \) are both meager and \( B(u, r) \setminus V_k(x) \) and \( B(u, r) \setminus V_k(y) \) are both meager and \( B(u, r) \setminus (V_k(x) \cup V_k(y)) \) are meager, there is
\[
v \in B(u, r/2) \cap V_k(x) \cap (V_k(y) - 2^{-l}(x - y)).
\]

Since \( v \in V_k(x) \), \( \|f(x + 2^{-l}v) - f(x)\| \leq 2^{-l}k \), and, since \( w := v + 2^l(x - y) \in V_k(y) \), we also have \( \|f(y + 2^{-l}w) - f(y)\| \leq 2^{-l}k \). But \( x + 2^{-l}v = y + 2^{-l}w \), implying that \( \|f(x) - f(y)\| \leq 2^{-l+1}k \leq (8k/r)\|x - y\| \).

Next we show that the set \( E \) defined in the hypothesis of the Lemma can be covered by countably many sets of the above form. Let \( u \in X \) be dense in \( X \) and denote by \( E_{i,j,k} \) the set of \( x \in X \) for which \( B(u, 2^{-j}) \setminus V_k(x) \) is meager. Given any \( x \in E \), the definition of \( E \) shows that \( \bigcup_{k=0}^{\infty} V_k(x) = X \). By Baire category theorem there is \( k \) such that \( V_k(x) \) is not meager. Since \( V_k(x) \), being Borel, has the Baire property, its complement is meager in some nonempty open set. Hence there are \( i, j \in \mathbb{N} \) such that \( B(u_i, 2^{-j}) \setminus V_k(x) \) is meager. It follows that \( E_{i,j,k} \) cover \( E \), and so do the sets \( E_{i,j,k} \cap B(u, 2^{-j-2}) \) on which, as shown above, \( f \) is Lipschitz.

From the above argument it may not be apparent that the sets we have constructed are Borel. However, they can be easily made Borel, since whenever \( f \) is Lipschitz on \( A \), we can extend it to a Lipschitz function \( g \) on \( \bar{A} \) and observe that \( f \) is Lipschitz on the set \( \{ x \in \bar{A} : f(x) = g(x) \} \) which is Borel and contains \( A \). \( \square \)

7.2. **Lemma.** Let \( f, g : X \to Y \) be Borel measurable maps between separable Banach spaces \( X \) and \( Y \). Then the set of \( x \in X \) at which \( f(x) = g(x) \), both \( f \) and \( g \) are Gâteaux differentiable, and \( f'(x) \neq g'(x) \) is \( \sigma \)-directionally porous.

**Proof.** Replacing \( f \) by \( f - g \), we may assume that \( g = 0 \). Let \( E = \{ x : f(x) = 0 \} \), and, for \( x \in E \), and \( k, l, m \in \mathbb{N} \) denote
\[
V_{k,z}(x) := \{ v \in X : \|f(x + tv) - tz\| < \frac{1}{2}t\|z\| \text{ for } |t| < 2^{-k} \}.
\]

Fix for a while \( u \in X \), \( r > 0 \), \( z \in Y \) and \( k \in \mathbb{N} \) and let \( A \) be the set of those \( x \in E \) for which \( B(u, r) \setminus V_{k,z}(x) \) is meager. We show that \( A \) is porous in the direction of \( u \). To see this, consider any \( x \in A \) and suppose there are \( 0 < t < 2^{-k} \) and \( y \in A \) such that \( \|y - x - tu\| < rt/2 \), in other words \( \|(y - x)/t - u\| < r/2 \).

Since \( B(u, r) \setminus V_{k,z}(x) \) and \( (y - x)/t - (B(u, r) \setminus V_{k,z}(x)) \) are both meager and \( (y - x)/t - B(u, r) \supseteq B(u, r/2) \), there is
\[
v \in B(u, r/2) \cap V_{k,z}(x) \cap ((y - x)/t - V_{k,z}(y)).
\]
Since $|t| < 2^{-k}$ and $v \in V_{k,z}(x)$, $\|f(x + tv) - tz\| < \frac{1}{2}|t|\|z\|$. Observing that $w := -v + (y - x)/t \in V_{k,y}(x)$, we also have $\|f(y - tw) + tz\| < \frac{1}{2}|t|\|z\|$. But $x + tv = y - tw$, and so $0 = \|2t z + f(x + tv) - tz - (f(y - tw) + tz)\| > |t|\|z\|$ provides the required contradiction.

It remains to show that $E$ can be covered by countably many sets of the above form. Let $u_i \in X$ be dense in $X$, $z_i \in Y$ dense in $Y$ and denote by $E_{i,j,k,l}$ the set of $x \in X$ for which $B(u_i, 2^{-j}) \cap V_{k,z}(x)$ is meager. Given any $x \in E$, any $v \in X$ for which $f'(x; v) \neq 0$ belongs to $V_{k,z}(x)$ once $k$ is sufficiently large and $z_i$ is close enough to $f'(x; v)$. Hence $\bigcup_{k=1}^{\infty} \bigcup_{l=1}^{\infty} V_{k,z}(x)$ contains all $v \in X$ with $f'(x; v) \neq 0$, and by Baire category theorem there are $k, l$ such that $V_{k,z}(x)$ is not meager. Since $V_{k,z}(x)$, being co-Suslin, has the Baire property, its complement is meager in some nonempty open set. Hence there are $i, j, l \in \mathbb{N}$ such that $B(u_i, 2^{-j}) \setminus V_{k,z}(x)$ is meager. It follows that $E_{i,j,k,l}$ are directionally porous sets covering $E$. □

7.3. Proposition. Suppose $Y, Z$ are separable Banach spaces and $f : Y \to Z$ is a Lipschitz function having a derivative assignment $y \in Y \to f'(y)$. Then for every finite dimensional $X$ and Borel measurable $g : X \to Y$, $f \circ g$ is Gateaux differentiable at $\mathcal{L}$ almost every point $x$ at which $g$ is, and $(f \circ g)'(x) = f'(g(x)) \circ g'(x)$.

Proof. By Lemma 7.1 there are Borel sets $F_k \subset X$ such that $g$ is Lipschitz on each $F_k$ and the union of the $F_k$ contains all points of Gateaux differentiability of $g$. By [29, Lemma 5.5.3] we may extend the restriction of $g$ to $F_k$ to a Lipschitz function $g_k : X \to Y$. Since the chain rule holds for the compositions $f \circ g_k$, we just have to establish that $g_k'(x) = g'(x)$ for all $x \in F_k$ except for a set belonging to $\mathcal{L}$. But this was shown in Lemma 7.2. □

In the case when $X = \mathbb{R}$, $Y$ has the Radon-Nikodym property, $g : \mathbb{R} \to Y$ has bounded variation and $f : Y \to Z$ is a Lipschitz function with a derivative assignment $f'$, $g$ is differentiable almost everywhere and so the previous proposition implies that $(f \circ g)'(x) = f'(g(x)) \circ g'(x)$ at almost every $x \in \mathbb{R}$ (where almost every means with respect to the Lebesgue measure). However, in contrast to the case when $g$ is Lipschitz, $f \circ g$ cannot be fully recovered from its derivative. We therefore show that a natural formula transforming the distributional derivative of $g$ (which is a measure) into the distributional derivative of $f \circ g$ also holds, thus replacing the $g$-dependent direction of differentiability in the result of [2] by an $f$-dependent choice of the domain of $f'$. We treat only the case of one dimensional domain, since the extension to higher dimensions can be obtained by repeating the arguments of [2], but we treat the problem in somewhat more general setting. Assuming that a function $g : \mathbb{R} \to Y$ is such that for some Radon measure $\mu$ in $\mathbb{R}$ and $\mu$-Bochner integrable $\phi : \mathbb{R} \to Y$, one has $g(v) - g(u) = \int_{[u,v]} \phi(s) \, d\mu(s)$ for every interval $[u, v] \subset \mathbb{R}$, we show how to find a $\mu$-Bochner integrable function that integrates to $(f \circ g)(v) - (f \circ g)(u)$, where $f$ is a Lipschitz map having a derivative assignment. Notice that such $g$ is necessarily left continuous and is of bounded variation, and that for any left continuous function $g$ of bounded variation with values in a space with the Radon-Nikodym property such $\phi$ and $\mu$ necessarily exist.

To find a “derivative” of $f \circ g$, we will transform the given function $g$ of bounded variation into a Lipschitz function. This will be done with the help of the fact that every Radon measure $\nu$ in $\mathbb{R}$ satisfying $\nu \geq \lambda$ (where $\lambda$ is the Lebesgue measure) is an image of $\lambda$ under a non-decreasing Lipschitz surjection $q : \mathbb{R} \to \mathbb{R}$. (So, by definition of image measures, $\nu(E) = \lambda(q^{-1}(E))$ for every Borel set $E \subset \mathbb{R}$.) Such
a function $q$ is easy to define: choosing $s_0$ with $\mu(\{s_0\}) = 0$, we let
\[
q(t) = \sup\{s \geq s_0 : \nu[s_0, s] \leq t\} \quad \text{for } t \geq 0, \text{ and } \\
q(t) = \inf\{s \leq s_0 : \nu[s, s_0] \leq -t\} \quad \text{for } t < 0.
\]

We also recall the formula for integration with respect to the image measure,
\[
(7.1) \quad \int_E h(s) d\nu(s) = \int_{q^{-1}(E)} h(q(t)) dt
\]
whenever one of these integrals exists.

7.4. **Theorem.** Suppose that $q : \mathbb{R} \to Y$ is such that for some Radon measure $\mu$ in $\mathbb{R}$ and $\mu$-Bochner integrable $\phi : \mathbb{R} \to Y$, $g(v) - g(u) = \int_{(u,v]} \phi(s) d\mu(s)$ for every interval $(u,v] \subset \mathbb{R}$. Letting $S = \{s \in \mathbb{R} : \mu(\{s\}) > 0\}$, we have that for any Lipschitz $f : Y \to Z$ with a derivative assignment $f^*$,
\[
f(g(v)) - f(g(u)) = \int_{(u,v) \cap S} \frac{f(g(s+)) - f(g(s-))}{\mu(s)} d\mu(s) + \int_{(u,v) \setminus S} f^*(g(s))\phi(s) d\mu(s)
\]
for every interval $(u,v] \subset \mathbb{R}$.

**Proof.** Define a new Radon measure $\nu$ on $\mathbb{R}$ by $\nu(E) = \lambda(E) + \int_E (1 + \|\phi\|) d\mu$. Observing that $\mu$ is absolutely continuous with respect to $\nu$ and its Radon-Nikodym derivative satisfies $\frac{d\mu}{d\nu} \leq \frac{1}{1 + \|\phi\|}$, we let $\psi = \phi \frac{d\mu}{d\nu}$ and infer that $\|\psi\| \leq 1$ and $g(v) - g(u) = \int_{(u,v]} \psi(s) d\nu(s)$ for every interval $(u,v] \subset \mathbb{R}$.

Since $\nu \geq \lambda$, it is an image of $\lambda$ under a non-decreasing Lipschitz surjection $q : \mathbb{R} \to \mathbb{R}$. The function $\psi \circ q$ is bounded and measurable; let $h$ be its indefinite Bochner integral. Then $h$ is Lipschitz and $h' = \psi \circ q, \lambda$-a.e. For $\alpha, \beta \in q^{-1}(\mathbb{R} \setminus S)$, $\alpha < \beta$ we have $q^{-1}(q(\alpha), q(\beta]) = (\alpha, \beta]$, which implies that
\[
h(\beta) - h(\alpha) = \int_{\alpha}^{\beta} \psi(q(t)) dt = g(q(\beta)) - g(q(\alpha)),
\]
using (7.1). Hence we may assume that $h = g \circ q$ on $q^{-1}(\mathbb{R} \setminus S)$. When $s \in S$, the function $h$ has constant derivative $\psi(s)$ on the interval $q^{-1}(s)$, and we infer that $h$ is affine with values at the left and right end-points $g(s-)$ and $g(s+)$, respectively.

Let $f : Y \to Z$ be Lipschitz with a derivative assignment $f^*$. Then $f \circ h$, being Lipschitz and a.e. differentiable, is an indefinite Bochner integral of its derivative. Hence, given any $u, v \in \mathbb{R}$, $u < v$ and denoting $(\alpha, \beta] = q^{-1}(u, v]$,
\[
f(g(u)) - f(g(v)) = f(h(\beta)) - f(h(\alpha)) = \int_{\alpha}^{\beta} (f \circ h)'(t) dt
\]
\[
= \sum_{s \in (u,v) \cap S} \int_{q^{-1}(s)} (f \circ h)'(t) dt + \int_{q^{-1}((u,v) \setminus S)} f^*(g(q(t)))\psi(q(t)) dt
\]
\[
= \sum_{s \in (u,v) \cap S} (f(g(s+)) - f(g(s-))) + \int_{(u,v) \setminus S} f^*(g(s))\psi(s) d\nu(s)
\]
\[
= \int_{(u,v) \cap S} \frac{f(g(s+)) - f(g(s-))}{\mu(s)} d\mu(s) + \int_{(u,v) \setminus S} f^*(g(s))\phi(s) d\mu(s). \quad \square
\]
8. Final remarks

In this section we briefly indicate how our results may be used to prove some known differentiability results, including Rademacher’s and Aronszajn’s theorems and existence of intermediate derivatives. The ideas of these proofs are by now standard: the main point, Lebesgue differentiation theorem, has been key already to the first infinite dimensional differentiability results in [3, 9, 30], the finite dimensional version is very close to [33], and porosity approach has been already used also in the infinite dimensional case, both in studying differentiability and intermediate differentiability, for example in [5, 23, 37].

8.1. Corollary. Let $f$ be a locally Lipschitz mapping of a separable Banach space $X$ to a Banach space $Y$. Then there is a $\sigma$-directionally porous subset $P$ of $X$ such that for every $x \in X \setminus P$ the set $V_x$ of those directions in which $f$ is differentiable is a closed linear subspace of $X$ and the mapping $v \mapsto f'(x; v)$ is a continuous linear mapping of $V_x$ to $Z$.

Proof. The statement follows immediately from Corollary 2.14, Proposition 2.22 used with $\Phi$ being the collection of functions $\|y - y_0\|$ where $y_0 \in Y$, and Example 2.8(ii). □

As a special case of 8.1 we have

8.2. Corollary. Let $f$ be a locally Lipschitz mapping of a separable Banach space $X$ to a Banach space $Y$. Let $A$ be the set of all points $x \in X$ for which there is a subset $W_x$ of $X$ such that

(i) $f'(x; w)$ exists for all $w \in W_x$,
(ii) the closed linear span of $W_x$ is $X$, and
(iii) $f$ is not Gâteaux differentiable at $x$.

Then $A$ is $\sigma$-directionally porous.

From the point of view of this paper, Aronszajn’s theorem [3] says that in separable Banach spaces $\mathcal{L}$ null sets are small in the sense of Aronszajn [3]. The more familiar version that Lipschitz mappings of separable Banach spaces into spaces having the Radon-Nikodym property are Gâteaux differentiable except for an Aronszajn null set is, of course, equivalent to it (and is what we actually prove).

8.3. Theorem. For every $\mathcal{L}$ null set $E$ in a separable Banach space $X$ and for every sequence $v_n \in X$ whose linear span is dense in $X$ there are Borel sets $E_n \subset X$ such that $E \subset \bigcup_n E_n$ and, for every $n$, the set $E_n$ has one dimensional measure zero on every line in the direction of $v_n$.

Proof. It clearly suffices to show that for any Lipschitz mapping $f$ of $X$ to a Banach space $Y$ with the Radon-Nikodym, the set $E$ of points at which $f$ is not Gâteaux differentiable has the claimed property. Let $A$ be the $\sigma$-directionally porous set from 8.2. Using Corollary 1.3, we write $A = \bigcup (A_n^+ \cup A_n^-)$, where $A_n^\pm$ is porous in the direction of $\pm v_n$. By [29, Lemma 10.1.4] we may find Borel sets $B_n^\pm \supset A_n^\pm$ which are also porous in the directions $\pm v_n$. We observe that the intersection of $B_n^\pm$ with every line $L$ in direction of $v_n$ in a porous set in $L$, therefore of one dimensional measure zero.

Let $C_n$ be the set of points $x \in X$ at which $f$ is not differentiable in the direction of $v_n$. From Lemma 1.4 we infer that $C_n$ are Borel sets and from the definition
of the Radon-Nikodym property that they have one dimensional measure zero on every line in direction of $v_n$. Hence the sets $E_n = B_n^+ \cup B_n^- \cup C_n$ have the required property.

In another direction, a simple application of Theorem 3.6 concerns the somewhat exotic notion of intermediate derivative: $y^* \in Y^*$ is said to be an intermediate derivative of a function $f : Y \to \mathbb{R}$ at a point $y \in Y$ if $D f(y, v) \leq \langle y^*, v \rangle \leq D f(y, v)$ for every $v \in V$. Locally Lipschitz functions on separable, and even some non-separable, Banach spaces are known to possess the intermediate derivative generically, see, e.g., [17, 16]. In the separable case we improve the existence statement from a generic result to a $\sigma$-directionally porous one.

8.4. Corollary. Let $f$ be a real-valued locally Lipschitz function on an open subset $H$ of a separable Banach space $Y$. Then $f$ has an intermediate derivative at all points of $H$, except those which belong to a $\sigma$-directionally porous set.

Proof. Let $Q \subset Y$ be a $\sigma$-directionally porous set with the properties from Theorem 3.6 and Theorem 3.2. If $y \in H \setminus Q$, the function $v \mapsto D f(y, v)$ is convex, continuous and positively homogeneous, so the Hahn-Banach Theorem provides us with $y^* \in Y^*$ such that $\langle y^*, v \rangle \leq D f(y, v)$ for every $v \in Y$. Multiplying the inequality $\langle y^*, -v \rangle \leq D f(y, -v)$ by $-1$ and using that $D f(y, v) = -D f(y, -v)$ by Theorem 3.2, we obtain that $D f(y, v) \leq \langle y^*, v \rangle$, so $y^*$ verifies the requirements from the definition of the intermediate derivative.

References


[34] A. Pelczyński, Linear extensions, linear averagings, and their applications to linear topological classification of spaces of continuous functions. *Dissertationes Mathematicae* (Rozprawy Matematyczne) **58** (1968)


[41] L. Zajíček, Sets of $\sigma$-porosity and sets of $\sigma$-porosity ($q$), *Časopis Pěst. Mat.* **101** (1976), no. 4, 350–359