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Abstract

In this paper we prove the following results (via a uni�ed approach) for all
su�ciently large n:

(i) [1 -factorization conjecture] Suppose that n is even andD � 2dn=4e � 1.
Then every D-regular graph G on n vertices has a decomposition into
perfect matchings. Equivalently, � 0(G) = D.

(ii) [ Hamilton decomposition conjecture] Suppose thatD � b n=2c. Then every
D-regular graph G on n vertices has a decomposition into Hamilton cycles
and at most one perfect matching.

(iii) [ Optimal packings of Hamilton cycles] Suppose that G is a graph on
n vertices with minimum degree � � n=2. Then G contains at least
regeven(n; � )=2 � (n� 2)=8 edge-disjoint Hamilton cycles. Here regeven(n; � )
denotes the degree of the largest even-regular spanning subgraph one can
guarantee in a graph onn vertices with minimum degree � .

(i) was �rst explicitly stated by Chetwynd and Hilton. (ii) and the spec ial case
� = dn=2e of (iii) answer questions of Nash-Williams from 1970. All of the above
bounds are best possible.
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CHAPTER 1

Introduction

1.1. Introduction

In this paper we provide a uni�ed approach towards proving three long-standing
conjectures for all su�ciently large graphs. Firstly, the 1-facto rization conjecture,
which can be formulated as an edge-colouring problem; secondly, the Hamilton
decomposition conjecture, which provides a far-reaching generalization of Walecki's
result [26] that every complete graph of odd order has a Hamilton decomposition
and thirdly, a best possible result on packing edge-disjoint Hamilton cycles in Dirac
graphs. The latter two problems were raised by Nash-Williams [28, 29, 30 ] in 1970.

1.1.1. The 1-factorization Conjecture. Vizing's theorem states that for
any graph G of maximum degree �, its edge-chromatic number � 0(G) is either �
or � + 1. However, the problem of determining the precise value of � 0(G) for an
arbitrary graph G is NP-complete [12]. Thus, it is of interest to determine classes
of graphsG that attain the (trivial) lower bound � { much of the recent book [ 34]
is devoted to the subject. For regular graphsG, � 0(G) = �( G) is equivalent to
the existence of a 1-factorization: a 1-factorization of a graph G consists of a set
of edge-disjoint perfect matchings covering all edges ofG. The long-standing 1-
factorization conjecture states that every regular graph of su�ciently high degree
has a 1-factorization. It was �rst stated explicitly by Chetwynd an d Hilton [ 3, 5]
(who also proved partial results). However, they state that according to Dirac, it
was already discussed in the 1950s. Here we prove the conjecturefor large graphs.

Theorem 1.1.1. There exists an n0 2 N such that the following holds. Let
n; D 2 N be such thatn � n0 is even andD � 2dn=4e � 1. Then every D-regular
graph G on n vertices has a1-factorization. Equivalently, � 0(G) = D.

The bound on the minimum degree in Theorem 1.1.1 is best possible. To see
this, suppose �rst that n = 2 (mod 4). Consider the graph which is the disjoint
union of two cliques of ordern=2 (which is odd). If n = 0 (mod 4), consider the
graph obtained from the disjoint union of cliques of ordersn=2 � 1 and n=2 + 1
(both odd) by deleting a Hamilton cycle in the larger clique.

Note that Theorem 1.1.1 implies that for every regular graph G on an even
number of vertices, either G or its complement has a 1-factorization. Also, The-
orem 1.1.1 has an interpretation in terms of scheduling round-robin tournaments
(where n players play all of each other in n � 1 rounds): one can schedule the
�rst half of the rounds arbitrarily before one needs to plan the remainder of the
tournament.

The best previous result towards Theorem 1.1.1 is due to Perkovic and Reed [32],
who proved an approximate version, i.e. they assumed thatD � n=2 + "n . This

1



2 1. INTRODUCTION

was generalized by Vaughan [35] to multigraphs of bounded multiplicity. In-
deed, he proved an approximate form of the following multigraph version of the
1-factorization conjecture which was raised by Plantholt and Tipnis [33]: Let G be
a regular multigraph of even ordern with multiplicity at most r . If the degree of
G is at least rn=2 then G is 1-factorizable.

In 1986, Chetwynd and Hilton [4] made the following `overfull subgraph' con-
jecture. Roughly speaking, this says that a dense graph satis�es� 0(G) = �( G)
unless there is a trivial obstruction in the form of a dense subgraphH on an
odd number of vertices. Formally, we say that a subgraphH of G is overfull if
e(H ) > �( G)bjH j=2c (note this requires jH j to be odd).

Conjecture 1.1.2. A graph G on n vertices with �( G) � n=3 satis�es � 0(G) =
�( G) if and only if G contains no overfull subgraph.

It is easy to see that this generalizes the 1-factorization conjecture (see e.g. [2]
for the details). The overfull subgraph conjecture is still wide open { partial results
are discussed in [34], which also discusses further results and questions related to
the 1-factorization conjecture.

1.1.2. The Hamilton Decomposition Conjecture. Rather than asking
for a 1-factorization, Nash-Williams [28, 30 ] raised the more di�cult problem of
�nding a Hamilton decomposition in an even-regular graph. Here, aHamilton de-
composition of a graphG consists of a set of edge-disjoint Hamilton cycles covering
all edges ofG. A natural extension of this to regular graphs G of odd degree is
to ask for a decomposition into Hamilton cycles and one perfect matching (i.e. one
perfect matching M in G together with a Hamilton decomposition of G � M ). The
following result solves the problem of Nash-Williams for all large graphs.

Theorem 1.1.3. There exists an n0 2 N such that the following holds. Let
n; D 2 N be such thatn � n0 and D � b n=2c. Then every D-regular graph G
on n vertices has a decomposition into Hamilton cycles and at most one perfect
matching.

Again, the bound on the degree in Theorem 1.1.3 is best possible. Indeed,
Proposition 1.3.1 shows that a smaller degree bound would not even ensure con-
nectivity. Previous results include the following: Nash-Williams [27] showed that
the degree bound in Theorem 1.1.3 ensures a single Hamilton cycle. Jackson [13]
showed that one can ensure close toD=2 � n=6 edge-disjoint Hamilton cycles.
Christo�des, K•uhn and Osthus [ 6] obtained an approximate decomposition un-
der the assumption that D � n=2 + "n . Under the same assumption, K•uhn and
Osthus [22] obtained an exact decomposition (as a consequence of the main result
in [21] on Hamilton decompositions of robustly expanding graphs).

Note that Theorem 1.1.3 does not quite imply Theorem 1.1.1, as the degree
threshold in the former result is slightly higher.

A natural question is whether one can extend Theorem 1.1.3 to sparser (quasi)-
random graphs. Indeed, for random regular graphs of bounded degree this was
proved by Kim and Wormald [16] and for (quasi-)random regular graphs of linear
degree this was proved in [22] as a consequence of the main result in [21]. However,
the intermediate range remains open.

1.1.3. Packing Hamilton Cycles in Graphs of Large Minimum De -
gree. Although Dirac's theorem is best possible in the sense that the minimum
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degree condition� � n=2 is best possible, the conclusion can be strengthened con-
siderably: a remarkable result of Nash-Williams [29] states that every graph G
on n vertices with minimum degree � (G) � n=2 contains b5n=224c edge-disjoint
Hamilton cycles. He raised the question of �nding the best possible bound, which
we answer in Corollary 1.1.5 below.

We actually answer a more general form of this question: what is thenumber
of edge-disjoint Hamilton cycles one can guarantee in a graphG of minimum degree
� ?

A natural upper bound is obtained by considering the largest degree of an
even-regular spanning subgraph ofG. Let regeven(G) be the largest degree of an
even-regular spanning subgraph ofG. Then let

regeven(n; � ) := min f regeven(G) : jGj = n; � (G) = � g:

Clearly, in general we cannot guarantee more than regeven(n; � )=2 edge-disjoint
Hamilton cycles in a graph of order n and minimum degree � . The next result
shows that this bound is best possible (if� < n= 2, then regeven(n; � ) = 0).

Theorem 1.1.4. There exists ann0 2 N such that the following holds. Suppose
that G is a graph on n � n0 vertices with minimum degree � � n=2. Then G
contains at least regeven(n; � )=2 edge-disjoint Hamilton cycles.

The main result of K•uhn, Lapinskas and Osthus [19] proves Theorem 1.1.4
unless G is close to one of the extremal graphs for Dirac's theorem. This will
allow us to restrict our attention to the latter situation (i.e. when G is close to the
complete balanced bipartite graph or close to the union of two disjoint copies of a
clique).

An approximate version of Theorem 1.1.4 for� � n=2+ "n was obtained earlier
by Christo�des, K•uhn and Osthus [ 6]. Hartke and Seacrest [11] gave a simpler
argument with improved error bounds.

Precise estimates for regeven(n; � ) (which yield either one or two possible values
for any n, � ) are proved in [6, 10] using Tutte's theorem: Suppose thatn; � 2 N
and n=2 � � < n . Then the bounds in [10] imply that

(1.1.1)
� +

p
n(2� � n) + 8

2
� " � regeven(n; � ) �

� +
p

n(2� � n)
2

+ 1 ;

where 0 < " � 2 is chosen to make the left hand side of (1.1.1) an even integer.
Note that (1.1.1) determines regeven(n; n=2) exactly (the upper bound in this case
was already proved by Katerinis [15]). Moreover, (1.1.1) implies that if � � n=2
then regeven(n; � ) � (n � 2)=4. So we obtain the following immediate corollary of
Theorem 1.1.4, which answers a question of Nash-Williams [28, 29, 30 ].

Corollary 1.1.5. There exists ann0 2 N such that the following holds. Sup-
pose thatG is a graph on n � n0 vertices with minimum degree� � n=2. Then G
contains at least (n � 2)=8 edge-disjoint Hamilton cycles.

The following construction (which is based on a construction of Babai, see [28])
shows that the bound in Corollary 1.1.5 is best possible forn = 8 k+2, where k 2 N.
Consider the graphG consisting of one empty vertex classA of size 4k, one vertex
classB of size 4k + 2 containing a perfect matching and no other edges, and all
possible edges betweenA and B . Thus G has order n = 8 k + 2 and minimum
degree 4k + 1 = n=2. Any Hamilton cycle in G must contain at least two edges
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of the perfect matching in B , so G contains at most bjB j=4c = k = ( n � 2)=8
edge-disjoint Hamilton cycles. The lower bound on regeven(n; � ) in (1.1.1) follows
from a generalization of this construction.

The following conjecture from [19] would be a common generalization of both
Theorems 1.1.3 and 1.1.4 (apart from the fact that the degree threshold in The-
orem 1.1.3 is slightly lower). It would provide a result which is best possible for
every graph G (rather than the class of graphs with minimum degree at least� ).

Conjecture 1.1.6. Suppose thatG is a graph on n vertices with minimum
degree� (G) � n=2. Then G contains regeven(G)=2 edge-disjoint Hamilton cycles.

For � � (2 �
p

2 + ")n, this conjecture was proved in [22], based on the main
result of [21]. Recently, Ferber, Krivelevich and Sudakov [7] were able to obtain
an approximate version of Conjecture 1.1.6, i.e. a set of (1� " )regeven(G)=2 edge-
disjoint Hamilton cycles under the assumption that � (G) � (1+ ")n=2. It also makes
sense to consider a directed version of Conjecture 1.1.6. Some related questions for
digraphs are discussed in [22].

It is natural to ask for which other graphs one can obtain similar results. One
such instance is the binomial random graphGn;p : for any p, asymptotically almost
surely it contains b� (Gn;p )=2c edge-disjoint Hamilton cycles, which is clearly opti-
mal. This follows from the main result of Krivelevich and Samotij [18] combined
with that of Knox, K•uhn and Osthus [ 17] (which builds on a number of previous
results). The problem of packing edge-disjoint Hamilton cycles in hypergraphs has
been considered in [8]. Further questions in the area are discussed in the recent
survey [23].

1.1.4. Overall Structure of the Argument. For all three of our main re-
sults, we split the argument according to the structure of the graph G under con-
sideration:

(i) G is close to the complete balanced bipartite graphK n= 2;n= 2;
(ii) G is close to the union of two disjoint copies of a cliqueK n= 2;
(iii) G is a `robust expander'.

Roughly speaking,G is a robust expander if for every setS of vertices, its neigh-
bourhood is at least a little larger than jSj, even if we delete a small proportion
of the vertices and edges ofG. The main result of [21] states that every dense
regular robust expander has a Hamilton decomposition (see Theorem 1.3.4). This
immediately implies Theorems 1.1.1 and 1.1.3 in Case (iii). For Theorem 1.1.4,
Case (iii) is proved in [19] using a more involved argument, but also based on the
main result of [21] (see Theorem 1.3.7).

Case (i) is proved in Chapter 4 whilst Chapter 2 tackles Case (ii). We defer
the proof of some of the key lemmas needed for Case (ii) until Chapter 3. (These
lemmas provide a suitable decomposition of the set of `exceptional edges' { these
include the edges between the two almost complete graphs induced by G.) Case (ii)
is by far the hardest case for Theorems 1.1.1 and 1.1.3, as the extremal examples are
all close to the union of two cliques. On the other hand, the proof ofTheorem 1.1.4
is comparatively simple in this case, as for this result, the extremal construction is
close to the complete balanced bipartite graph.

The arguments in Cases (i) and (ii) make use of an `approximate' decomposition
result. We defer the proof of this result until Chapter 5. The arguments for both
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(i) and (ii) use the main lemma from [21] (the `robust decomposition lemma') when
transforming this approximate decomposition into an exact one.

In Section 1.3, we derive Theorems 1.1.1, 1.1.3 and 1.1.4 from the structural
results covering Cases (i){(iii).

The main proof in [21] (but not the proof of the robust decomposition lemma)
makes use of Szemer�edi's regularity lemma. So due to Case (iii) the bounds on n0

in our results are very large (of tower type). However, the case of Theorem 1.1.1
when both � � n=2 and (iii) hold was proved by Perkovic and Reed [32] using
`elementary' methods, i.e. with a much better bound onn0. Since the arguments
for Cases (i) and (ii) do not rely on the regularity lemma, this means that if we
assume that� � n=2, we get much better bounds onn0 in our 1-factorization result
(Theorem 1.1.1).

1.2. Notation

Unless stated otherwise, all the graphs and digraphs considered inthis paper
are simple and do not contain loops. So in a digraphG, we allow up to two edges
between any two vertices, at most one edge in each direction. Givena graph or
digraph G, we write V (G) for its vertex set, E (G) for its edge set,e(G) := jE (G)j
for the number of edges inG and jGj := jV (G)j for the number of vertices in G.
We denote the complement ofG by G.

Suppose thatG is an undirected graph. We write � (G) for the minimum degree
of G, �( G) for its maximum degree and� 0(G) for the edge-chromatic number ofG.
Given a vertex v of G, we write NG (v) for the set of all neighbours ofv in G. Given
a set A � V (G), we write dG (v; A) for the number of neighbours ofv in G which
lie in A. Given A; B � V (G), we write EG (A) for the set of edges ofG which
have both endvertices inA and EG (A; B ) for the set of edges ofG which have one
endvertex in A and its other endvertex in B . We also call the edges inEG (A; B )
AB -edgesof G. We let eG (A) := jEG (A)j and eG (A; B ) := jEG (A; B )j. We denote
by G[A] the subgraph of G with vertex set A and edge setEG (A). If A \ B = ; ,
we denote byG[A; B ] the bipartite subgraph of G with vertex classesA and B and
edge setEG (A; B ). If A = B we de�ne G[A; B ] := G[A]. We often omit the index
G if the graph G is clear from the context. An AB -path in G is a path with one
endpoint in A and the other in B . A spanning subgraphH of G is an r -factor of
G if the degree of every vertex ofH is r .

Given a vertex setV and two multigraphs G and H with V (G); V (H ) � V , we
write G + H for the multigraph whose vertex set isV (G) [ V (H ) and in which the
multiplicity of xy in G + H is the sum of the multiplicities of xy in G and in H
(for all x; y 2 V (G) [ V (H )). Similarly, if H := f H1; : : : ; H ` g is a set of graphs,
we de�ne G + H := G + H1 + � � � + H ` . If G and H are simple graphs, we write
G [ H for the (simple) graph whose vertex set isV (G) [ V (H ) and whose edge set
is E(G) [ E(H ). We write G � H for the subgraph of G which is obtained from G
by deleting all the edges inE(G) \ E(H ). Given A � V (G), we write G � A for
the graph obtained from G by deleting all vertices in A.

We say that a graph or digraph G has a decomposition into H1; : : : ; H r if
G = H1 + � � � + H r and the H i are pairwise edge-disjoint.

A path systemis a graph Q which is the union of vertex-disjoint paths (some
of them might be trivial). We say that P is a path in Q if P is a component ofQ
and, abusing the notation, sometimes writeP 2 Q for this. A path sequenceis a
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digraph which is the union of vertex-disjoint directed paths (some of them might
be trivial). We often view a matching M as a graph (in which every vertex has
degree precisely one).

If G is a digraph, we write xy for an edge directed fromx to y. If xy 2 E(G),
we say that y is an outneighbour of x and x is an inneighbour of y. A digraph G
is an oriented graph if there are no x; y 2 V (G) such that xy; yx 2 E(G). Unless
stated otherwise, when we refer to paths and cycles in digraphs, we mean directed
paths and cycles, i.e. the edges on these paths/cycles are oriented consistently. If x
is a vertex of a digraphG, then N +

G (x) denotes theoutneighbourhoodof x, i.e. the
set of all those verticesy for which xy 2 E(G). Similarly, N �

G (x) denotes the
inneighbourhood of x, i.e. the set of all those verticesy for which yx 2 E(G). The
outdegree of x is d+

G (x) := jN +
G (x)j and the indegree of x is d�

G (x) := jN �
G (x)j.

We write d+
G (x; A ) for the number of outneighbours of x lying inside A and de�ne

d�
G (x; A ) similarly. We denote the minimum outdegree of G by � + (G) and the

minimum indegree by � � (G). We write � (G) and �( G) for the minimum and
maximum degrees of the underlying simple undirected graph ofG respectively.

Given a digraph G and A; B � V (G), an AB -edge is an edge with initial
vertex in A and �nal vertex in B , and eG (A; B ) denotes the number of these edges
in G. If A \ B = ; , we denote by G[A; B ] the bipartite subdigraph of G whose
vertex classes areA and B and whose edges are allAB -edges ofG. By a bipartite
digraph G = G[A; B ] we mean a digraph which only containsAB -edges. A spanning
subdigraph H of G is an r -factor of G if the outdegree and the indegree of every
vertex of H is r .

If P is a path and x; y 2 V (P), we write xP y for the subpath of P whose
endvertices arex and y. We de�ne xP y similarly if P is a directed path and x
precedesy on P.

Let V1; : : : ; Vk be pairwise disjoint sets of vertices and letC = V1 : : : Vk be a
directed cycle on these sets. We say that an edgexy of a digraph R winds around
C if there is somei such that x 2 Vi and y 2 Vi +1 . In particular, we say that R
winds around C if all edges ofR wind around C.

In order to simplify the presentation, we omit 
oors and ceilings and treat large
numbers as integers whenever this does not a�ect the argument.The constants in
the hierarchies used to state our results have to be chosen from right to left. More
precisely, if we claim that a result holds whenever 0< 1=n � a � b � c � 1
(where n is the order of the graph or digraph), then this means that there are non-
decreasing functionsf : (0; 1] ! (0; 1], g : (0; 1] ! (0; 1] and h : (0; 1] ! (0; 1] such
that the result holds for all 0 < a; b; c � 1 and all n 2 N with b � f (c), a � g(b)
and 1=n � h(a). We will not calculate these functions explicitly. Hierarchies with
more constants are de�ned in a similar way. We will write a = b� c as shorthand
for b� c � a � b+ c.

1.3. Derivation of Theorems 1.1.1, 1.1.3, 1.1.4 from the Mai n
Structural Results

In this section, we combine the main auxiliary results of this paper (together
with results from [22] and [19]) to derive Theorems 1.1.1, 1.1.3 and 1.1.4. Before
this, we �rst show that the bound on the minimum degree in Theorem 1.1.3 is best
possible.
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Proposition 1.3.1. For every n � 6, let D � := bn=2c � 1. Unless bothD �

and n are odd, there is a disconnectedD � -regular graph G on n vertices. If both
D � and n are odd, there is a disconnected(D � � 1)-regular graph G on n vertices.

Note that if both D � and n are odd, noD � -regular graph exists.

Proof. If n is even, takeG to be the disjoint union of two cliques of order n=2.
Suppose that n is odd and D � is even. This implies n = 3 (mod 4). Let G be
the graph obtained from the disjoint union of cliques of ordersbn=2c and dn=2e by
deleting a perfect matching in the bigger clique. Finally, suppose thatn and D �

are both odd. This implies that n = 1 (mod 4). In this case, take G to be the
graph obtained from the disjoint union of cliques of ordersbn=2c � 1 and dn=2e+ 1
by deleting a 3-factor in the bigger clique. �

1.3.1. Deriving Theorems 1.1.1 and 1.1.3. As indicated in Section 1.1, in
the proofs of our main results we will distinguish the cases when our given graph
G is close to the union of two disjoint copies ofK n= 2, close to a complete bipartite
graph K n= 2;n= 2 or a robust expander. We will start by de�ning these concepts.

We say that a graphG on n vertices is" -close to the union of two disjoint copies
of K n= 2 if there exists A � V(G) with jAj = bn=2c and such that e(A; V (G) nA) �
"n 2. We say that G is " -close toK n= 2;n= 2 if there exists A � V (G) with jAj = bn=2c
and such that e(A) � "n 2. We say that G is " -bipartite if there exists A � V (G)
with jAj = bn=2c such that e(A); e(V (G) n A) � "n 2. So every" -bipartite graph is
" -close toK n= 2;n= 2. Conversely, if 1=n � " and G is a regular graph onn vertices
which " -close toK n= 2;n= 2, then G is 2"-bipartite.

Given 0 < � � � < 1, we say that a graphG on n vertices is a robust (�; � )-
expander, if for all S � V (G) with �n � j Sj � (1 � � )n the number of vertices that
have at least �n neighbours in S is at least jSj + �n .

The following observation from [19] implies that we can split the proofs of
Theorems 1.1.1 and 1.1.3 into three cases.

Lemma 1.3.2. Suppose that0 < 1=n � � � � � �; " < 1. Let G be a graph on
n vertices of minimum degree� := � (G) � (1=2 � � )n. Then G satis�es one of the
following properties:

(i) G is " -close to K n= 2;n= 2;
(ii) G is " -close to the union of two disjoint copies ofK n= 2;
(iii) G is a robust (�; � )-expander.

Recall that in Chapter 2 we prove Theorems 1.1.1 and 1.1.3 in Case (ii) when
our given graph G is " -close to the union of two disjoint copies ofK n= 2. The
following result is su�ciently general to imply both Theorems 1.1.1 and 1.1.3 in
this case. We will prove it in Section 2.10.

Theorem 1.3.3. For every "ex > 0 there exists ann0 2 N such that the fol-
lowing holds for all n � n0. Suppose thatD � n � 2bn=4c � 1 and that G is a
D-regular graph onn vertices which is"ex-close to the union of two disjoint copies
of K n= 2. Let F be the size of a minimum cut inG. Then G can be decomposed into
bminf D; F g=2c Hamilton cycles andD � 2bminf D; F g=2c perfect matchings.

Note that Theorem 1.3.3 provides structural insight into the extremal graphs
for Theorem 1.1.3 { they are those with a cut of size less thanD.
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Throughout this paper, we will use the following fact.

(1.3.1) n � 2bn=4c � 1 =

8
>>><

>>>:

n=2 � 1 if n = 0 (mod 4),

(n � 1)=2 if n = 1 (mod 4),
n=2 if n = 2 (mod 4),

(n + 1) =2 if n = 3 (mod 4).

The next result from [22] (derived from the main result of [21]) shows that
every even-regular robust expander of linear degree has a Hamilton decomposition.
It will be used to prove Theorems 1.1.1 and 1.1.3 in the case when our given graph
G is a robust expander.

Theorem 1.3.4. For every � > 0 there exists� > 0 such that for every � > 0
there existsn0 = n0(�; �; � ) for which the following holds. Suppose that

(i) G is an r -regular graph on n � n0 vertices, wherer � �n is even;
(ii) G is a robust (�; � )-expander.

Then G has a Hamilton decomposition.

The following result implies Theorems 1.1.1 and 1.1.3 in the case when our
given graph is " -close to K n= 2;n= 2. Note that unlike the case whenG is " -close to
the union of two disjoint copies of K n= 2, we have room to spare in the lower bound
on D.

Theorem 1.3.5. There are "ex > 0 and n0 2 N such that the following holds.
Let n � n0 and suppose thatD � (1=2� "ex)n is even. Suppose thatG is a D-regular
graph on n vertices which is"ex-bipartite. Then G has a Hamilton decomposition.

Theorem 1.3.5 is one of the two main results proven in Chapter 4. The following
result is an easy consequence of Tutte's theorem and gives the degree threshold for
a single perfect matching in a regular graph. Note the condition onD is the same
as in Theorem 1.1.1.

Proposition 1.3.6. Suppose thatD � 2dn=4e � 1 and n is even. Then every
D-regular graph G on n vertices has a perfect matching.

Proof. If D � n=2 then G has a Hamilton cycle (and thus a perfect matching) by
Dirac's theorem. So we may assume thatD = n=2 � 1 and son = 0 (mod 4). In
this case, we will use Tutte's theorem which states that a graphG has a perfect
matching if for every setS � V (G) the graph G� S has at mostjSj odd components
(i.e. components on an odd number of vertices). The latter condition holds if jSj � 1
and if jSj � n=2.

If jSj = n=2 � 1 and G � S has more than jSj odd components, thenG � S
consists of isolated vertices. But this implies that each vertex outside S is joined
to all vertices in S, contradicting the ( n=2 � 1)-regularity of G.

If 2 � j Sj � n=2� 2, then every component ofG� S has at leastn=2�j Sj vertices
and soG� S has at mostb(n � j Sj)=(n=2� j Sj)c components. Butb(n � j Sj)=(n=2�
jSj)c � j Sj unlessn = 8 and jSj = 2. (Indeed, note that ( n�j Sj)=(n=2�j Sj) � j Sj if
and only if n+ jSj2 � (n=2+1) jSj � 0. The latter holds for jSj = 3 and jSj = n=2� 2,
and so for all values in between. The casejSj = 2 can be checked separately.) If
n = 8 and jSj = 2, it is easy to see that G � S has at most two odd components.

�
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Proof of Theorem 1.1.1. Let � = � (1=3) be the constant returned by
Theorem 1.3.4 for � := 1 =3. Choosen0 2 N and constants �; " ex such that
1=n0 � � � �; " ex and "ex � 1. Let n � n0 and let G be a D-regular graph
as in Theorem 1.1.1. Lemma 1.3.2 implies thatG satis�es one of the following
properties:

(i) G is "ex-close toK n= 2;n= 2;
(ii) G is "ex-close to the union of two disjoint copies ofK n= 2;
(iii) G is a robust (�; � )-expander.

If (i) holds and D is even, then as observed at the beginning of this subsection, this
implies that G is 2"ex-bipartite. So Theorem 1.3.5 implies that G has a Hamilton
decomposition and thus also a 1-factorization (asn is even and so every Hamilton
cycle can be decomposed into two perfect matchings). Suppose that (i) holds and
D is odd. Then Proposition 1.3.6 implies that G contains a perfect matchingM .
Now G � M is still "ex-close toK n= 2;n= 2 and so Theorem 1.3.5 implies thatG � M
has a Hamilton decomposition. ThusG has a 1-factorization. If (ii) holds, then
Theorem 1.3.3 and (1.3.1) imply that G has a 1-factorization. If (iii) holds and
D is odd, we use Proposition 1.3.6 to choose a perfect matchingM in G and let
G0 := G � M . If D is even, let G0 := G. In both cases,G0 � M is still a robust
(�= 2; � )-expander. So Theorem 1.3.4 gives a Hamilton decomposition ofG0. So G
has a 1-factorization. �

The proof of Theorem 1.1.3 is similar to that of Theorem 1.1.1.

Proof of Theorem 1.1.3. Choosen0 2 N and constants�; �; " ex as in the proof
of Theorem 1.1.1. Letn � n0 and let G be a D-regular graph as in Theorem 1.1.3.
As before, Lemma 1.3.2 implies thatG satis�es one of (i){(iii). Suppose �rst that
(i) holds. If D is odd, n must be even and soD � n=2. Choose a perfect matching
M in G (e.g. by applying Dirac's theorem) and let G0 := G � M . If D is even, let
G0 := G. Note that in both casesG0 is "ex-close toK n= 2;n= 2 and so 2"ex-bipartite.
Thus Theorem 1.3.5 implies that G0 has a Hamilton decomposition.

Suppose next that (ii) holds. Note that by (1.3.1), D � n � 2bn=4c � 1 unless
n = 3 (mod 4) and D = bn=2c. But the latter would mean that both n and
D are odd, which is impossible. So the conditions of Theorem 1.3.3 are satis�ed.
Moreover, sinceD � b n=2c, Proposition 2.2.1(ii) implies that the size of a minimum
cut in G is at least D . Thus Theorem 1.3.3 implies that G has a decomposition
into Hamilton cycles and at most one perfect matching.

Finally, suppose that (iii) holds. If D is odd (and thus n is even), we can apply
Proposition 1.3.6 again to �nd a perfect matching M in G and let G0 := G � M .
If D is even, let G0 := G. In both cases,G0 is still a robust ( �= 2; � )-expander. So
Theorem 1.3.4 gives a Hamilton decomposition ofG0. �

1.3.2. Deriving Theorem 1.1.4. The derivation of Theorem 1.1.4 is similar
to that of the previous two results. We will replace the use of Lemma1.3.2 and
Theorem 1.3.4 with the following result, which is an immediate consequence of the
two main results in [19].

Theorem 1.3.7. For every "ex > 0 there exists ann0 2 N such that the follow-
ing holds. Suppose thatG is a graph onn � n0 vertices with � (G) � n=2. Then G
satis�es one of the following properties:
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(i) G is "ex-close to K n= 2;n= 2;
(ii) G is "ex-close to the union of two disjoint copies ofK n= 2;
(iii) G contains regeven(n; � )=2 edge-disjoint Hamilton cycles.

To deal with the near-bipartite case (i), we will apply the following result which
we prove in Chapter 4.

Theorem 1.3.8. For each � > 0 there are "ex > 0 and n0 2 N such that the
following holds. Suppose thatF is an "ex-bipartite graph on n � n0 vertices with
� (F ) � (1=2 � "ex)n. Suppose thatF has a D-regular spanning subgraphG such
that n=100 � D � (1=2 � � )n and D is even. Then F contains D=2 edge-disjoint
Hamilton cycles.

The next result immediately implies Theorem 1.1.4 in Case (ii) whenG is " -
close to the union of two disjoint copies ofK n= 2. We will prove it in Chapter 2
(Section 2.5). SinceG is far from extremal in this case, we obtain almost twice as
many edge-disjoint Hamilton cycles as needed for Theorem 1.1.4.

Theorem 1.3.9. For every " > 0, there exist "ex > 0 and n0 2 N such that
the following holds. Supposen � n0 and G is a graph on n vertices such thatG
is "ex-close to the union of two disjoint copies ofK n= 2 and such that � (G) � n=2.
Then G has at least(1=4 � " )n edge-disjoint Hamilton cycles.

We will also use the following well-known result of Petersen.

Theorem 1.3.10. Every regular graph of positive even degree contains a2-
factor.

Proof of Theorem 1.1.4. Choosen0 2 N and "ex such that 1=n0 � "ex � 1.
In particular, we choose"ex � "1

ex(1=12), where"1
ex(1=12) is the constant returned

by Theorem 1.3.9 for " := 1 =12, as well as"ex � "2
ex(1=6)=2, where"2

ex(1=6) is the
constant returned by Theorem 1.3.8 for � := 1 =6. Let G be a graph onn � n0

vertices with � := � (G) � n=2. Theorem 1.3.7 implies that we may assume thatG
satis�es either (i) or (ii). Note that in both cases it follows that � (G) � (1=2+5"ex)n.
So (1.1.1) implies that n=5 � regeven(n; � ) � 3n=10.

Suppose �rst that (i) holds. As mentioned above, this implies that G is 2"ex-
bipartite. Let G0 be a D-regular spanning subgraph ofG such that D is even and
D � regeven(n; � ). Petersen's theorem (Theorem 1.3.10) implies that by successively
deleting 2-factors of G0, if necessary, we may in addition assume thatD � n=3.
Then Theorem 1.3.8 (applied with � := 1 =6) implies that G contains at least
D=2 � regeven(n; � )=2 edge-disjoint Hamilton cycles.

Finally suppose that (ii) holds. Then Theorem 1.3.9 (applied with " := 1 =12)
implies that G contains n=6 � regeven(n; � )=2 edge-disjoint Hamilton cycles. �

1.4. Tools

1.4.1. " -regularity. If G = ( A; B ) is an undirected bipartite graph with ver-
tex classesA and B , then the density of G is de�ned as

d(A; B ) :=
eG (A; B )

jAjjB j
:
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For any " > 0, we say that G is " -regular if for any A0 � A and B 0 � B with
jA0j � " jAj and jB 0j � " jB j we have jd(A0; B 0) � d(A; B )j < " . We say that G is
("; � d)-regular if it is " -regular and has densityd0 for somed0 � d � " .

We say that G is ["; d]-superregular if it is " -regular and dG (a) = ( d � " )jB j for
every a 2 A and dG (b) = ( d � " )jAj for every b 2 B . G is ["; � d]-superregular if it
is ["; d0]-superregular for somed0 � d.

Given disjoint vertex sets X and Y in a digraph G, recall that G[X; Y ] denotes
the bipartite subdigraph of G whose vertex classes areX and Y and whose edges
are all the edges ofG directed from X to Y . We often view G[X; Y ] as an undirected
bipartite graph. In particular, we say G[X; Y ] is " -regular, ("; � d)-regular, ["; d]-
superregular or ["; � d]-superregular if this holds when G[X; Y ] is viewed as an
undirected graph.

The following proposition states that the graph obtained from a superregular
pair by removing a small number of edges at every vertex is still superregular (with
slightly worse parameters). We omit the proof which follows straightforwardly from
the de�nition of superregularity. A similar argument is for example inc luded in [21].

Proposition 1.4.1. Suppose that0 < 1=m � " � d0 � d � 1. Let G be a
bipartite graph with vertex classesA and B of size m. Suppose thatG0 is obtained
from G by removing at mostd0m vertices from each vertex class and at mostd0m
edges incident to each vertex fromG. If G is ["; d]-superregular thenG0 is [2

p
d0; d]-

superregular.

We will also use the following well-known observation, which easily followsfrom
Hall's theorem and the de�nition of [ "; d]-superregularity.

Proposition 1.4.2. Suppose that0 < 1=m � " � d � 1. Suppose thatG is
an ["; d]-superregular bipartite graph with vertex classes of sizem. Then G contains
a perfect matching.

We will also apply the following simple fact.

Fact 1.4.3. Let " > 0. Suppose thatG is a bipartite graph with vertex classes
of size n such that � (G) � (1 � " )n. Then G is [

p
"; 1]-superregular.

1.4.2. A Cherno�-Hoe�ding Bound. We will often use the following Cher-
no�-Hoe�ding bound for binomial and hypergeometric distributions (see e.g. [14,
Corollary 2.3 and Theorem 2.10]). Recall that the binomial random variable with
parameters (n; p) is the sum ofn independent Bernoulli variables, each taking value
1 with probability p or 0 with probability 1 � p. The hypergeometric random variable
X with parameters (n; m; k ) is de�ned as follows. We let N be a set of sizen, �x
S � N of sizejSj = m, pick a uniformly random T � N of sizejT j = k, then de�ne
X := jT \ Sj. Note that EX = km=n.

Proposition 1.4.4. SupposeX has binomial or hypergeometric distribution
and 0 < a < 3=2. Then P(jX � EX j � aEX ) � 2e� a2 EX= 3.

1.4.3. Other Useful Results. We will need the following fact, which is a
simple consequence of Vizing's theorem and was �rst observed by McDiarmid and
independently by de Werra (see e.g. [37]).

Proposition 1.4.5. Let G be a graph with� 0(G) � m. Then G has a decom-
position into m matchings M 1; : : : ; M m with je(M i ) � e(M j )j � 1 for all i; j � m.
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It is also useful to state Proposition 1.4.5 in the following alternative form.

Corollary 1.4.6. Let H be a graph with maximum degree at most� : Then
E(H ) can be decomposed into� + 1 edge-disjoint matchingsM 1; : : : ; M �+1 such
that je(M i ) � e(M j )j � 1 for all i; j � � + 1 .

The following partition result will also be useful.

Lemma 1.4.7. Suppose that0 < 1=n � "; " 1 � "2 � 1=K � 1, that r � 2K ,
that Km � n=4 and that r; K; n; m 2 N. Let G and F be graphs onn vertices with
V(G) = V (F ). Suppose that there is a vertex partition ofV (G) into U; R1; : : : ; Rr

with the following properties:

� j Uj = Km .
� � (G[U]) � "n or �( G[U]) � "n .
� For each j � r we either havedG (u; R j ) � "n for all u 2 U or dG (x; U ) �

"n for all x 2 Rj .

Then there exists a partition of U into K parts U1; : : : ; UK satisfying the following
properties:

(i) jUi j = m for all i � K .
(ii) dG (v; Ui ) = ( dG (v; U) � "1n)=K for all v 2 V (G) and all i � K .
(iii) eG (Ui ; Ui 0) = 2( eG (U) � "2 maxf n; eG (U)g)=K 2 for all 1 � i 6= i 0 � K .
(iv) eG (Ui ) = ( eG (U) � "2 maxf n; eG (U)g)=K 2 for all i � K .
(v) eG (Ui ; Rj ) = ( eG (U; Rj ) � "2 maxf n; eG (U; Rj )g)=K for all i � K and

j � r .
(vi) dF (v; Ui ) = ( dF (v; U) � "1n)=K for all v 2 V (F ) and all i � K .

Proof. Consider an equipartition U1; : : : ; UK of U which is chosen uniformly at
random. So (i) holds by de�nition. Note that for a given vertex v 2 V (G), dG (v; Ui )
has the hypergeometric distribution with mean dG (v; U)=K . So if dG (v; U) �
"1n=K , Proposition 1.4.4 implies that

P
� �

�
�
�dG (v; Ui ) �

dG (v; U)
K

�
�
�
� �

"1dG (v; U)
K

�
� 2 exp

�
�

"2
1dG (v; U)

3K

�
�

1
n2 :

Thus we deduce that for all v 2 V (G) and all i � K ,

P(jdG (v; Ui ) � dG (v; U)=K j � "1n=K ) � 1=n2:

Similarly,
P(jdF (v; Ui ) � dF (v; U)=K j � "1n=K ) � 1=n2:

So with probability at least 3/4, both (ii) and (vi) are satis�ed.
We now consider (iii) and (iv). Fix i; i 0 � K . If i 6= i 0, let X := eG (Ui ; Ui 0). If

i = i 0, let X := 2 eG (Ui ). For an edgef 2 E(G[U]), let E f denote the event that
f 2 E(Ui ; Ui 0). So if f = xy and i 6= i 0, then

(1.4.1) P(E f ) = 2 P(x 2 Ui )P(y 2 Ui 0 j x 2 Ui ) = 2
m
jUj

�
m

jUj � 1
:

Similarly, if f and f 0 are disjoint (that is, f and f 0 have no common endpoint) and
i 6= i 0, then

(1.4.2) P(E f 0 j E f ) = 2
m � 1
jUj � 2

�
m � 1
jUj � 3

� 2
m
jUj

�
m

jUj � 1
= P(E f 0):
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By (1.4.1), if i 6= i 0, we also have

(1.4.3) E(X ) = 2
eG (U)

K 2 �
jUj

jUj � 1
=

�
1 �

2
jUj

�
2eG (U)

K 2 = (1 � "2=4)
2eG (U)

K 2 :

If f = xy and i = i 0, then

(1.4.4) P(E f ) = P(x 2 Ui )P(y 2 Ui j x 2 Ui ) =
m
jUj

�
m � 1
jUj � 1

:

So if i = i 0, similarly to (1.4.2) we also obtain P(E f 0 j E f ) � P(E f ) for disjoint f and
f 0 and we obtain the same bound as in (1.4.3) onE(X ) (recall that X = 2 eG (Ui )
in this case).

Note that if i 6= i 0 then

Var(X ) =
X

f 2 E (U )

X

f 02 E (U )

(P(E f \ E f 0) � P(E f )P(E f 0))

=
X

f 2 E (U )

P(E f )
X

f 02 E (U )

(P(E f 0 j E f ) � P(E f 0))

(1:4:2)
�

X

f 2 E (U )

P(E f ) � 2�( G[U])
(1:4:3)

�
3eG (U)

K 2 � 2�( G[U])

� eG (U)�( G[U]):

Similarly, if i = i 0 then

Var(X ) = 4
X

f 2 E (U )

X

f 02 E (U )

(P(E f \ E f 0) � P(E f )P(E f 0)) � eG (U)�( G[U]):

Let a := eG (U)�( G[U]). In both cases, from Chebyshev's inequality, it follows that

P
�

jX � E(X )j �
q

a="1=2

�
� "1=2:

Suppose that �( G[U]) � "n . If we also have haveeG (U) � n, then
p

a="1=2 �
"1=4n � "2n=2K 2. If eG (U) � n, then

p
a="1=2 � "1=4eG (U) � "2eG (U)=2K 2.

If we do not have �( G[U]) � "n , then our assumptions imply that � (G[U]) �
"n . So �( G[U]) � n � "eG (G[U]) with room to spare. This in turn means thatp

a="1=2 � "1=4eG (U) � "2eG (U)=2K 2. So in all cases, we have

P
�

jX � E(X )j �
"2 maxf n; eG (U)g

2K 2

�
� "1=2:(1.4.5)

Now note that by (1.4.3) we have

(1.4.6)

�
�
�
�E(X ) �

2eG (U)
K 2

�
�
�
� �

"2eG (U)
2K 2 :

So (1.4.5) and (1.4.6) together imply that for �xed i; i 0 the bound in (iii) fails with
probability at most "1=2. The analogue holds for the bound in (iv). By summing
over all possible values ofi; i 0 � K , we have that (iii) and (iv) hold with probability
at least 3=4.

A similar argument shows that for all i � K and j � r , we have

(1.4.7) P
� �

�
�
�eG (Ui ; Rj ) �

eG (U; Rj )
K

�
�
�
� �

"2 maxf n; eG (U; Rj )g
K

�
� "1=2:
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Indeed, �x i � K , j � r and let X := eG (Ui ; Rj ). For an edge f 2 G[U; Rj ], let
E f denote the event that f 2 E(Ui ; Rj ). Then P(E f ) = m=jUj = 1 =K and so
E(X ) = eG (U; Rj )=K . The remainder of the argument proceeds as in the previous
case (with slightly simpler calculations).

So (v) holds with probability at least 3/4, by summing over all possible values
of i � K and j � r again. So with positive probability, the partition satis�es all
requirements. �



CHAPTER 2

The two cliques case

This chapter is concerned with proving Theorems 1.1.1, 1.1.3 and 1.1.4 inthe
case when our graph is close to the union of two disjoint copies of a clique K n= 2

(Case (ii)). More precisely, we prove Theorem 1.3.9 (i.e. Case (ii) of Theorem 1.1.4)
and Theorem 1.3.3, which is a common generalization of Case (ii) of Theorems 1.1.1
and 1.1.3. In Section 2.1, we give a sketch of the arguments for the `two cliques'
Case (ii) (i.e. the proofs of Theorems 1.3.3 and 1.3.9). Sections 2.2{2.4(and part
of Section 2.5) are common to the proofs of both Theorems 1.3.3 and1.3.9. Theo-
rem 1.3.9 is proved in Section 2.5. All the subsequent sections of this chapter are
devoted to the proof of Theorem 1.3.3.

In this chapter (and Chapter 3) it is convenient to view matchings as graphs
(in which every vertex has degree precisely one).

2.1. Overview of the Proofs of Theorems 1.3.3 and 1.3.9

The proof of Theorem 1.3.9 is much simpler than that of Theorems 1.3.3(mainly
because its assertion leaves some leeway { one could probably �nd a slightly larger
set of edge-disjoint Hamilton cycles than guaranteed by Theorem 1.3.9). Moreover,
the ideas used in the former all appear in the proof of the latter too.

2.1.1. Proof Overview for Theorem 1.3.9. Let G be a graph onn vertices
with � (G) � n=2 which is close to being the union of two disjoint cliques. So there
is a vertex partition of G into sets A and B of roughly equal size so thatG[A]
and G[B ] are almost complete. Our aim is to construct almostn=4 edge-disjoint
Hamilton cycles.

Several techniques have recently been developed which yield approximate de-
compositions of dense (almost) regular graphs, i.e. a set of Hamiltoncycles covering
almost all the edges (see e.g. [6, 7, 9, 24, 31 ]). This leads to the following idea:
replace G[A] and G[B ] by multigraphs GA and GB so that any suitable pair of
Hamilton cycles CA and CB of GA and GB respectively corresponds to a single
Hamilton cycle C in the original graph G. We will construct GA and GB by delet-
ing some edges ofG and introducing some `�ctive edges'. (The introduction of
these �ctive edges is the reason whyGA and GB are multigraphs.)

We next explain the key concept of these `�ctive edges'. The followinggraph G
provides an instructive example: suppose thatn = 0 (mod 4). Let G be obtained
from two disjoint cliques induced by setsA and B of sizen=2 by adding a perfect
matching M betweenA and B . Note that G is n=2-regular. Now pair up the edges
of M into n=4 pairs (ei ; ei +1 ) for i = 1 ; 3; : : : ; n=2� 1. Write ei =: x i yi with x i 2 A
and yi 2 B . Next let GA be the multigraph obtained from G[A] by adding all the
edgesx i x i +1 , wherei is odd. Similarly, let GB be obtained fromG[B ] by adding all
the edgesyi yi +1 , where i is odd. We call the edgesx i x i +1 and yi yi +1 �ctive edges.

15
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Note that GA and GB are regular multigraphs. Now pair o� the �ctive edges in
GA with those in GB , i.e. x i x i +1 is paired o� with yi yi +1 . Suppose that CA is a
Hamilton cycle in GA which contains x i x i +1 (and no other �ctive edges) and CB is
a Hamilton cycle in GB which contains yi yi +1 (and no other �ctive edges). Then
together, CA and CB correspond to a Hamilton cycleC in the original graph G
(where �ctive edges are replaced by the corresponding matching edges inM again).

So we have reduced the problem of �nding many edge-disjoint Hamilton cycles
in G to that of �nding many edge-disjoint Hamilton cycles in the almost complete
graph GA (and GB ), with the additional requirement that each such Hamilton
cycle contains a unique �ctive edge. This can be achieved via the `approximate
decomposition result' (see Lemma 2.5.4 which is proved in Chapter 5).

Additional di�culties arise from `exceptional' vertices, namely those which have
high degree into both A and B . (It is easy to see that there cannot be too many
of these vertices.) Fictive edges also provide a natural way of `eliminating' these
exceptional vertices. Suppose for example thatG0 is obtained from the graph G
above by adding a vertexa so that a is adjacent to half of the vertices in A and
half of the vertices in B . (Note that � (G0) is a little smaller than jG0j=2, but
G0 is similar to graphs actually occurring in the proof.) Then we can pair o� the
neighbours ofa into pairs within A and introduce a �ctive edge f i between each pair
of neighbours. We also introduce �ctive edgesf i between pairs of neighbours ofa
in B . Without loss of generality, we have �ctive edgesf 1; f 3; : : : ; f n= 2� 1 (and recall
that jG0j = n +1). So we haveV (G0

A ) = A and V (G0
B ) = B again. We then require

each pair of Hamilton cyclesCA , CB of G0
A and G0

B to contain x i x i +1 , yi yi +1 and a
�ctive edge f i (which may lie in A or B ) where i is odd, see Figure 2.1.1. ThenCA

and CB together correspond to a Hamilton cycleC in G0 again. The subgraphJ of
G0 which corresponds to three such �ctive edgesx i x i +1 , yi yi +1 and f i of C is called
a `Hamilton exceptional system'. J will always be a path system. So in general, we
will �rst �nd a su�cient number of edge-disjoint Hamilton exceptiona l systemsJ .
Then we apply Lemma 2.5.4 to �nd edge-disjoint Hamilton cycles in G0

A and G0
B ,

where each pair of cycles contains a suitable setJ � of �ctive edges (corresponding
to some Hamilton exceptional systemJ ).

For Lemma 2.5.4, we need each of the Hamilton exceptional systemsJ to
be `localized': given a partition of A and B into clusters, the endpoints of the
corresponding setJ � of �ctive edges need to be contained in a single cluster ofA
and ofB . The fact that the Hamilton exceptional systems need to be localized is one
reason for treating exceptional vertices di�erently from the others by introducing
�ctive edges for them.

2.1.2. Proof Overview for Theorem 1.3.3. The main result of this chapter
is Theorem 1.3.3. Suppose thatG is a D-regular graph satisfying the conditions of
that theorem.

Using the approach of the previous subsection, one can obtain an approximate
decomposition ofG, i.e. a set of edge-disjoint Hamilton cycles covering almost all
edges ofG. However, one does not have any control over the `leftover' graph H ,
which makes a complete decomposition seem infeasible. This problem was over-
come in [21] by introducing the concept of a `robustly decomposable graph'Grob .
Roughly speaking, this is a sparse regular graph with the following property: given
any very sparse regular graphH with V (H ) = V (Grob ) which is edge-disjoint from
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A B

a

x i

x i +1

yi

yi +1

f i

CA CB

Figure 2.1.1. Transforming the problem of �nding a Hamilton
cycle onV (G0) into �nding two Hamilton cycles CA and CB on A
and B respectively.

Grob , one can guarantee thatGrob [ H has a Hamilton decomposition. This leads
to a natural (and very general) strategy to obtain a decomposition of G:

(1) �nd a (sparse) robustly decomposable graphGrob in G and let G0 denote
the leftover;

(2) �nd an approximate Hamilton decomposition of G0 and let H denote the
(very sparse) leftover;

(3) �nd a Hamilton decomposition of Grob [ H .

It is of course far from clear that one can always �nd such a graphGrob . The main
`robust decomposition lemma' of [21] guarantees such a graphGrob in any regular
robustly expanding graph of linear degree. SinceG is close to the disjoint union
of two cliques, we are of course not in this situation. However, a regular almost
complete graph is certainly a robust expander, i.e. our assumptionsimply that G
is close to being the disjoint union of two regular robustly expanding graphs GA

and GB , with vertex sets A and B .
So very roughly, the strategy is to apply the robust decompositionlemma of [21]

to GA and GB separately, to obtain a Hamilton decomposition of bothGA and GB .
Now we pair up Hamilton cycles ofGA and GB in this decomposition, so that each
such pair corresponds to a single Hamilton cycle ofG and so that all edges ofG
are covered. It turns out that we can achieve this as in the proof of Theorem 1.3.9:
we replace all edges ofG between A and B by suitable `�ctive edges' in GA and
GB . We then need to ensure that each Hamilton cycle inGA and GB contains a
suitable set of �ctive edges { and the set-up of the robust decomposition lemma
does allow for this.

One signi�cant di�culty compared to the proof of Theorem 1.3.9 is tha t this
time we need adecomposition of all the `exceptional' edges (i.e. those between
A and B and those incident to the exceptional vertices) into Hamilton exceptional
systems. The nature of the decomposition depends on the structure of the bipartite
subgraphG[A0; B 0] of G, whereA0 is obtained from A by including some subsetA0

of the exceptional vertices, andB 0 is obtained from B by including the remaining
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set B0 of exceptional vertices. We say thatG is `critical' if many edges ofG[A0; B 0]
are incident to very few (exceptional) vertices. In our decomposition into Hamilton
exceptional systems, we will need to distinguish between the critical and non-critical
case (when in additionG[A0; B 0] contains many edges) and the case whenG[A0; B 0]
contains only a few edges. The lemmas guaranteeing this decomposition are stated
and discussed in Section 2.7, but their proofs are deferred until Chapter 3.

Finding these localized Hamilton exceptional systems becomes more feasible if
we can assume that there are no edges with both endpoints in the exceptional set
A0 or both endpoints in B0. So in Section 2.6, we �nd and remove a set of edge-
disjoint Hamilton cycles covering all edges inG[A0] and G[B0]. We can then �nd the
localized Hamilton exceptional systems in Section 2.7. After this, we need to extend
and combine them into certain path systems and factors in Section 2.8, before we
can use them as an `input' for the robust decomposition lemma in Section 2.9.
Finally, all these steps are combined in Section 2.10 to prove Theorem1.3.3.

2.2. Partitions and Frameworks

2.2.1. Edges between Partition Classes. Let A0, B 0 be a partition of the
vertex set of a graphG. The aim of this subsection is to give some useful bounds
on the number eG (A0; B 0) of edges betweenA0 and B 0 in G.

Proposition 2.2.1. Let G be a graph onn vertices with � (G) � D . Let A0; B 0

be a partition of V (G). Then the following properties hold:

(i) eG (A0; B 0) � (D � j B 0j + 1) jB 0j:
(ii) If D � n � 2bn=4c � 1, then eG (A0; B 0) � D unless n = 0 (mod 4) ,

D = n=2 � 1 and jA0j = jB 0j = n=2.

Proof. Since � (G) � D we haved(v; A0) � D � j B 0j + 1 for all v 2 B 0 and so
eG (A0; B 0) � (D � j B 0j + 1) jB 0j, which implies (i). (ii) follows from (1.3.1) and
(i). �

Proposition 2.2.2. Let G be aD-regular graph on n vertices together with a
vertex partition A0; B 0. Then

(i) eG (A0; B 0) is odd if and only if both jA0j and D are odd.

(ii) eG (A0; B 0) = eG (A0) + eG (B 0) + (2D +2 � n )n
4 � ( jA 0j�j B 0j )2

4 :

Proof. Note that eG (A0; B 0) =
P

v2 A 0 d(v; B 0) =
P

v2 A 0(D � d(v; A0)) = jA0jD �
2eG (A0). Hence (i) follows.

For (ii), note that

eG (A0) =
�

jA0j
2

�
� eG (A0) =

�
jA0j
2

�
�

1
2

(D jA0j � eG (A0; B 0)) ;

and similarly eG (B 0) =
� jB 0j

2

�
� (D jB 0j � eG (A0; B 0)) =2. Since jA0j + jB 0j = n it

follows that

eG (A0; B 0) = eG (A0) + eG (B 0) �
1
2

�
jA0j2 + jB 0j2 � n (D + 1)

�

= eG (A0) + eG (B 0) +
(2D + 2 � n)n

4
�

(jA0j � j B 0j)2

4
;

as required. �
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Proposition 2.2.3. Let G be aD-regular graph onn vertices with D � b n=2c.
Let A0; B 0 be a partition of V (G) with jA0j; jB 0j � D=2 and �( G[A0; B 0]) � D=2.
Then

eG� U (A0; B 0) �

(
D � 28 if D � n=2,

D=2 � 28 if D = ( n � 1)=2

for every U � V (G) with jUj � 3.

Proof. Without loss of generality, we may assume that jA0j � j B 0j. Set
G0 := G[A0; B 0]. If jB 0j � D � 4, then e(G0) � (D � j B 0j + 1) jB 0j � 5D=2 by
Proposition 2.2.1(i). Since �( G0) � D=2 we havee(G0 � U) � e(G0) � 3D=2 � D .
Thus we may assume thatjB 0j � D � 3. For every v 2 B 0, we have

dG0(v) = dG (v; A0) = D � dG (v; B 0) = D � (jB 0j � dG (v; B 0) � 1) � dG (v; B 0) + 4 ;

and similarly dG0(v) � dG (v; A0) + 4 for all v 2 A0. Thus
X

u2 U

dG0(u) � 12 +
X

u2 U \ A 0

dG (u; A0) +
X

u2 U \ B 0

dG (u; B 0)

� 15 + eG (A0) + eG (B 0):(2.2.1)

Note that jA0j � j B 0j � 7 since jA0j � j B 0j � D � 3 � b n=2c � 3. By Proposi-
tion 2.2.2(ii), we have

e(G0 � U) � e(G0) �
X

u2 U

dG0(u)

� eG (A0) + eG (B 0) +
(2D + 2 � n)n

4
�

(jA0j � j B 0j)2

4
�

X

u2 U

dG0(u)

(2.2.1)
�

(2D + 2 � n)n
4

�
(jA0j � j B 0j)2

4
� 15 �

(2D + 2 � n)n
4

� 28:

Hence the proposition follows. �

The following result is an analogue of Proposition 2.2.3 for the case when G is
(n=2 � 1)-regular with n = 0 (mod 4) and jA0j = n=2 = jB 0j.

Proposition 2.2.4. Let G be an (n=2 � 1)-regular graph on n vertices with
n = 0 (mod 4) . Let A0, B 0 be a partition of V (G) with jA0j = n=2 = jB 0j. Then

eG (A0n X; B 0) � eG (X; B 0) � j X j(jX j � 1)

for every vertex setX � A0. Moreover, �( G[A0; B 0]) � eG (A0; B 0)=2.

Proof. For every v 2 A0, we have

dG (v; B 0) = n=2 � 1 � dG (v; A0) = jA0j � 1 � dG (v; A0) = dG (v; A0):

By summing over all v 2 A0 we obtain

eG (A0; B 0) = 2 eG (A0) � 2

 
X

x 2 X

dG (x; A 0) �
�

jX j
2

� !

= 2
X

x 2 X

dG (x; B 0) � j X j(jX j � 1)

= 2 eG (X; B 0) � j X j(jX j � 1):
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Therefore,

eG (A0n X; B 0) = eG (A0; B 0) � eG (X; B 0) � eG (X; B 0) � j X j(jX j � 1):

In particular, this implies that for each vertex x 2 A0 we haveeG (A0 n f xg; B 0) �
eG (f xg; B 0) = dG (x; B 0) and so 2dG (x; B 0) � eG (A0; B 0). By symmetry, for any
y 2 B 0 we have 2d(y; A0) � eG (A0; B 0). Therefore, �( G[A0; B 0]) � eG (A0; B 0)=2.

�

2.2.2. Frameworks. Throughout this chapter, we will consider partitions
into sets A and B of equal size (which induce `near-cliques') as well as `excep-
tional sets' A0 and B0. The following de�nition formalizes this. Given a graph G,
we say that (G; A; A 0; B; B 0) is an ("0; K )-framework if the following holds, where
A0 := A0 [ A, B 0 := B0 [ B and n := jV (G)j:

(FR1) A; A 0; B; B 0 forms a partition of V(G).
(FR2) e(A0; B 0) � "0n2.
(FR3) jAj = jB j is divisible by K , jA0j � j B0j and jA0j + jB0j � "0n.
(FR4) If v 2 A then d(v; B 0) < " 0n and if v 2 B then d(v; A0) < " 0n.

We often write V0 for A0 [ B0 and think of the vertices in V0 as `exceptional
vertices'. Also, whenever (G; A; A 0; B; B 0) is an ("0; K )-framework, we will write
A0 := A0 [ A, B 0 := B0 [ B .

Proposition 2.2.5. Let 0 < 1=n � "ex; 1=K � 1 and "ex � "0 � 1. Let G be
a graph onn vertices with � (G) = D � n � 2bn=4c � 1 that is "ex-close to the union
of two disjoint copies of K n= 2. Then there is a partition A; A 0; B; B 0 of V (G) such
that (G; A; A 0; B; B 0) is an ("0; K )-framework, d(v; A0) � d(v)=2 for all v 2 A0 and
d(v; B 0) � d(v)=2 for all v 2 B 0.

Proof. Write " := "ex. Since G is " -close to the union of two disjoint copies
of K n= 2, there exists a partition A00; B 00 of V (G) such that jA00j = bn=2c and
e(A00; B 00) � "n 2. If there exists a vertex v 2 A00 such that d(v; A00) < d (v; B 00),
then we move v to B 00. We still denote the vertex classes thus obtained byA00

and B 00. Similarly, if there exists a vertex v 2 B 00such that d(v; B 00) < d (v; A00),
then we move v to A00. We repeat this process until d(v; A00) � d(v; B 00) for all
v 2 A00 and d(v; B 00) � d(v; A00) for all v 2 B 00. Note that this process must
terminate since at each step the value ofe(A00; B 00) decreases. LetA0; B 0 denote
the resulting partition. By relabeling the classes if necessary we mayassume that
jA0j � j B 0j. By construction, e(A0; B 0) � e(A00; B 00) � "n 2 and so (FR2) holds.
Suppose that jB 0j < (1 � 5" )n=2. Then at some stage in the process we have that
jB 00j = (1 � 5" )n=2. But then by Proposition 2.2.1(i),

e(A00; B 00) � (D � j B 00j + 1) jB 00j > "n 2;

a contradiction to the de�nition of " -closeness (as the number of edges between the
partition classes has not increased while moving the vertices). Hence, jA0j � j B 0j �
(1 � 5" )n=2. Let B 0

0 be the set of verticesv in B 0 such that d(v; A0) �
p

"n . Sincep
"n jB 0

0j � e(A0; B 0) � "n 2 we havejB 0
0 j �

p
"n . Note that

jB 0j � j B 0
0j � (1 � 5" )n=2 �

p
"n � (1 � 3

p
" )n=2:(2.2.2)

Similarly, let A0
0 be the set of verticesv in A0 such that d(v; B 0) �

p
"n . Thus,

jA0
0j �

p
"n and jA0j � j A0

0j � n=2 � j A0
0j � (1 � 2

p
" )n=2. Let m be the largest

integer such that Km � j A0j � j A0
0 j; jB 0j � j B 0

0j. Let A and B be Km -subsets of
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A0 n A0
0 and B 0 n B 0

0 respectively. SetA0 := A0 n A and B0 := B 0 n B . Note that
(2.2.2) and its analogue forA0 together imply that jA0 j + jB0 j � 3

p
"n +2 K � "0n.

Therefore, (G; A; A 0; B; B 0) is an ("0; K )-framework. �

2.3. Exceptional Systems and (K; m; " 0)-Partitions

The de�nitions and observations in this section will enable us to `reduce' the
problem of �nding Hamilton cycles in G to that of �nding suitable pairs CA , CB

of cycles with V (CA ) = A and V (CB ) = B . In particular, they will enable us to
`ignore' the exceptional setV0 = A0 [ B0. Roughly speaking, for each Hamilton
cycle we seek, we �nd a certain path systemJ covering V0 (called an exceptional
system). From this, we derive a setJ � of edges whose endvertices lie inA [ B by
replacing paths of J with `�ctive edges' in a suitable way. We can then work with
J � instead of J when constructing our Hamilton cycles (see Proposition 2.3.1 and
the explanation preceding it).

Suppose that A; A 0; B; B 0 forms a partition of a vertex set V of size n such
that jAj = jB j. Let V0 := A0 [ B0. An exceptional coverJ is a graph which satis�es
the following properties:

(EC1) J is a path system with V0 � V (J ) � V .
(EC2) dJ (v) = 2 for every v 2 V0 and dJ (v) � 1 for every v 2 V(J ) n V0.
(EC3) eJ (A); eJ (B ) = 0.

We say that J is an exceptional system with parameter"0, or an ES for short, if J
satis�es the following properties:

(ES1) J is an exceptional cover.
(ES2) One of the following is satis�ed:

(HES) The number of AB -paths in J is even and positive. In this case we
say J is a Hamilton exceptional system, or HES for short.

(MES) eJ (A0; B 0) = 0. In this case we say J is a matching exceptional
system, or MES for short.

(ES3) J contains at most
p

"0n AB -paths.

Note that by de�nition, every AB -path in J is maximal. So the number ofAB -
paths in J is the number of genuine `connections' betweenA and B (and thus
between A0 and B 0). If we want to extend J into a Hamilton cycle using only
edges induced byA and edges induced byB , this number clearly has to be even
and positive. Hamilton exceptional systems will always be extended into Hamilton
cycles and matching exceptional systems will always be extended into two disjoint
even cycles which together span all vertices (and thus consist of two edge-disjoint
perfect matchings).

Since each maximal path inJ has endpoints inA [ B and internal vertices in
V0, an exceptional systemJ naturally induces a matching J �

AB on A [ B . More
precisely, if P1; : : : ; P` 0 are the non-trivial paths in J and x i ; yi are the endpoints
of Pi , then we de�ne J �

AB := f x i yi : i � `0g. Thus eJ �
AB

(A; B ) is equal to the
number of AB -paths in J . In particular, if J is a matching exceptional system,
then eJ �

AB
(A; B ) = 0.

Let x1y1; : : : ; x2` y2` be a �xed enumeration of the edges ofJ �
AB [A; B ] with

x i 2 A and yi 2 B . De�ne

J �
A := J �

AB [A] [ f x2i � 1x2i : 1 � i � `g and J �
B := J �

AB [B ] [ f y2i y2i +1 : 1 � i � `g
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A B

A0 B0

(a) J

A B

A0 B0

(b) J �
AB

A B

A0 B0

(c) J �

Figure 2.3.1. The thick lines illustrate the edges ofJ , J �
AB and

J � respectively.

(with indices considered modulo 2̀). Let J � := J �
A + J �

B , see Figure 2.3.1. Note
that J � is the union of one matching induced byA and another onB , and e(J � ) =
e(J �

AB ). Moreover, by (EC2) we have

(2.3.1) e(J � ) = e(J �
AB ) � j V0j + eJ (A0; B 0) � 2

p
"0n:

We will call the edges in J � �ctive edges. Note that if J1 and J2 are two edge-
disjoint exceptional systems, thenJ �

1 and J �
2 may not be edge-disjoint. However,

we will always view �ctive edges as being distinct from each other and from the
edges in other graphs. So in particular, wheneverJ1 and J2 are two exceptional
systems, we will viewJ �

1 and J �
2 as being edge-disjoint.

We say that a path P is consistent with J �
A if P contains J �

A and (there is an
orientation of P which) visits the vertices x1; : : : ; x2` in this order. A path P is
consistent with J �

B if P contains J �
B and visits the vertices y2; : : : ; y2` ; y1 in this

order. In a similar way we de�ne when a cycle is consistent withJ �
A or J �

B .
The next result shows that if J is a Hamilton exceptional system andCA ; CB

are two Hamilton cycles onA and B respectively which are consistent withJ �
A and

J �
B , then the graph obtained from CA + CB by replacing J � = J �

A + J �
B with J

is a Hamilton cycle on V which contains J , see Figure 2.3.1. When choosing our
Hamilton cycles, this property will enable us ignore all the vertices inV0 and to
consider the (almost complete) graphs induced byA and by B instead. Similarly,
if J is a matching exceptional system and bothjA0j and jB 0j are even, then the
graph obtained from CA + CB by replacing J � with J is the edge-disjoint union of
two perfect matchings onV.

Proposition 2.3.1. Suppose thatA; A 0; B; B 0 forms a partition of a vertex set
V . Let J be an exceptional system. LetCA and CB be two cycles such that

� CA is a Hamilton cycle on A that is consistent with J �
A ;

� CB is a Hamilton cycle on B that is consistent with J �
B .

Then the following assertions hold.

(i) If J is a Hamilton exceptional system, thenCA + CB � J � + J is a Hamilton
cycle on V .

(ii) If J is a matching exceptional system, thenCA + CB � J � + J is the union
of a Hamilton cycle on A0 and a Hamilton cycle on B 0. In particular, if
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both jA0j and jB 0j are even, thenCA + CB � J � + J is the union of two
edge-disjoint perfect matchings onV .

Proof. Suppose thatJ is a Hamilton exceptional system. Letx1y1; : : : ; x2` y2` be
an enumeration of the edges ofJ �

AB [A; B ] with x i 2 A and yi 2 B and such that
J �

A = J �
AB [A][f x2i � 1x2i : 1 � i � `g and J �

B = J �
AB [B ][f y2i y2i +1 : 1 � i � `g. Let

PA
1 ; : : : ; PA

` be the paths inCA �f x2i � 1x2i : 1 � i � `g. SinceCA is consistent with
J �

A , we may assume thatPA
i is a path from x2i � 2 to x2i � 1 for all i � ` . Similarly,

let PB
1 ; : : : ; PB

` be the paths in CB � f y2i y2i +1 : 1 � i � `g. Again, we may assume
that PB

i is a path from y2i � 1 to y2i for all i � ` . De�ne C � to be the 2-regular
graph on A [ B obtained from concatenatingPA

1 ; x1y1; PB
1 ; y2x2; PA

2 ; x3y3; : : : ; PB
`

and y2` x2` . Together with (HES), the construction implies that C � is a Hamilton
cycle on A [ B and C � = CA + CB � J � + J �

AB . Thus C := C � � J �
AB + J is a

Hamilton cycle on V . SinceC = CA + CB � J � + J , (i) holds.
The proof of (ii) is similar to that of (i). Indeed, the previous argument shows

that C � is the union of a Hamilton cycle onA and a Hamilton cycle on B . (MES)
now implies that C is the union of a Hamilton cycle onA0 and one onB 0. �

In general, we construct an exceptional system by �rst choosingan exceptional
system candidate (de�ned below) and then extending it to an exceptional system.
More precisely, suppose thatA; A 0; B; B 0 forms a partition of a vertex set V . Let
V0 := A0 [ B0. A graph F is called anexceptional system candidate with parameter
"0, or an ESC for short, if F satis�es the following properties:

(ESC1) F is a path system with V0 � V (F ) � V and such that eF (A); eF (B ) = 0.
(ESC2) dF (v) � 2 for all v 2 V0 and dF (v) = 1 for all v 2 V (F ) n V0.
(ESC3) eF (A0; B 0) �

p
"0n=2. In particular, jV (F ) \ Aj; jV (F ) \ B j � 2jV0j +p

"0n=2.
(ESC4) One of the following holds:

(HESC) Let b(F ) be the number of maximal paths in F with one endpoint in
A0 and the other in B 0. Then b(F ) is even andb(F ) > 0. In this case
we say that F is a Hamilton exceptional system candidate, or HESC
for short.

(MESC) eF (A0; B 0) = 0. In this case, F is called a matching exceptional
system candidateor MESC for short.

Note that if dF (v) = 2 for all v 2 V0, then F is an exceptional system. Also,
if F is a Hamilton exceptional system candidate with e(F ) = 2, then F consists
of two independent A0B 0-edges. Moreover, note that (EC2) allows an exceptional
cover J (and so also an exceptional systemJ ) to contain vertices in A [ B which
are isolated inJ . However, (ESC2) does not allow for this in an exceptional system
candidate F .

Similarly to condition (HES), in (HESC) the parameter b(F ) counts the number
of `connections' betweenA0 and B 0. In order to extend a Hamilton exceptional
system candidate into a Hamilton cycle without using any additional A0B 0-edges,
it is clearly necessary thatb(F ) is positive and even.

The next result shows that we can extend an exceptional system candidate
into an exceptional system by adding suitableA0A- and B0B -edges. In the proof
of Lemma 2.6.1 we will use that ifG is a D-regular graph with D � n=100 (say) and
(G; A; A 0; B; B 0) is an ("0; K )-framework with �( G[A0; B 0]) � D=2, then conditions
(i) and (ii) below are satis�ed.
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Lemma 2.3.2. Suppose that0 < 1=n � "0 � 1 and that n 2 N. Let G be a
graph on n vertices so that

(i) A; A 0; B; B 0 forms a partition of V (G) with jA0 [ B0j � "0n.
(ii) d(v; A) �

p
"0n for all v 2 A0 and d(v; B) �

p
"0n for all v 2 B0.

Let F be an exceptional system candidate with parameter"0. Then there exists an
exceptional systemJ with parameter "0 such that F � J � G + F and such that
every edge ofJ � F lies in G[A0; A] + G[B0; B ]. Moreover, if F is a Hamilton
exceptional system candidate, thenJ is a Hamilton exceptional system. Otherwise
J is a matching exceptional system.

Proof. For each vertexv 2 A0, we select 2� dF (v) edgesuv in G with u 2 AnV (F ).
SincedG (v; A) �

p
"0n � j V (F ) \ Aj + 2 jV0j by (ESC3), these edges can be chosen

such that they have no common endpoint inA. Similarly, for each vertex v 2 B0,
we select 2� dF (v) edgesuv in G with u 2 B nV (F ). Again, these edges are chosen
such that they have no common endpoint inB . Let J be the graph obtained from
F by adding all these edges. Note thatJ is an exceptional cover such that every
edge ofJ � F lies in G[A0; A] + G[B0; B ]. Furthermore, the number of AB -paths
in J is at most eF (A0; B 0) �

p
"0n=2.

SupposeF is a Hamilton exceptional system candidate with parameter"0. Our
construction of J implies that the number of AB -paths in J equalsb(F ). So (HES)
follows from (HESC). Now supposeF is a matching exceptional system candidate.
Then (MES) is satis�ed since eJ (A0; B 0) = eF (A0; B 0) = 0 by (MESC). This proves
the lemma. �

Let K; m 2 N and "0 > 0. A (K; m; " 0)-partition P of a set V of vertices
is a partition of V into sets A0; A1; : : : ; AK and B0; B1; : : : ; BK such that jA i j =
jB i j = m for all i � 1 and jA0 [ B0j � "0jV j. The setsA1; : : : ; AK and B1; : : : ; BK

are called clusters of P and A0, B0 are called exceptional sets. We often write
V0 for A0 [ B0 and think of the vertices in V0 as `exceptional vertices'. Unless
stated otherwise, wheneverP is a (K; m; " 0)-partition, we will denote the clusters
by A1; : : : ; AK and B1; : : : ; BK and the exceptional sets byA0 and B0. We will
also write A := A1 [ � � � [ AK , B := B1 [ � � � [ BK , A0 := A0 [ A1 [ � � � [ AK and
B 0 := B0 [ B1 [ � � � [ BK .

Given a (K; m; " 0)-partition P and 1 � i; i 0 � K , we say that J is an (i; i 0)-
localized Hamilton exceptional system(abbreviated as (i; i 0)-HES) if J is a Hamilton
exceptional system andV (J ) � V0 [ A i [ B i 0. In a similar way, we de�ne

� (i; i 0)-localized matching exceptional systems(( i; i 0)-MES),
� (i; i 0)-localized exceptional systems(( i; i 0)-ES),
� (i; i 0)-localized Hamilton exceptional system candidates(( i; i 0)-HESC),
� (i; i 0)-localized matching exceptional system candidates(( i; i 0)-MESC),
� (i; i 0)-localized exceptional system candidates(( i; i 0)-ESC).

To make clear with which partition we are working, we sometimes also say that J
is an (i; i 0)-localized Hamilton exceptional system with respect toP etc.

2.4. Schemes and Exceptional Schemes

It will often be convenient to consider the `exceptional' and `non-exceptional'
part of a graph G separately. For this, we introduce a `scheme' (which corresponds
to the non-exceptional part and also incorporates a re�ned partition of G) and an
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`exceptional scheme' (which corresponds to the exceptional part and also incorpo-
rates a re�ned partition of G).

Given a graphG and a partition P of a vertex setV , we call (G; P) a (K; m; " 0;
" )-schemeif the following properties hold:

(Sch1) P is a (K; m; " 0)-partition of V .
(Sch2) V (G) = A [ B and eG (A; B ) = 0.
(Sch3) For all 1 � i � K and all v 2 A we haved(v; A i ) � (1 � " )m. Similarly,

for all 1 � i � K and all v 2 B we haved(v; B i ) � (1 � " )m.

The next proposition shows that if (G; P) is a scheme andG0 is obtained from G
by removing a small number of edges at each vertex, then (G0; P) is also a scheme
with slightly worse parameters. Its proof is immediate from the de�nition of a
scheme.

Proposition 2.4.1. Suppose that0 < 1=m � "; " 0 � 1 and that K; m 2 N.
Let (G; P) be a(K; m; " 0; " )-scheme. LetG0 be a spanning subgraph ofG such that
�( G � G0) � "0m. Then (G0; P) is a (K; m; " 0; " + "0)-scheme.

Given a graph G on n vertices and a partition P of V (G) we call (G; P) a
(K; m; " 0; " )-exceptional schemeif the following properties are satis�ed:

(ESch1) P is a (K; m; " 0)-partition of V(G).
(ESch2) e(A); e(B ) = 0.
(ESch3) If v 2 A then d(v; B 0) < " 0n and if v 2 B then d(v; A0) < " 0n.
(ESch4) For all v 2 V (G) and all 1 � i � K we haved(v; A i ) = ( d(v; A) � "n )=K

and d(v; B i ) = ( d(v; B) � "n )=K .
(ESch5) For all 1 � i; i 0 � K we have

e(A0; A i ) = ( e(A0; A) � " maxf e(A0; A); ng)=K;

e(B0; A i ) = ( e(B0; A) � " maxf e(B0; A); ng)=K;

e(A0; B i ) = ( e(A0; B ) � " maxf e(A0; B ); ng)=K;

e(B0; B i ) = ( e(B0; B ) � " maxf e(B0; B ); ng)=K;

e(A i ; B i 0) = ( e(A; B ) � " maxf e(A; B ); ng)=K 2:

Suppose that (G; A; A 0; B; B 0) is an ("0; K )-framework. The next lemma shows
that there is a re�nement of the vertex partition A; A 0; B; B 0 of V (G) into a
(K; m; " 0)-partition P such that (G[A] + G[B ]; P) is a scheme and (G � G[A] �
G[B ]; P) is an exceptional scheme.

Lemma 2.4.2. Suppose that0 < 1=n � "0 � 1=K � 1, that "0 � "1 � "2 � 1,
that 1=n � � � "2 and that n; K; m 2 N. Let G be a graph onn vertices such
that � (G) � (1 � � )n=2. Let (G; A; A 0; B; B 0) be an ("0; K )-framework with jAj =
jB j = Km . Then there are partitions A1; : : : ; AK of A and B1; : : : ; BK of B which
satisfy the following properties:

(i) The partition P formed byA0, B0 and all these2K clusters is a(K; m; " 0)-
partition of V (G).

(ii) ( G[A] + G[B ]; P) is a (K; m; " 0; "2)-scheme.
(iii) ( G � G[A] � G[B ]; P) is a (K; m; " 0; "1)-exceptional scheme.
(iv) For all v 2 V (G) and all 1 � i � K we havedG (v; A i ) = ( dG (v; A) �

"0n)=K and dG (v; B i ) = ( dG (v; B) � "0n)=K .
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Proof. De�ne a new constant "0
1 such that "0 � "0

1 � "1; 1=K . In order to
�nd the required partitions A1; : : : ; AK of A and B1; : : : ; BK of B we will apply
Lemma 1.4.7 twice, as follows.

In our �rst application of Lemma 1.4.7 we let F := G, U := A and let A0; B0; B
play the roles of R1; R2; R3. Note that � (G[A]) � � (G) � j A0j � "0n � "0n (with
room to spare) by (FR3), (FR4) and that d(a; Rj ) � j Rj j � "0n for all a 2 A and
j = 1 ; 2 by (FR3). Moreover, (FR4) implies that d(a; R3) � d(a; B0) � "0n for all
a 2 A. Thus we can apply Lemma 1.4.7 with"0; "0 and "0

1 playing the roles of "; " 1

and "2 to obtain a partition of A into K clusters A1; : : : ; AK , each of sizem. Then
by Lemma 1.4.7(ii) for all v 2 V (G) and all 1 � i � K we have

(2.4.1) dG (v; A i ) = ( dG (v; A) � "0n)=K:

Moreover, Lemma 1.4.7(v) implies that the �rst two equalities in (ESch5) hold with
respect to "0

1 (for G and thus also for G � G[A] � G[B ]). Furthermore,

(2.4.2) eG (A i ; B ) = ( eG (A; B ) � "0
1 maxf n; eG (A; B )g)=K:

For the second application of Lemma 1.4.7 we letF := G, U := B and let B0; A0; A1;
: : : ; AK play the roles ofR1; : : : ; RK +2 . As before,� (G[B ]) � "0n by (FR3), (FR4)
and d(b; Rj ) � j Rj j � "0n for all b 2 B and j = 1 ; 2 by (FR3). Moreover, (FR4)
implies that d(b; Rj ) � d(b; A0) � "0n for all b 2 B and all j = 3 ; : : : ; K + 2. Thus
we can apply Lemma 1.4.7 with"0; "0 and "0

1 playing the roles of "; " 1 and "2 to
obtain a partition of B into K clusters B1; : : : ; BK , each of sizem. Similarly as
before one can show that for allv 2 V (G) and all 1 � i � K we have

(2.4.3) dG (v; B i ) = ( dG (v; B) � "0n)=K;

and that the third and the fourth equalities in (ESch5) hold with resp ect to "0
1 (for

G and thus also forG � G[A] � G[B ]). Moreover, Lemma 1.4.7(v) implies that for
all 1 � i 0 � K we have

eG (A i ; B i 0) = ( eG (A i ; B ) � "0
1 maxf n; eG (A i ; B )g)=K

(2.4.2)
=

eG (A; B ) � "0
1 maxf n; eG (A; B )g � K" 0

1 maxf n; eG (A i ; B )g
K 2

= ( eG (A; B ) � "1 maxf n; eG (A; B )g)=K 2;

i.e. the last equality in (ESch5) holds too. Let P be the partition formed by
A0; A1; : : : ; AK and B0; B1; : : : ; BK . Then (i) holds.

Let us now verify (ii). Clearly ( G[A] + G[B ]; P) satis�es (Sch1) and (Sch2). In
order to check (Sch3), letG1 := G[A] + G[B ] and note that for all v 2 A and all
1 � i � K we have

dG1 (v; A i ) = dG (v; A i )
(2.4.1)

� (dG (v; A) � "0n)=K
(FR4)

� (� (G) � j A0 j � 2"0n)=K
(FR3)

� ((1 � � )n=2 � 3"0n)=K � (1 � "2)m:

Similarly one can use (2.4.3) to show thatdG1 (v; B i ) � (1 � "2)m for all v 2 B and
all 1 � i � K . This implies (Sch3) and thus (ii).

Note that (iv) follows from (2.4.1) and (2.4.3). Thus it remains to check (iii).
Clearly (G � G[A] � G[B ]; P) satis�es (ESch1), (ESch2) and we have already ver-
i�ed (ESch5). (ESch3) follows from (FR4) and (ESch4) follows from (2.4.1) and
(2.4.3). �
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2.5. Proof of Theorem 1.3.9

An important tool in the proof of Theorem 1.3.9 is Lemma 2.5.4, which guar-
antees an `approximate' Hamilton decomposition of a graphG, provided that G is
close to the union of two disjoint copies ofK n= 2. This yields the required num-
ber of Hamilton cycles for Theorem 1.3.9. As an `input', Lemma 2.5.4 requires an
appropriate number of localized Hamilton exceptional systems.

To �nd these, we proceed as follows: the next lemma (Lemma 2.5.1) guaran-
tees many edge-disjoint Hamilton exceptional systems in a given framework. We
will apply it to `localized subgraphs' (obtained from Lemma 2.5.2) of the original
graph to ensure that the exceptional systems guaranteed by Lemma 2.5.1 are also
localized. These can then be used as the required input for Lemma 2.5.4.

Lemma 2.5.1. Suppose that0 < 1=n � "0 � " � � � 1 and that n; �n 2
N. Let G be a graph onn vertices. Suppose that(G; A; A 0; B; B 0) is an ("0; K )-
framework which satis�es the following conditions:

(a) eG (A0; B 0) � 2(� + " )n.
(b) eG� v (A0; B 0) � �n for all v 2 A0 [ B0.
(c) d(v) � 2(� + " )n for all v 2 A0 [ B0.
(d) d(v; A0) � d(v; B 0) � "n for all v 2 A0 and d(v; B 0) � d(v; A0) � "n for all

v 2 B0.

Then there exist �n edge-disjoint Hamilton exceptional systems with parameter "0

in G.

Proof. First we will �nd �n edge-disjoint matchings of size 2 inG[A0; B 0]. If
�( G[A0; B 0]) � (� + "=2)n, then by (a) and Proposition 1.4.5 we can �nd such
matchings. So suppose that �(G[A0; B 0]) � (� + "=2)n and let v be a vertex such
that dG[A 0;B 0](v) � (� + "=2)n. Thus v 2 A0 [ B0 by (FR4). By (b) there are �n
edgese1; : : : ; e�n in G[A0; B 0] � v. Since dG[A 0;B 0](v) � (� + "=2)n, for each es in
turn we can �nd an edge e0

s incident to v in G[A0; B 0] such that e0
s is vertex-disjoint

from es and such that the e0
s are distinct for di�erent indices s � �n . Then the

matchings consisting ofes and e0
s are as required. Thus in both cases we can �nd

edge-disjoint matchingsM 1; : : : ; M �n of size 2 inG[A0; B 0].
Our aim is to extend eachM s into a Hamilton exceptional system Js such that

all these Js are pairwise edge-disjoint. Initially, we set Fs := M s for all s � �n .
So eachFs is a Hamilton exceptional system candidate. For eachv 2 V0 in turn,
we are going to assign at most two edges joiningv to A [ B to each ofF1; : : : ; F�n

in such a way that now eachFs is a Hamilton exceptional system candidate with
dF s (v) = 2. Thus after we have carried out these assignments for allv 2 V0, every
Fs will be a Hamilton exceptional system with parameter "0.

So consider anyv 2 V0. Without loss of generality we may assume thatv 2 A0.
Moreover, by relabelling the Fs if necessary, we may assume that there exists an
integer 0 � r � �n such that dF s (v) = 1 for all s � r and dF s (v) = 0 for r < s � �n .
For eachs � r our aim is to assign some edgevws betweenv and A to Fs such that
ws =2 V (Fs) and such that the vertices ws are distinct for di�erent s � r . To check
that such an assignment of edges is possible, note thatjV (Fs) \ Aj; jV (Fs) \ B j �
2jV0j + 2 � 3"0n. Together with (c) and (d) this implies that

d(v; A) � d(v; A0) � j A0j � (� + "=2 � "0)n > r + jV (Fs) \ Aj:

Thus for all s � r we can assign an edgevws to Fs as required.
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It remains to assign two edges atv to each of Fr +1 ; : : : ; F�n . We will do this
for each s = r + 1 ; : : : ; �n in turn and for each such s we will either assign two
edges betweenv and A to Fs or two edges betweenv and B . (This will ensure that
we still have b(Fs) = 2, where b(Fs) is the number of vertex-disjoint A0B 0-paths
in the path system Fs.) So suppose that for somer < s � �n we have already
assigned two edges atv to each of Fr +1 ; : : : ; Fs� 1. Set Gs := G �

P �n
s0=1 Fs0.

The fact that v has degree at most two in eachFs0 and (c) together imply that
dG s (v) � dG (v) � 2�n � 10"0n. So either dG s (v; A0) � 5"0n or dG s (v; B 0) � 5"0n.
If the former holds then

dG s (v; A) � dG s (v; A0) � j A0j � 4"0n � j V (Fs) \ Aj + 2

and so we can assign two edgesvw and vw0 of Gs to Fs such that w; w0 2 A nV (Fs).
Similarly if dG s (v; B 0) � 5"0n then we can assign two edgesvw and vw0 in Gs to
Fs such that w; w0 2 B n V(Fs). This shows that to each of Fr +1 ; : : : ; F�n we can
assign two suitable edges atv.

Let J1; : : : ; J�n be the graphs obtained after carrying out these assignments
for all v 2 V0. Then the Js are pairwise edge-disjoint and it is easy to check that
eachJs is a Hamilton exceptional system with parameter"0. (Note that (ES2) and
(ES3) hold sinceb(Js) = 2 and so the number of AB -paths is two.) �

The next lemma guarantees a decomposition of an exceptional scheme (G; P)
into suitable `localized slices'G(i; i 0) whose edges are induced byA0, B0 and two
clusters ofP. We will use it again in Chapter 3.

Lemma 2.5.2. Suppose that0 < 1=n � "0 � " � 1=K � 1 and that
n; K; m 2 N. Let (G; P) be a (K; m; " 0; " )-exceptional scheme withjGj = n and
eG (A0); eG (B0) = 0 . Then G can be decomposed into edge-disjoint spanning sub-
graphsH (i; i 0) and H 0(i; i 0) of G (for all i; i 0 � K ) such that the following properties
hold, whereG(i; i 0) := H (i; i 0) + H 0(i; i 0):

(a1) Each H (i; i 0) contains only A0A i -edges andB0B i 0-edges.
(a2) All edges ofH 0(i; i 0) lie in G[A0 [ A i ; B0 [ B i 0].
(a3) e(H 0(i; i 0)) = ( eG (A0; B 0) � 4" maxf n; eG (A0; B 0)g)=K 2.
(a4) dH 0( i;i 0) (v) = ( dG[A 0;B 0](v) � 2"n )=K 2 for all v 2 V0.
(a5) dG(i;i 0) (v) = ( dG (v) � 4"n )=K 2 for all v 2 V0.

Proof. First we decomposeG into K 2 `random' edge-disjoint spanning subgraphs
G(i; i 0) (one for all i; i 0 � K ) as follows:

� Initially set V (G(i; i 0)) := V (G) and E(G(i; i 0)) := ; for all i; i 0 � K .
� Add all the A i B i 0-edges ofG to G(i; i 0).
� Choose a partition of E(A0; B0) into K 2 sets Ui;i 0 (one for all i; i 0 � K )

whose sizes are as equal as possible. Add the edges inUi;i 0 to G(i; i 0).
� For all i � K , choose a random partition ofE(A0; A i ) into K setsU0

i 0 of
equal size (one for eachi 0 � K ) and add the edges inU0

i 0 to G(i; i 0). (If
e(A0; A i ) is not divisible by K , �rst distribute up to K � 1 edges arbitrarily
among the U0

i 0 to achieve divisibility.) For all i 0 � K proceed similarly to
distribute each edge inE(B0; B i 0) to G(i; i 0) for some i � K .

� For all i 0 � K , choose a random partition ofE(A0; B i 0) into K sets U00
i

of equal size (one for eachi � K ) and add the edges inU00
i to G(i; i 0).

(If e(A0; B i 0) is not divisible by K , �rst distribute up to K � 1 edges
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arbitrarily among the U00
i to achieve divisibility.) For all i � K proceed

similarly to distribute each edge in E(B0; A i ) to G(i; i 0) for some i 0 � K .

Thus every edge ofG is added to precisely one of the subgraphsG(i; i 0). Set
H (i; i 0) := G(i; i 0)[A0] + G(i; i 0)[B 0] and H 0(i; i 0) := G(i; i 0)[A0; B 0]. So conditions
(a1) and (a2) hold. Fix any i; i 0 � K and set H := H (i; i 0) and H 0 := H 0(i; i 0). To
verify (a3), note that

e(H 0) = eH 0(A i ; B i 0) + eH 0(A0; B0) + eH 0(A0; B i 0) + eH 0(B0; A i )

= eG (A i ; B i 0) + eG (A0; B0)=K 2 + eG (A0; B i 0)=K + eG (B0; A i )=K � 3

=
eG (A; B ) + eG (A0; B0) + eG (A0; B ) + eG (B0; A) � 3" maxf eG (A0; B 0); ng

K 2 � 3

=
eG (A0; B 0) � 4" maxf eG (A0; B 0); ng

K 2 :

Here the third equality follows from (ESch5).
To prove (a4), suppose �rst that v 2 A0. If dG (v; B i 0) � "n=K 2 then clearly

0 � dH 0( i;i 0) (v) � "n=K 2 + jV0j � 2"n=K 2. Further by (ESch4) we havedG (v; B) �
Kd G (v; B i 0) + "n = "n=K + "n: So dG (v; B 0) � 2"n . Together this shows that (a4)
is satis�ed.

So assume thatdG (v; B i 0) � "n=K 2. Proposition 1.4.4 implies that with prob-
ability at least 1 � e�

p
n (with room to spare) we have

(2.5.1) dG(i;i 0) (v; B i 0) = ( dG (v; B i 0) � "n=2K )=K
(ESch4)

= ( dG (v; B) � 3"n=2)=K 2:

Since

dH 0( i;i 0) (v) = dG(i;i 0) (v; B i 0) + dG(i;i 0) (v; B0) = dG(i;i 0) (v; B i 0) � "0n
(2.5.1)

= ( dG (v; B 0) � 2"n )=K 2;

it follows that v satis�es (a4). The argument for the case whenv 2 B0 is similar.
Thus (a4) holds with probability at least 1 � ne�

p
n .

Similarly as (2.5.1) one can show that with probability at least 1 � ne�
p

n we
have dG(i;i 0) (v; A i ) = ( dG (v; A) � 3"n=2)=K 2 for all v 2 A0 and dG(i;i 0) (v; B i 0) =
(dG (v; B)� 3"n=2)=K 2 for all v 2 B0. Together with the fact that eG (A0); eG (B0) =
0 and (a4) this now implies (a5). �

The next lemma �rst applies the previous one to construct localized subgraphs
G(i; i 0) and then applies Lemma 2.5.1 to �nd many Hamilton exceptional systems
within each of the localized slicesG(i; i 0). Altogether, this yields many localized
Hamilton exceptional systems inG.

Lemma 2.5.3. Suppose that0 < 1=n � "0 � " � �; 1=K � 1 and that
n; K; m; (1=4� � )n=K 2 2 N. Suppose that(G; A; A 0; B; B 0) is an ("0; K )-framework
with jGj = n, � (G) � n=2 and such that dG (v; A0) � dG (v)=2 for all v 2 A0 and
dG (v; B 0) � dG (v)=2 for all v 2 B 0. Suppose thatP = f A0; A1; : : : ; AK ; B0; B1; : : : ;
BK g is a re�nement of the partition A; A 0; B; B 0 such that (G � G[A] � G[B ]; P) is
a (K; m; " 0; " )-exceptional scheme. Then there is a setJ of (1=4� � )n edge-disjoint
Hamilton exceptional systems with parameter"0 in G such that, for eachi; i 0 � K ,
J contains precisely (1=4 � � )n=K 2 (i; i 0)-HES.
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Proof. Let � := (1 =4 � � )=K 2 and choose a new constant"0 such that " �
"0 � �; 1=K . Note that (FR3) implies that jA0j � j B 0j. If jB 0j < n= 2, then
Proposition 2.2.1(i) implies that eG (A0; B 0) � 2jB 0j � (1 � "0)n � 3K 2�n (where
the second inequality follows from (FR3) and there is room to spare inthe �nal
inequality). Since dG[A 0;B 0](v) � n=2 for every vertex v 2 V(G), it follows that
eG� v (A0; B 0) � (1=2� "0)n � 3K 2�n= 2. If jB 0j = n=2, then jA0j = jB 0j and Propo-
sition 2.2.1(i) implies that eG (A0; B 0) � j B 0j = n=2 � 2K 2(� + "0)n. Moreover,
jA0j = jB 0j together with the fact that � (G) � n=2 also implies that dG[A 0;B 0](v) � 1
for any vertex v 2 V (G). HenceeG� v (A0; B 0) � n=2� 1 � 3K 2�n= 2. Thus regard-
less of the size ofB 0, we always have

(2.5.2) eG (A0; B 0) � 2K 2(� + "0)n

and

(2.5.3) eG� v (A0; B 0) � 3K 2�n= 2 � K 2(� + "0)n for any v 2 V (G).

Set G� := G � G[A] � G[B ] � G[A0] � G[B0]. Note that each vertex v 2 V0 satis�es

(2.5.4) dG � (v) � (1=2 � "0)n � 2K 2(� + "0)n:

Moreover, both (2.5.2) and (2.5.3) also hold forG� , and since (G � G[A] � G[B ]; P)
is a (K; m; " 0; " )-exceptional scheme, (G� ; P) is also a (K; m; " 0; " )-exceptional
scheme. Thus we can apply Lemma 2.5.2 toG� to obtain edge-disjoint span-
ning subgraphsH (i; i 0), H 0(i; i 0) of G� (for all i; i 0 � K ) which satisfy (a1){(a 5) of
Lemma 2.5.2. SetG(i; i 0) := H (i; i 0) + H 0(i; i 0) for all i; i 0 � K . We claim that each
G(i; i 0) satis�es the following properties:

(i) All edges of G(i; i 0) lie in G� [A0 [ A i [ B0 [ B i 0].
(ii) eG(i;i 0) (A0; B 0) � 2(� +

p
")n.

(iii) eG(i;i 0) � v (A0; B 0) � �n for all v 2 V0.
(iv) dG(i;i 0) (v) � 2(� +

p
")n for all v 2 V0.

(v) dG(i;i 0) (v; A0) � dG(i;i 0) (v; B 0) �
p

"n for all v 2 A0 and dG(i;i 0) (v; B 0) �
dG(i;i 0) (v; A0) �

p
"n for all v 2 B0.

Indeed, (i) follows from (a1) and (a2). To prove (ii), note that eG(i;i 0) (A0; B 0) =
e(H 0(i; i 0)). Now apply (a3) and (2.5.2). For (iii), note that (a 4) and �( G[A0; B 0]) �
n=2 imply that for all v 2 V0,

dG(i;i 0)[ A 0;B 0](v) = dH 0( i;i 0) (v) � (dG[A 0;B 0](v) + 2 "n )=K 2 � (1=2 + 2")n=K 2:

If eG (A0; B 0) � n, then (a3) implies that eG(i;i 0) (A0; B 0) � (1 � 4" )n=K 2 � �n +
dG(i;i 0)[ A 0;B 0](v) and so (iii) follows. If eG (A0; B 0) < n , then for all v 2 V0

eG(i;i 0) � v (A0; B 0) = e(H 0(i; i 0)) � dH 0( i;i 0) (v)
(a 3 ) ;(a 4 )

� (eG� v (A0; B 0) � 6"n )=K 2
(2.5.3)

� �n:

So (iii) follows again. (iv) follows from (a5) and (2.5.4). For (v), note that (a 1) and
(a2) imply that for v 2 A0,

dG(i;i 0) (v; A0) = dG(i;i 0) (v) � dH 0( i;i 0) (v)
(a 4 ) ;(a 5 )

� (dG (v; A0) � 6"n )=K 2

� (dG (v; B 0) � 6"n )=K 2
(a 4 )
� dH 0( i;i 0) (v) � 8"n = dG(i;i 0) (v; B 0) � 8"n:

The second part of (v) follows similarly.
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Note that each (G(i; i 0); A; A 0; B; B 0) is an ("0; K )-framework since this holds
for (G; A; A 0; B; B 0). Thus for all i; i 0 � K we can apply Lemma 2.5.1 (with

p
"

playing the role of " ) to the ( "0; K )-framework (G(i; i 0); A; A 0; B; B 0) in order to
obtain �n edge-disjoint Hamilton exceptional systems with parameter"0 in G(i; i 0).
By (i), we may delete any vertices outsideA0 [ A i [ B0 [ B i 0 from these systems
without a�ecting their edges. So each of these Hamilton exceptional systems is in
fact an (i; i 0)-HES. The set J consisting of all theseK 2�n Hamilton exceptional
systems is as required in the lemma. �

Given the appropriate set J of localized Hamilton exceptional systems, the
next lemma guarantees a set ofjJ j edge-disjoint Hamilton cycles in a graphG
such that each of them contains one exceptional system fromJ , provided that G is
su�ciently close to the union of two disjoint copies of K n= 2. The lemma also allows
J to contain matching exceptional systems (each of these will then be extended into
a perfect matching ofG). Note that with a suitable J and an appropriate choice of
parameters we can achieve that the `uncovered' graph has density 2� � 2=K � 1,
i.e. we do have an approximate decomposition. We defer the proof ofthe lemma
until Chapter 5.

Lemma 2.5.4. Suppose that0 < 1=n � "0 � 1=K � � � 1 and 0 � � � 1,
where n; K 2 N and K is odd. Suppose thatG is a graph on n vertices and P is
a (K; m; " 0)-partition of V (G). Furthermore, suppose that the following conditions
hold:

(a) d(v; A i ) = (1 � 4� � 4=K )m and d(w; B i ) = (1 � 4� � 4=K )m for all v 2 A,
w 2 B and 1 � i � K .

(b) There is a set J which consists of at most(1=4 � � � � )n edge-disjoint
exceptional systems with parameter"0 in G.

(c) J has a partition into K 2 sets J i;i 0 (one for all 1 � i; i 0 � K ) such that
each J i;i 0 consists of preciselyjJ j =K 2 (i; i 0)-ES with respect toP.

(d) If J contains matching exceptional systems thenjA0j = jB 0j is even.

Then G contains jJ j edge-disjoint spanning subgraphsH1; : : : ; H jJ j which satisfy
the following properties:

� For each H s there is someJs 2 J such that Js � H s .
� If Js is a Hamilton exceptional system, thenH s is a Hamilton cycle of G.

If Js is a matching exceptional system, thenH s is the edge-disjoint union
of two perfect matchings inG.

Matching exceptional systems do no play any role in the current application to
prove Theorem 1.3.9, but they will occur when we use Lemma 2.5.4 againin the
proof of Theorem 1.3.3.

To prove Theorem 1.3.9, we �rst apply Lemma 2.5.3 to �nd suitable localized
Hamilton exceptional systems and then apply Lemma 2.5.4 to transform these into
Hamilton cycles.

Proof of Theorem 1.3.9. Choose new constants"ex, "0, "1, "2, � and an odd
number K 2 N such that

1=n0 � "ex � "0 � "1 � "2 � 1=K � � � ":
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Further, we may assume that " � 1. Let n � n0 and let G be any graph on n
vertices such that � (G) � n=2 and such that G is "ex-close to two disjoint copies of
K n= 2. By modifying � slightly, we may assume that (1=4 � � )n=K 2 2 N.

Apply Proposition 2.2.5 to obtain a partition A; A 0; B; B 0 of V(G) such that
such that (G; A; A 0; B; B 0) is an ("0; K )-framework, d(v; A0) � d(v)=2 for all v 2
A0 and d(v; B 0) � d(v)=2 for all v 2 B 0. Let m := jAj=K = jB j=K . Ap-
ply Lemma 2.4.2 with "0 playing the role of � to obtain partitions A1; : : : ; AK

of A and B1; : : : ; BK of B which satisfy the following properties, where P =
f A0; A1; : : : ; AK ; B0; B1; : : : ; BK g:

� (G[A] + G[B ]; P) is a (K; m; " 0; "2)-scheme.
� (G � G[A] � G[B ]; P) is a (K; m; " 0; "1)-exceptional scheme.

Apply Lemma 2.5.3 to obtain a set J of (1=4 � � )n edge-disjoint Hamilton excep-
tional systems with parameter "0 in G such that, for each i; i 0 � K , J contains
precisely (1=4� � )n=K 2 (i; i 0)-HES. Finally, our aim is to apply Lemma 2.5.4 with
� := 1 =K and � := � � 1=K . So let us check that conditions (a){(c) of Lemma 2.5.4
hold (note that (d) is not relevant). Clearly (b) and (c) hold. To ver ify (a) note
that (Sch3) implies that for all v 2 A we haved(v; A i ) � (1� "2)m � (1� 1=K )m �
(1 � 4� � 4=K )m. Similarly, for all w 2 B we haved(w; B i ) � (1 � 4� � 4=K )m.
So we can apply Lemma 2.5.4 to obtainjJ j � (1=4 � " )n edge-disjoint Hamilton
cycles. �

2.6. Eliminating the Edges inside A0 and B0

This and the remaining sections of the chapter are all devoted to the proof of
Theorem 1.3.3. Suppose thatG is a D-regular graph and (G; A; A 0; B; B 0) is an
("0; K )-framework with �( G[A0; B 0]) � D=2. The aim of this section is to construct
a small number of Hamilton cycles (and perfect matchings if appropriate) which
together cover all the edges ofG[A0] and G[B0]. The �rst step is to construct a
small number of exceptional systems containing all the edges ofG[A0] and G[B0].

Lemma 2.6.1. Suppose that0 < 1=n � "0 � � � 1 and that n; �n; D; K 2 N.
Let G be a D-regular graph on n vertices with D � n � 2bn=4c � 1. Suppose that
(G; A; A 0; B; B 0) is an ("0; K )-framework with �( G[A0; B 0]) � D=2. Let

` :=
�

maxf 0; D � eG (A0; B 0)g
2

�
and �n :=

(
2�n + 1 if D is odd,

2�n if D is even.

Let w1 and w2 be vertices ofG such thatdG[A 0;B 0](w1) � dG[A 0;B 0](w2) � dG[A 0;B 0](v)
for all v 2 V(G) n f w1; w2g. Then there exist �n + 1 edge-disjoint subgraphs
J0; J1; : : : ; J�n of G which cover all the edges inG[A0] + G[B0] and satisfy the
following properties:

(i) If D is odd, thenJ0 is a perfect matching in G with eJ 0 (A0; B 0) � 1. If D
is even, thenJ0 is empty.

(ii) Js is a matching exceptional system with parameter"0 for all 1 � s �
minf `; �n g.

(iii) Js is a Hamilton exceptional system with parameter"0 and such that
eJ s (A0; B 0) = 2 for all ` < s � �n .
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(iv) Let J be the union of all the Js and let H � := G[A0; B 0] � J . Then
eJ (A0; B 0) � �n and dJ (v) = �n for all v 2 V0. Moreover, e(H � ) is
even.

(v) dH � (w1) � (D � �n )=2. Furthermore, if D = n=2 � 1 then dH � (w2) �
(D � �n )=2.

(vi) If eG (A0; B 0) < D , then e(H � ) � D � �n and �( H � ) � e(H � )=2.

As indicated in Section 2.1, the main proof of Theorem 1.3.3 splits into three
cases: (a) the non-critical case witheG (A0; B 0) � D , (b) the critical case with
eG (A0; B 0) � D and (c) the case with eG (A0; B 0) < D . The formal de�nition of
`critical' and a more detailed discussion of the di�erent cases is given inSection 2.7.

The above lemma will be used in all three cases. In these di�erent cases, we
will need that the Hamilton cycles or perfect matchings produced bythe lemma
use appropriate edges betweenA0 and B 0 (and thus the `leftover' H � has suitable
properties). In particular, (v) will ensure that we can apply Lemma 2.7.4 in case
(b). Similarly, (vi) will ensure that we can apply Lemma 2.7.5 in case (c). (ii) and
(vi) will only be relevant in case (c).

Proof of Lemma 2.6.1. Set H := G[A0; B 0] and W := f w1; w2g. First, we
construct J0. If D is even, then (i) is trivial, so we may assume thatD is odd (and
so n is even). We will construct J0 such that it satis�es (i) as well as the following
additional property:

(i0) If w1w2 is an edge inG[A0] + G[B 0], then w1w2 lies in J0. Moreover,
eJ 0 (A0; B 0) = 1 if jA0j is odd and eJ 0 (A0; B 0) = 0 if jA0j is even.

Suppose �rst that jA0j is even (and sojB 0j is even as well). Since our assumptions
imply that � (G[A0]) � d D=2e � 3"0n, there exists a matchingM 0

A in G[A0] of size at
most jA0 j +2 covering all the vertices of A0 [ (A0\ W ). Moreover, if w1w2 is an edge
in G[A0], then we can ensure thatw1w2 2 M 0

A . Note that A00:= A0 n V (M 0
A ) is a

subset ofA and jA00j is even. (FR4) implies that � (G[A00]) � D � "0n � 2(jA0j +2) �
jA00j=2. Therefore, there exists a perfect matchingM 00

A in G[A00] (e.g. by Dirac's
theorem). Hence,M A := M 0

A + M 00
A is a perfect matching in G[A0]. Similarly, there

is a perfect matchingM B in G[B 0] such that if w1w2 is an edge inG[B 0], then w1w2

is in M B . Set J0 := M A + M B .
Next assume that jA0j is odd. If D � b n=2c, then Proposition 2.2.3 implies that

e(H � W ) > 0. If D = n=2 � 1, then n = 0 (mod 4) and so jB 0j � n=2 � 1 since
jA0j is odd. Together with Proposition 2.2.1(ii) this implies that e(H ) � n=2 � 1.
Since in this case we also have that �(H ) � b D=2c = n=4 � 1, it follows that
e(H � W ) � e(H ) � 2�( H ) > 0. Thus in both cases there exists an edgeab in
H � W with a 2 A0 and b 2 B 0. Note that both jA0n f agj and jB 0n f bgj are even.
Moreover, � (G[A0nf ag]) � d D=2e� 1 � 3"0n and � (G[B 0nf bg]) � d D=2e� 1 � 3"0n.
Thus we can argue as in the case whenjA0j is even to �nd perfect matchings M A

and M B in G[A0n f ag] and G[B 0n f bg] respectively such that if w1w2 is an edge in
G[A0] + G[B 0] then w1w2 2 M A + M B . Set J0 := M A + M B + ab.

This completes the construction of J0. (If D is even we setJ0 := ; .) So (i)
and (i0) hold. Let G0 := G � J0 and H 0 := G0[A0; B 0]. SincejA0 j + jB0j � "0n � �n ,
Vizing's theorem implies that we can decomposeG0[A0] + G0[B0] into �n edge-
disjoint (possibly empty) matchings M 1; : : : ; M �n . By relabeling these matchings
if necessary, we may assume that ifw1w2 2 EG0(A0) or w1w2 2 EG0(B0), then
w1w2 2 M 1.
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Case 1: e(H ) � D .

Note that in this case ` = 0 and e(H 0) � D � 1. For each s = 1 ; : : : ; �n in turn
we will extend M s into a Hamilton exceptional system Js with eJ s (A0; B 0) = 2 and
such that Js and Js0 are edge-disjoint for all 0 � s0 < s . In order to do this, we
will �rst extend M s into a Hamilton exceptional system candidateFs by adding
two independent A0B 0-edgesf s and f 0

s. We will then use Lemma 2.3.2 to extendFs

into a Hamilton exceptional system Js. For all s with 1 � s � �n , we will choose
these edges and sets to satisfy the following:

(� 1) Js is a Hamilton exceptional system with parameter "0 such that
eJ s (A0; B 0) = 2.

(� 2) Suppose that dH (w1) � 2�n . Then w1 is an endpoint of f s.
(� 3) Suppose that dH (w2) � 2�n . Then w2 is an endpoint of f 0

s, unless both
s = 1 and w1w2 2 M 1.

(� 4) Js contains M s as well as the edgesf s and f 0
s. Js � M s � f s � f 0

s
only contains A0A-edges andB0B -edges ofG. Js is edge-disjoint from
J0; : : : ; Js� 1.

First suppose that w1w2 2 M 1. We construct J1 satisfying the above. Our assump-
tion means that w1w2 is an edge inG[A0] + G[B 0], so D is even (or elsew1w2 2 J0

by (i 0)). Moreover, H 0 = H and D � b n=2c by (1.3.1) and the fact that D is even.
Together with Proposition 2.2.3 this implies that e(H 0� W ) = e(H � W ) > 0. Pick
an A0B 0-edgef 0

1 in H 0 � W . Let U1 be the connected component inM 1 + f 0
1 con-

taining f 0
1. SojU1j � 4 and w1 =2 U1. If dH (w1) � 2�n , we can �nd an A0B 0-edgef 1

such that w1 is one endpoint off 1 and the other endpoint of f 1 does not lie inU1. If
dH (w1) < 2�n , then the choice ofw1 implies that �( H ) � 2�n . So there exists an
A0B 0-edgef 1 in H 0� V (U1) = H � V(U1) sincee(H � V(U1)) � e(H ) � j U1j�( H ) �
e(H ) � 8�n > 0. Set F1 := M 1 + f 1 + f 0

1. Note that f 1 satis�es (� 2) and that F1 is
a Hamilton exceptional system candidate with eF1 (A0; B 0) = 2. By Lemma 2.3.2,
we can extendF1 into a Hamilton exceptional system J1 with parameter "0 in G
such that F1 � J1 and such that J1 � F1 only contains A0A-edges andB0B -edges
of G.

Next, suppose that for some 1� s � �n we have already constructedJ0; : : : ;
Js� 1 satisfying (� 1){( � 4). So s � 2 if w1w2 2 M 1. Let Gs := G �

P �n
j = s M j �

P s� 1
j =0 J j and H s := Gs [A0; B 0]. Note that

e(H s) � e(H ) � 2(s � 1) � 1 � D � 2�n:(2.6.1)

Moreover, note that dG s (v; A) � dG (v; A) � 2(s � 1) � 1 �
p

"0n for all v 2 A0 and
dG s (v; B) �

p
"0n for all v 2 B0.

We �rst pick the edge f 0
s as follows. IfdH (w2) � 2�n , then dH s (w2) � dH (w2) �

s � �n . So we can pick anA0B 0-edgef 0
s of H s such that w2 is an endpoint of f 0

s
and the connected componentUs of M s + f 0

s containing f 0
s does not containw1. If

dH (w2) < 2�n , then pick an A0B 0-edgef 0
s of H s such that the connected component

Us of M s+ f 0
s containing f 0

s does not containw1. To see that such an edge exists, note
that in this case the neighbour w0

1 of w1 in M s satis�es dH (w0
1) � dH (w2) < 2�n

(if w0
1 exists) and that (2.6.1) implies that e(H s) � D � 2�n > D= 2 + 2�n �

dH (w1) + 2 �n . Observe that in both casesjUs j � 4.
We now pick the edgef s as follows. IfdH (w1) � 2�n , then dH s (w1) � dH (w1) �

s � �n . So we can �nd an A0B 0-edgef s of H s such that w1 is one endpoint off s

and the other endpoint of f s does not lie inUs. If dH (w1) < 2�n , then �( H ) � 2�n
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and thus (2.6.1) implies that

e(H s � V (Us)) � D � 2�n � 2�n jUs j � 1:

So there exists anA0B 0-edgef s in H s � V (Us).
In all cases the edgesf s and f 0

s satisfy (� 2) and (� 3). Set Fs := M s + f s + f 0
s.

Clearly, Fs is a Hamilton exceptional system candidate witheF s (A0; B 0) = 2. Recall
that dG s (v; A) �

p
"0n for all v 2 A0 and dG s (v; B) �

p
"0n for all v 2 B0. Thus

by Lemma 2.3.2, we can extendFs into a Hamilton exceptional system Js with
parameter "0 such that Fs � Js � Gs + Fs and such that Js � Fs only contains
A0A-edges andB0B -edges ofGs. Hence we have constructedJ1; : : : ; J�n satisfying
(� 1){( � 4). So (iii) holds. Note (ii) and (vi) are vacuously true.

To verify (iv), recall that J := J0 [ � � � [ J �n and H � = G[A0; B 0] � J . For all
1 � s � �n we haveeJ s (A0; B 0) = 2 by (iii). Moreover, (i) and (i 0) together imply
that eJ 0 (A0; B 0) = 1 if and only if both jA0j and D are odd. Therefore,eJ (A0; B 0) �
�n . Moreover, sincee(H � ) = e(H ) � 2�n � eJ 0 (A0; B 0), Proposition 2.2.2(i) implies
that e(H � ) is even. Thus (iv) holds.

To verify (v), note that if dH (w1) � 2�n then clearly dH � (w1) � 2�n � (D �
�n )=2. If dH (w1) � 2�n then (� 2) implies that dJ s [A 0;B 0](w1) = 1 for all 1 � s � �n .
HencedH � (w1) � b D=2c� �n = ( D � �n )=2. Now suppose thatD = n=2� 1 and so
n = 0 (mod 4) by (1.3.1). Thus D is odd and so (i0) implies that if w1w2 is an edge
in G[A0] + G[B 0], then w1w2 2 J0. In particular w1w2 =2 M 1. (Note that if w1w2 2
G[A0; B 0], then w1w2 is not contained in M 1 either since M 1 � G[A0] + G[B0].)
Thus in the case whendH (w2) � 2�n , (� 3) implies that dJ s [A 0;B 0](w2) = 1 for all
1 � s � �n . HencedH � (w2) � b D=2c � �n = ( D � �n )=2. If dH (w2) � 2�n then
clearly dH � (w2) � 2�n � (D � �n )=2. Therefore (v) holds.

Case 2: e(H ) < D

Together with Proposition 2.2.1(ii) this implies that n = 0 (mod 4), D = n=2 � 1
and jA0j = n=2 = jB 0j. So D is odd and jA0j is even. In particular, by Propo-
sition 2.2.2(i) e(H ) is even and by (i) and (i0) J0 is a perfect matching with
eJ 0 (A0; B 0) = 0. Moreover, Proposition 2.2.4 implies that �( H ) � e(H )=2 in
this case (recall that H := G[A0; B 0]).

Note that eachM s is a matching exceptional system candidate. By Lemma 2.3.2,
for each 1� s � minf `; �n g in turn, we can extend M s into a matching exceptional
systemJs with parameter "0 in G0 = G � J0 such that M s � Js , and such that Js

and Js0 are edge-disjoint whenever 1� s0 < s � minf `; �n g. Thus (ii) holds.
If ` � �n , then e(H ) � D � 2�n = D � �n + 1. But since e(H ) is even and

D � �n + 1 is odd this means that e(H ) � D � �n . Thus �( H ) � e(H )=2 �
(D � �n )=2. Moreover, dJ (v) = 2 �n + dJ 0 (v) = �n for all v 2 V0. Hence (iv){(vi)
hold sinceH � = H . ((iii) is vacuously true.)

Therefore, we may assume that̀ < �n . Using a similar argument as in Case 1,
for all ` < s � �n we can extend the matchingsM s into edge-disjoint Hamil-
ton exceptional systemsJs satisfying (� 1){( � 4) and which are edge-disjoint from
J0; : : : ; J` . Indeed, suppose that for ` < s � �n we have already constructed
J` +1 ; : : : ; Js� 1 satisfying (� 1){( � 4). (Note that (i 0) implies that the exception
in ( � 3) is not relevant.) The fact that D is odd and e(H ) is even implies that
` = ( D � e(H ) � 1)=2. Then de�ning H s analogously to Case 1, we have

e(H s) � e(H ) � 2(s � 1 � `) = D � 2s � D � 2�n;
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where in the �rst inequality we use that eJ 0 (A0; B 0) = 0 by (i 0). So the analogue
of (2.6.1) holds. Hence we can proceed exactly as in Case 1 to construct Js (the
remaining calculations go through as before). Thus (iii) holds.

To verify (iv), note that eJ (A0; B 0) = 2( �n � `). So

e(H � ) = e(H ) � 2(�n � `) = e(H ) � 2�n + ( D � e(H ) � 1) = D � �n:(2.6.2)

In particular, e(H � ) is even andeJ (A0; B 0) = e(H ) � e(H � ) < �n . So (iv) holds.
In order to verify (vi), recall that �( H ) � e(H )=2. Moreover, note that (� 2)

implies that if dH (w1) � 2�n , then dJ s [A 0;B 0](w1) = 1 for all ` < s � �n . Hence

dH � (w1) = dH (w1) � (�n � `) = �( H ) � �n + `

� e(H )=2 � �n + ( D � e(H ) � 1)=2 = ( D � �n )=2
(2.6.2)

= e(H � )=2:

Similarly if dH (w2) � 2�n , then dH � (w2) � e(H � )=2. If dH (w1) � 2�n , then
dH � (w1) � 2�n � e(H � )=2 by (2.6.2) and the analogue also holds forw2. Thus in
all casesdH (w1); dH (w2) � e(H � )=2. Our choice ofw1 and w2 implies that for all
v 2 V (G) n W we have

dH (v) � (e(H ) + 3) =3 � (D + 3) =3
(2.6.2)

< e(H � )=2:

Therefore, �( H � ) � e(H � )=2. Together with (2.6.2) this implies (vi) and thus (v).
�

The next lemma implies that each of the exceptional systemsJs guaranteed by
Lemma 2.6.1 can be extended into a Hamilton cycle (ifJs is a Hamilton exceptional
system) or into two perfect matchings (if Js is a matching exceptional system and
both jA0j and jB 0j are even).

Lemma 2.6.2. Suppose that0 < 1=n � "0 � � � 1 and that n; �n; K 2 N. Sup-
pose that(G; A; A 0; B; B 0) is an ("0; K )-framework such that� (G[A]) � 4jAj=5 and
� (G[B ]) � 4jB j=5. Let J1; : : : ; J�n be exceptional systems with parameter"0. Sup-
pose thatG and J1; : : : ; J�n are pairwise edge-disjoint. Then there are edge-disjoint
subgraphsH1; : : : ; H �n in G +

P �n
s=1 Js which satisfy the following properties:

(i) Js � H s and E(H s � Js) � E (G[A] + G[B ]) for all 1 � s � �n .
(ii) If Js is a Hamilton exceptional system, thenH s is a Hamilton cycle on

V (G).
(iii) If Js is a matching exceptional system, thenH s is an union of a Hamilton

cycle on A0 = A [ A0 and a Hamilton cycle onB 0 = B [ B0.

Proof. Recall that, given an exceptional systemJ , we have de�ned matchingsJ �
A ,

J �
B and J � = J �

A + J �
B in Section 2.3. We will write J �

s;A := ( Js)�
A and J �

s;B := ( Js)�
B .

For eachs � �n in turn, we will �nd a subgraph H �
s of G[A]+ G[B ]+ J �

s containing
J �

s such that H �
s is edge-disjoint fromH �

1 ; : : : ; H �
s� 1. Moreover,H �

s will be the union
of two cyclesCA and CB such that CA is a Hamilton cycle onA which is consistent
with J �

s;A and CB is a Hamilton cycle on B which is consistent with J �
s;B . (Recall

from Section 2.3 that we always view di�erent J �
i as being edge-disjoint from each

other. So askingH �
s to be edge-disjoint from H �

1 ; : : : ; H �
s� 1 is the same as asking

H �
s � J �

s to be edge-disjoint from H �
1 � J �

1 ; : : : ; H �
s� 1 � J �

s� 1.)
Suppose that for some 1� s � �n we have already foundH �

1 ; : : : ; H �
s� 1. For

all i < s , let H i := H �
i � J �

i + J i . Let Gs := G � (H1 [ � � � [ H s� 1). First we
construct CA as follows. Recall from (2.3.1) thatJ �

s;A is a matching of size at most
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2
p

"0n. Note that � (Gs [A]) � � (G[A]) � 2s � (4=5 � 5�n )jAj. So we can greedily
�nd a path PA of length at most 6

p
"0n in Gs[A] + J �

s;A such that PA is consistent
with J �

s;A . Let u and v denote the endpoints ofPA . Let GA
s be the graph obtained

from Gs [A] � V (PA ) by adding a new vertex w whose neighbourhood is precisely
(NG s (u) \ NG s (v)) n V (PA ). Note that � (GA

s ) � j GA
s j=2 (with room to spare).

Thus GA
s contains a Hamilton cycle C0

A by Dirac's theorem. But C0
A corresponds

to a Hamilton cycle CA of Gs[A] + J �
s;A that is consistent with J �

s;A . Similarly, we
can �nd a Hamilton cycle CB of Gs [B ] + J �

s;B that is consistent with J �
s;B . Let

H �
s = CA + CB . This completes the construction ofH �

1 ; : : : ; H �
�n .

For each 1� s � �n we take H s := H �
s � J �

s + Js . Then (i) holds. Proposi-
tion 2.3.1 implies (ii) and (iii). �

By combining Lemmas 2.6.1 and 2.6.2 we obtain the following result, which
guarantees a set of edge-disjoint Hamilton cycles covering all edges of G[A0] and
G[B0].

Lemma 2.6.3. Suppose that0 < 1=n � "0 � � � 1 and that D; n; (D �
�n )=2; K 2 N. Let G be aD-regular graph on n vertices with D � n � 2bn=4c � 1.
Suppose that(G; A; A 0; B; B 0) is an ("0; K )-framework with �( G[A0; B 0]) � D=2.
Let w1 and w2 be (�xed) vertices of G such that dG[A 0;B 0](w1) � dG[A 0;B 0](w2) �
dG[A 0;B 0](v) for all v 2 V (G) n f w1; w2g. Then there exists a�n -regular spanning
subgraphG0 of G which satis�es the following properties:

(i) G[A0] + G[B0] � G0.
(ii) eG0 (A0; B 0) � �n and eG� G0 (A0; B 0) is even.
(iii) G0 can be decomposed intobeG0 (A0; B 0)=2c Hamilton cycles and �n �

2beG0 (A0; B 0)=2c perfect matchings. Moreover, if eG (A0; B 0) � D , then
this decomposition of G0 uses b�n= 2c Hamilton cycles and one perfect
matching if D is odd.

(iv) Let H � := G[A0; B 0] � G0. Then dH � (w1) � (D � �n )=2. Furthermore, if
D = n=2 � 1 then dH � (w2) � (D � �n )=2.

(v) If eG (A0; B 0) < D , then �( H � ) � e(H � )=2 � (D � �n )=2.

Proof. Let

` :=
�

maxf 0; D � eG (A0; B 0)g
2

�
and �n := b�n= 2c =

(
(�n � 1)=2 if D is odd,

�n= 2 if D is even.

(The last equality holds since our assumption that (D � �n )=2 2 N implies that D
is odd if and only if �n is odd.) So`, � and � are as in Lemma 2.6.1. Thus we can
apply Lemma 2.6.1 toG in order to obtain �n +1 subgraphsJ0; : : : ; J�n as described
there. Let G0 be the graph obtained fromG[A0] + G[B 0] by removing all the edges
in J0 [ � � � [ J �n . Recall that J0 is either a perfect matching in G or empty. Since
each ofJ1; : : : ; J�n is an exceptional system and so by (EC3) we haveeJ s (A) = 0
for all 1 � s � �n , it follows that � (G0[A]) � � (G[A]) � 1 � 4jAj=5, where the �nal
inequality follows from (FR3) and (FR4). Similarly � (G0[B ]) � 4jB j=5. So we can
apply Lemma 2.6.2 with G0 playing the role of G in order to extend J1; : : : ; J�n

into edge-disjoint subgraphsH1; : : : ; H �n of G0+
P �n

s=1 Js such that

(a) H s is a Hamilton cycle on V (G) which contains precisely twoA0B 0-edges
for all ` < s � �n ;
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(b) H s is the union of a Hamilton cycle onA0 and a Hamilton cycle onB 0 for
all 1 � s � minf `; �n g.

Indeed, the property eH s (A0; B 0) = 2 in (a) follows from Lemma 2.6.1(iii) and
2.6.2(i). Let G0 := J0 +

P �n
s=1 H s . Then (i) holds since by Lemma 2.6.1 all the

J0; : : : ; J�n together cover all edges inG[A0] and G[B0]. Let J HC be the union
of all Js with ` < s � �n and let J be the union of all Js with 0 � s � �n .
The de�nition of G0, Lemma 2.6.1(ii),(iii) and Lemma 2.6.2(i) together imply that
G0[A0; B 0] = J [A0; B 0] = J0[A0; B 0] + J HC [A0; B 0] and so

eG0 (A0; B 0) = eJ (A0; B 0)(2.6.3)

= eJ 0 (A0; B 0) + 2(max f 0; �n � `g):(2.6.4)

Together with Lemma 2.6.1(iv), (2.6.3) implies (ii). Moreover, the graph H � de�ned
in (iv) is the same as the graphH � de�ned in Lemma 2.6.1(iv). Thus (iv) and (v)
follow from Lemma 2.6.1(v) and (vi).

So it remains to verify (iii). Note that if ` > 0 then eG (A0; B 0) < D and so
n = 0 (mod 4), D = n=2 � 1 and jA0j = n=2 = jB 0j by Proposition 2.2.1(ii). In
particular, both A0 and B 0 are even and so for all 1� s � ` the graph H s can be de-
composed into two edge-disjoint perfect matchings. Recall that by Lemma 2.6.1(i)
the graph J0 is a perfect matching if D is odd and empty if D is even. Thus,
if ` � �n , then G0 can be decomposed into�n � ` edge-disjoint Hamilton cycles
and nmatch edge-disjoint perfect matchings, wherenmatch = 2 ` if D is even and
nmatch = 2 ` + 1 if D is odd. In particular, this implies the `moreover part' of
(iii) (since ` = 0 if eG (A0; B 0) � D ). Also, (2.6.4) together with the fact that
eJ 0 (A0; B 0) � 1 by Lemma 2.6.1(i) implies that �n � ` = beG0 (A0; B 0)=2c and so
�n � 2beG0 (A0; B 0)=2c = nmatch . Thus (iii) holds in this case. If ` > �n , then (a)
implies that there are no Hamilton cycles at all in the decomposition. Also (2.6.4)
implies that beG0 (A0; B 0)=2c = 0, as required in (iii). Similarly, (b) implies that
nmatch = 2 �n if D is even andnmatch = 2 �n + 1 if D is odd, which also agrees
with (iii). �

2.7. Constructing Localized Exceptional Systems

Suppose that (G; A; A 0; B; B 0) is an ("0; K )-framework and that G0 is the span-
ning subgraph of our given D-regular graph G obtained by Lemma 2.6.3. Set
G0 := G � G0. (So G0 has no edges insideA0 or B0.) Roughly speaking, the aim
of this section is to decomposeG0 � G0[A] � G0[B ] into edge-disjoint exceptional
systems. Each of these exceptional systemsJ will then be extended into a Hamil-
ton cycle (in the case whenJ is a Hamilton exceptional system) or into two perfect
matchings (in the case whenJ is a matching exceptional system). We will ensure
that all but a small number of these exceptional systems are localized (with respect
to some (K; m; " 0)-partition P of V (G) re�ning the partition A; A 0; B; B 0). More-
over, for all 1 � i; i 0 � K , the number of (i; i 0)-localized exceptional systems in our
decomposition will be the same. (Recall that (i; i 0)-localized exceptional systems
were de�ned in Section 2.3.)

However, rather than decomposing the above `leftover'G0 � G0[A] � G0[B ] in
a single step, we actually need to proceed in two steps: initially, we �nda small
number of exceptional systemsJ which have some additional useful properties
(e.g. the number of A0B 0-edges ofJ is either zero or two). These exceptional
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systems will be used to construct the robustly decomposable graph Grob . (Recall
that the role of Grob was discussed in Section 2.1.) LetG00:= G � G0 � Grob . Some
of the additional properties of the exceptional systems contained in Grob then allow
us to �nd the desired decomposition of G� := G00� G00[A] � G00[B ]. (We need to
proceed in two steps rather than one as we have little control overthe structure of
Grob .)

Recall that in order to construct the required (localized) exceptional systems,
we will distinguish three cases:

(a) the case whenG is `non-critical' and contains at least D A 0B 0-edges (see
Lemma 2.7.3);

(b) the case when G is `critical' and contains at least D A 0B 0-edges (see
Lemma 2.7.4);

(c) the case whenG contains less thanD A 0B 0-edges (see Lemma 2.7.5).

Each of the three lemmas above is formulated in such a way that we can apply
it twice: �rstly to obtain the small number of exceptional systems needed for the
robustly decomposable graphGrob and secondly for the decomposition of the graph
G� into exceptional systems. The proofs of all the results in this section are deferred
until Chapter 3.

2.7.1. Critical Graphs. Roughly speaking,G is critical if most of its A0B 0-
edges are incident to only a few vertices. More precisely, given a partition A0; B 0 of
V(G) and D 2 N, we say that G is critical (with respect to A0; B 0 and D) if both
of the following hold:

� �( G[A0; B 0]) � 11D=40;
� e(H ) � 41D=40 for all subgraphsH of G[A0; B 0] with �( H ) � 11D=40.

Note that the property of G being critical depends only onD and the partition
A0 = A [ A0 and B 0 = B [ B0 of V (G), which is �xed after we have applied
Proposition 2.2.5 to obtain a framework (G; A; A 0; B; B 0). In particular, it does not
depend on the choice of the (K; m; " 0)-partition P of V (G) re�ning A; A 0; B; B 0.
(In the proof of Theorem 1.3.3 we will �x a framework (G; A; A 0; B; B 0), but will
then choose two di�erent partitions re�ning A; A 0; B; B 0.)

One example of a critical graph is the following: Gcrit consists of two disjoint
cliques on (n � 1)=2 vertices with vertex set A and B respectively, wheren = 1
(mod 4). In addition, there is a vertex a which is adjacent to exactly half of the
vertices in each ofA and B . Also, add a perfect matchingM between those vertices
of A and those vertices inB not adjacent to a. Let A0 := A [ f ag, B 0 := B and
D := ( n � 1)=2. Then Gcrit is critical, and D-regular with e(A0; B 0) = D . Note
that e(M ) = D=2. To obtain a Hamilton decomposition of Gcrit , we will need
to decomposeGcrit [A0; B 0] into D=2 Hamilton exceptional system candidatesJs

(which need to be matchings of size exactly two in this case). In this example, this
decomposition is essentially unique: everyJs has to consist of exactly one edge in
M and one edge incident toa. Note that in this way, every edge betweena and B
yields a `connection' (i.e. a maximal path) betweenA0 and B 0 required in (ESC4).

The following lemma (proved in Section 3.1) collects some properties ofcritical
graphs. In particular, there is a setW consisting of between one and three vertices
with many neighbours in both A and B . We will need to useA0B 0-edges incident
to one or two vertices of W to provide `connections' betweenA0 and B 0 when
constructing the Hamilton exceptional system candidates in the critical case (b).
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Lemma 2.7.1. Suppose that0 < 1=n � 1 and that D; n 2 N with D � n �
2bn=4c � 1. Let G be aD-regular graph on n vertices and let A0; B 0 be a partition
of V (G) with jA0j; jB 0j � D=2 and �( G[A0; B 0]) � D=2. Suppose thatG is critical.
Let W be the set of verticesw 2 V (G) such that dG[A 0;B 0](w) � 11D=40. Then the
following properties are satis�ed:

(i) 1 � j W j � 3.
(ii) Either D = ( n � 1)=2 and n = 1 (mod 4) , or D = n=2 � 1 and n = 0

(mod 4). Furthermore, if n = 1 (mod 4) , then jW j = 1 .
(iii) eG (A0; B 0) � 17D=10 + 5 < n .

Recall from Proposition 2.2.1(ii) that we have eG (A0; B 0) � D unless D =
n=2 � 1, n = 0 (mod 4) and jAj = jB j = n=2. Together with Lemma 2.7.1(ii)
this shows that in order to �nd the decomposition into exceptional systems, we can
distinguish the following three cases.

Corollary 2.7.2. Suppose that0 < 1=n � 1 and that D; n 2 N with D �
n � 2bn=4c� 1. Let G be aD-regular graph onn vertices and letA0; B 0 be a partition
of V (G) with jA0j; jB 0j � D=2 and �( G[A0; B 0]) � D=2. Then exactly one of the
following holds:

(a) eG (A0; B 0) � D and G is not critical.
(b) eG (A0; B 0) � D and G is critical. In particular, eG (A0; B 0) < n and either

D = ( n � 1)=2 and n = 1 (mod 4) , or D = n=2 � 1 and n = 0 (mod 4) .
(c) eG (A0; B 0) < D . In particular, D = n=2 � 1, n = 0 (mod 4) and jAj =

jB j = n=2.

2.7.2. Decomposition into Exceptional Systems. Recall from the begin-
ning of Section 2.7 that our aim is to �nd a decomposition ofG � G0 � G[A] � G[B ]
into suitable exceptional systems (in particular, most of these exceptional systems
have to be localized). The following lemma (proved in Section 3.2) states that this
can be done if we are in Case (a) of Corollary 2.7.2, i.e. ifG is not critical and
eG (A0; B 0) � D .

Lemma 2.7.3. Suppose that0 < 1=n � "0 � " � �; 1=K � 1, that D � n=3,
that 0 � � � 1 and that D; n; K; m; �n=K 2; (D � �n )=(2K 2) 2 N. Suppose that the
following conditions hold:

(i) G is a D-regular graph on n vertices.
(ii) P is a (K; m; " 0)-partition of V (G) such that D � eG (A0; B 0) � "0n2 and

�( G[A0; B 0]) � D=2. Furthermore, G is not critical.
(iii) G0 is a subgraph ofG such that G[A0] + G[B0] � G0, eG0 (A0; B 0) � �n

and dG0 (v) = �n for all v 2 V0.
(iv) Let G� := G � G[A] � G[B ] � G0. eG � (A0; B 0) is even and(G� ; P) is a

(K; m; " 0; " )-exceptional scheme.

Then there exists a setJ consisting of (D � �n )=2 edge-disjoint Hamilton excep-
tional systems with parameter"0 in G� which satis�es the following properties:

(a) Together all the Hamilton exceptional systems inJ cover all edges ofG� .
(b) For all 1 � i; i 0 � K , the setJ contains (D � (� +2 � )n)=(2K 2) ( i; i 0)-HES.

Moreover, �n=K 2 of these(i; i 0)-HES J are such thateJ (A0; B 0) = 2 .

Note that (b) implies that J contains �n Hamilton exceptional systems which
might not be localized. This will make them less useful for our purposes and we
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extend them into Hamilton cycles in a separate step. On the other hand, the lemma
is `robust' in the sense that we can remove a sparse subgraphG0 before we �nd
the decompositionJ into Hamilton exceptional systems. In our �rst application of
Lemma 2.7.3 (i.e. to construct the exceptional systems for the robustly decompos-
able graph Grob ), we will let G0 be the graph obtained from Lemma 2.6.3. In the
second application,G0 also includesGrob . In our �rst application of Lemma 2.7.3,
we will only use the (i; i 0)-HES J with eJ (A0; B 0) = 2.

The next lemma is an analogue of Lemma 2.7.3 for the case whenG is critical
and eG (A0; B 0) � D . By Corollary 2.7.2(b) we know that in this case D = ( n � 1)=2
or D = n=2 � 1. (Again we defer the proof to Section 3.3.)

Lemma 2.7.4. Suppose that0 < 1=n � "0 � " � �; 1=K � 1, that D �
n � 2bn=4c � 1, that 0 � � � 1 and that n; K; m; �n=K 2; (D � �n )=(400K 2) 2 N.
Suppose that the following conditions hold:

(i) G is a D-regular graph on n vertices.
(ii) P is a (K; m; " 0)-partition of V(G) such that eG (A0; B 0) � D and

�( G[A0; B 0]) � D=2. Furthermore, G is critical. In particular, eG (A0; B 0)
< n and D = ( n � 1)=2 or D = n=2 � 1 by Lemma 3.1.1(ii) and (iii).

(iii) G0 is a subgraph ofG such that G[A0] + G[B0] � G0, eG0 (A0; B 0) � �n
and dG0 (v) = �n for all v 2 V0.

(iv) Let G� := G � G[A] � G[B ] � G0. eG � (A0; B 0) is even and(G� ; P) is a
(K; m; " 0; " )-exceptional scheme.

(v) Let w1 and w2 be (�xed) vertices such thatdG[A 0;B 0](w1) � dG[A 0;B 0](w2) �
dG[A 0;B 0](v) for all v 2 V (G) n f w1; w2g. Suppose that

(2.7.1) dG � [A 0;B 0](w1); dG � [A 0;B 0](w2) � (D � �n )=2:

Then there exists a setJ consisting of (D � �n )=2 edge-disjoint Hamilton excep-
tional systems with parameter"0 in G� which satis�es the following properties:

(a) Together the Hamilton exceptional systems inJ cover all edges ofG� .
(b) For each 1 � i; i 0 � K , the set J contains (D � (� + 2 � )n)=(2K 2) ( i; i 0)-

HES. Moreover, �n=K 2 of these(i; i 0)-HES are such that
(b1) eJ (A0; B 0) = 2 and
(b2) dJ [A 0;B 0](w) = 1 for all w 2 f w1; w2g with dG[A 0;B 0](w) � 11D=40.

Similarly as for Lemma 2.7.3, (b) implies that J contains �n Hamilton ex-
ceptional systems which might not be localized. Another similarity is that when
constructing the robustly decomposable graphGrob , we only use those Hamilton
exceptional systemsJ which have some additional useful properties, namely (b1)
and (b2) in this case. This guarantees that (2.7.1) will be satis�ed in the second
application of Lemma 2.7.4 (i.e. after the removal ofGrob ), by `tracking' the de-
grees of the high degree verticesw1 and w2. Indeed, if dG[A 0;B 0](w2) � 11D=40,
then (b2) will imply that dG rob [A 0;B 0](wi ) is large for i = 1 ; 2. This in turn means
that after removing Grob , in the leftover graph G� , dG � [A 0;B 0](wi ) is comparatively
small, i.e. condition (2.7.1) will hold in the second application of Lemma 2.7.4.

Condition (2.7.1) itself is natural for the following reason: suppose for example
that it is violated for w1 and that w1 2 A0. Then for some Hamilton exceptional
system J returned by the lemma, both edges ofJ incident to w1 will have their
other endpoint in B 0. So (the edges at)w1 cannot be used as a `connection' between
A0 and B 0 in the Hamilton cycle which will extend J , and it may be impossible to
�nd these connections elsewhere.
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The next lemma is an analogue of Lemma 2.7.3 for the case wheneG (A0; B 0) <
D . (Again we defer the proof to Section 3.4.) Recall that Proposition 2.2.1(ii) (or
Corollary 2.7.2) implies that in this case we haven = 0 (mod 4), D = n=2 � 1 and
jA0j = jB 0j = n=2. In particular, jA0j and jB 0j are both even. This agrees with
the fact that the decomposition may also involve matching exceptional systems in
the current case: we will later extend each such system to a cycle spanning A0 and
one spanningB 0. As jA0j and jB 0j are both even, these cycles correspond to two
edge-disjoint perfect matchings inG.

Lemma 2.7.5. Suppose that0 < 1=n � "0 � " � �; 1=K � 1, that 0 � � � 1
and that n=4; K; m; �n=K 2; (n=2 � 1 � �n )=(2K 2) 2 N. Suppose that the following
conditions hold:

(i) G is an (n=2 � 1)-regular graph on n vertices.
(ii) P is a (K; m; " 0)-partition of V (G) such that �( G[A0; B 0]) � n=4 and

jA0j = jB 0j = n=2.
(iii) G0 is a subgraph ofG such that G[A0] + G[B0] � G0 and dG0 (v) = �n for

all v 2 V0.
(iv) Let G� := G � G[A] � G[B ] � G0. eG � (A0; B 0) is even and(G� ; P) is a

(K; m; " 0; " )-exceptional scheme.
(v) �( G� [A0; B 0]) � eG � (A0; B 0)=2 � (n=2 � 1 � �n )=2.

Then there exists a setJ consisting of (n=2 � 1 � �n )=2 edge-disjoint exceptional
systems inG� which satis�es the following properties:

(a) Together the exceptional systems inJ cover all edges ofG� . Each J in J
is either a Hamilton exceptional system witheJ (A0; B 0) = 2 or a matching
exceptional system.

(b) For all 1 � i; i 0 � K , the set J contains (n=2 � 1 � (�n + 2 � ))=(2K 2)
(i; i 0)-ES.

As in the other two cases, we will use the exceptional systems in (b)to construct
the robustly decomposable graphGrob . Unlike the critical case with eG (A0; B 0) �
D , there is no need to `track' the degrees of the verticeswi of high degree in
G[A0; B 0] this time. Indeed, let G00:= G� G0 � Grob , whereG0 is the graph de�ned
by Lemma 2.6.3. ThenG00[A0; B 0] is the union of all those J in J (from the �rst
application of Lemma 2.7.5) not used in the construction ofGrob . So (a) implies
that G00[A0; B 0] is a union of matchings of size two. So (v) will be trivially satis�ed
when we apply Lemma 2.7.5 for the second time (i.e. withG0 + Grob playing the
role of G0).

2.8. Special Factors and Exceptional Factors

As discussed in the proof sketch, the main proof proceeds as follows. First
we remove a sparse `robustly decomposable' graphGrob from the original graph
G. Then we �nd an approximate decomposition of G � Grob . Finally we �nd
a decomposition of Grob + G0, where G0 is the (very sparse) leftover from the
approximate decomposition.

Both the approximate decomposition as well as the actual decomposition step
assume that we work with a graph with two components, one onA and the other
on B . So in both steps, we would needA0 [ B0 to be empty, which we clearly
cannot assume. We build on the ideas of Section 2.3 to deal with this problem.
In both steps, one can choose `exceptional path systems' inG with the following
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crucial property: one can replace each such exceptional path system EP S with a
path system EP S � so that

(� 1) EP S � can be partitioned into EP S �
A and EP S �

B with the vertex sets of
EP S �

A and EP S �
B being contained in A and B respectively;

(� 2) the union of any Hamilton cycle C �
A in G�

A := G[A] � EP S + EP S �
A

containing EP S �
A and any Hamilton cycle C �

B in G�
B := G[B ] � EP S +

EP S �
B containing EP S �

B corresponds to either a Hamilton cycle ofG
containing EP S or to the union of two edge-disjoint perfect matchings in
G containing EP S.

Each exceptional path systemEP S will contain one of the exceptional systemsJ
constructed in Section 2.7.EP S � will then be obtained from EP S by replacing J
by J � . (Recall that J � was de�ned in Section 2.3 and that we view the edges ofJ �

as `�ctive edges' which are di�erent from the edges ofG.) So G�
A is obtained from

G[A] by adding J �
A = J � [A]. Furthermore, J determines which of the cases in (� 2)

holds: If J is a Hamilton exceptional system, then (� 2) will give a Hamilton cycle
of G, while in the case whenJ is a matching exceptional system, (� 2) will give the
union of two edge-disjoint perfect matchings inG.

So, roughly speaking, this allows us to work withG�
A and G�

B rather than G
in the two steps. A convenient way of handling these exceptional path systems is
to combine many of them into an `exceptional factor'EF (see Section 2.8.2 for the
de�nition).

One complication is that the `robust decomposition lemma' (Lemma 2.9.4) we
use from [21] deals with digraphs rather than undirected graphs. So in order tobe
able to apply it, we need to suitably orient the edges ofG and so we will actually
consider a directed path systemEP S �

dir instead of theEP S � above (the exceptional
path system EP S itself will still be undirected). Moreover, we have to apply the
robust decomposition lemma twice, once toG�

A and once toG�
B .

The formulation of the robust decomposition lemma is quite general and rather
than guaranteeing (� 2) directly, it assumes the existence of certain directed `spe-
cial paths systems'SP S which are combined into `special factors'SF. These are
introduced in Section 2.8.1. Each of the Hamilton cycles produced by the lemma
then contains exactly one of these special path systems. So to apply the lemma, it
su�ces to check that each of our exceptional path systemsEP S corresponds to two
path systemsEP S �

A; dir and EP S �
B; dir which both satisfy the conditions required of

a special path system.

2.8.1. Special Path Systems and Special Factors. As mentioned above,
the robust decomposition lemma requires `special path systems' and `special factors'
as an input when constructing the robustly decomposable graph. These are de�ned
in this subsection.

Let K; m 2 N. A (K; m )-equipartition Q of a set V of vertices is a partition
of V into sets V1; : : : ; VK such that jVi j = m for all i � K . The Vi are called
clusters of Q. Suppose thatQ = f V1; : : : ; VK g is a (K; m )-equipartition of V and
L; m=L 2 N. We say that (Q; Q0) is a (K; L; m )-equipartition of V if Q0 is obtained
from Q by partitioning each cluster Vi of Q into L sets Vi; 1; : : : ; Vi;L of sizem=L.
So Q0 consists of theKL clusters Vi;j .

Let (Q; Q0) be a (K; L; m )-equipartition of V . Consider a spanning cycleC =
V1 : : : VK on the clusters ofQ. Given an integerf dividing K , the canonical interval
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partition I of C into f intervals consists of the intervals

V( i � 1)K=f +1 V( i � 1)K=f +2 : : : ViK=f +1

for all i � f (with addition modulo K ).
Suppose that G is a digraph on V and h � L . Let I = Vj Vj +1 : : : Vj 0 be an

interval in I . A special path systemSP S of style h in G spanning the interval I
consists ofm=L vertex-disjoint directed paths P1; : : : ; Pm=L such that the following
conditions hold:
(SPS1) Every Ps has its initial vertex in Vj;h and its �nal vertex in Vj 0;h .
(SPS2) SP S contains a matching Fict(SP S) such that all the edges in Fict(SP S)

avoid the endclustersVj and Vj 0 of I and such that E(Ps) n Fict( SP S) �
E (G).

(SPS3) The vertex set ofSP S is Vj;h [ Vj +1 ;h [ � � � [ Vj 0;h .
The edges in Fict(SP S) are called �ctive edges of SP S.

Let I = f I 1; : : : ; I f g. A special factor SF with parameters (L; f ) in G (with
respect to C, Q0) is a 1-regular digraph onV which is the union of Lf digraphs
SP Sj;h (one for all j � f and h � L ) such that each SP Sj;h is a special path
system of styleh in G which spansI j . We write Fict( SF) for the union of the sets
Fict( SP Sj;h ) over all j � f and h � L and call the edges in Fict(SF) �ctive edges
of SF.

We will always view �ctive edges as being distinct from each other and from the
edges in other digraphs. So if we say that special factorsSF1; : : : ; SFr are pairwise
edge-disjoint from each other and from some digraphQ on V , then this means that
Q and all the SFi � Fict( SFi ) are pairwise edge-disjoint, but for example there
could be an edge fromx to y in Q as well as in Fict(SFi ) for several indicesi � r .
But these are the only instances of multiedges that we allow, i.e. if there is more
than one edge fromx to y, then all but at most one of these edges are �ctive edges.

2.8.2. Exceptional Path Systems and Exceptional Factors. We now
introduce `exceptional path systems' which will be combined into `exceptional fac-
tors'. These will satisfy the requirements of special path systemsand special factors
respectively. So they can be used as an `input' for the robust decomposition lemma.
Moreover, they will satisfy the properties (� 1) and (� 2) described at the beginning
of Section 2.8 (see Proposition 2.8.1). More precisely, suppose that

P = f A0; A1; : : : ; AK ; B0; B1; : : : ; BK g

is a (K; m; " 0)-partition of a vertex set V and L; m=L 2 N. We say that (P; P0) is
a (K; L; m; " 0)-partition of V if P0 is obtained from P by partitioning each cluster
A i of P into L setsA i; 1; : : : ; A i;L of sizem=L and partitioning each cluster B i of P
into L sets B i; 1; : : : ; B i;L of sizem=L. (So P0 consists of the exceptional setsA0,
B0, the KL clusters A i;j and the KL clusters B i;j .) Set

QA := f A1; : : : ; AK g; Q0
A := f A1;1; : : : ; AK;L g;(2.8.1)

QB := f B1; : : : ; BK g; Q0
B := f B1;1; : : : ; BK;L g:

Note that ( QA ; Q0
A ) and (QB ; Q0

B ) are (K; L; m )-equipartitions of A and B respec-
tively (where we recall that A =

S K
i =1 A i and B =

S K
i =1 B i ).

Suppose thatJ is a Hamilton exceptional system (for the partition A; A 0; B; B 0)
with eJ (A0; B 0) = 2. Thus J contains precisely twoAB -paths. Let P1 = a1 : : : b1

and P2 = a2 : : : b2 be these two paths, wherea1; a2 2 A and b1; b2 2 B . Recall from
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Section 2.3 that J �
A is the matching consisting of the edgea1a2 and an edge between

any two vertices a; a0 2 A for which J contains a path Paa 0 whose endvertices area
and a0. We also de�ned a matchingJ �

B in a similar way and set J � := J �
A [ J �

B . We
say that an orientation of J is good if every path in J is oriented consistently and
one of the pathsP1, P2 is oriented towards B while the other is oriented towards
A. Given a good orientation Jdir of J , the orientation J �

dir of J � induced byJdir is
de�ned as follows:

� For every path Paa 0 in J whose endverticesa; a0 both belong to A, we
orient the edgeaa0 of J � towards its endpoint of the (oriented) path Paa 0

in Jdir .
� If in Jdir the path P1 is oriented towards b1 (and thus P2 is oriented

towards a2), then we orient the edgea1a2 of J � towards a2 and the edge
b1b2 of J � towards b1. The analogue holds ifP1 is oriented towards a1

(and thus P2 is oriented towards b2).

If J is a matching exceptional system, we de�ne good orientations ofJ and the
corresponding induced orientations ofJ � in a similar way.

We now de�ne exceptional path systems. As mentioned at the beginning of
Section 2.8, each such exceptional path systemEP S will correspond to two directed
path systems EP S �

A; dir and EP S �
B; dir satisfying the conditions of a special path

system (for (QA ; Q0
A ) and (QB ; Q0

B ) respectively).
Let (P; P0) be a (K; L; m; " 0)-partition of a vertex set V . Suppose thatK=f 2

N. The canonical interval partition I (f; K ) of [K ] := f 1; : : : ; K g into f intervals
consists of the intervals

f (i � 1)K=f + 1 ; (i � 1)K=f + 2 ; : : : ; iK=f + 1 g

for all i � f (with addition modulo K ).
Suppose thatG is an oriented graph onA [ B such that G = G[A] + G[B ]. Let

h � L and suppose thatI 2 I (f; K ) is an interval with I = f j; j + 1 ; : : : ; j 0g. An
exceptional path systemEP S of style h for G spanning I consists of 2m=L vertex-
disjoint undirected paths P0; P0

0; PA
1 ; : : : ; PA

m=L � 1; PB
1 ; : : : ; PB

m=L � 1; such that the
following conditions hold:

(EPS1) V (PA
s ) � A and PA

s has one endvertex inA j;h and its other endvertex in
A j 0;h (for all 1 � s < m=L ). The analogue holds for everyPB

s .
(EPS2) Each ofP0 and P0

0 has one endvertex inA j;h [ B j;h and its other endvertex
in A j 0;h [ B j 0;h .

(EPS3) J := EP S � EP S[A] � EP S[B ] is either a Hamilton exceptional system
with eJ (A0; B 0) = 2 or a matching exceptional system (with respect to the
partition A; A 0; B; B 0). Moreover E(J ) � E (P0) [ E (P0

0) and no edge of
J has an endvertex inA j;h [ A j 0;h [ B j;h [ B j 0;h .

(EPS4) Let P0;dir and P0
0;dir be the paths obtained by orientingP0 and P0

0 towards
their endvertices in A j 0;h [ B j 0;h . Then the orientation Jdir of J obtained
in this way is good. Let J �

dir be the orientation of J � induced by Jdir . Then
(P0;dir + P0

0;dir ) � Jdir + J �
dir consists of two vertex-disjoint pathsPA

0;dir and
PB

0;dir such that V (PA
0;dir ) � A, PA

0;dir has one endvertex inA j;h and its
other endvertex in A j 0;h and such that the analogue holds forPB

0;dir .
(EPS5) The vertex set ofEP S is V0 [ A j;h [ A j +1 ;h � � � [ A j 0;h [ B j;h [ B j +1 ;h � � � [

B j 0;h .
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PA
2

PA
1

P0

A j 0;h

A j;h
A j +1 ;h

PB
2

PB
1

P0
0

B j 0;h

B j;h
B j +1 ;h

A0

PA
2;dir

PA
1;dir

PA
0;dir

A j 0;h

A j;h
A j +1 ;h

PB
2;dir

PB
1;dir

PB
0;dir

B j 0;h

B j;h
B j +1 ;h

(i) EP S (ii) EP S �
dir

Figure 2.8.1. An example of an exceptional path systemEP S
and the corresponding directed versionEP S �

dir in the case when
jA0 j = 2, B0 = ; , m=L = 3 and jI j = 6. The thick edges indicate
J and J �

dir respectively.

(EPS6) For each 1 � s < m=L , let PA
s;dir be the path obtained by orienting

PA
s towards its endvertex in A j 0;h . De�ne PB

s;dir in a similar way. Then
E(PA

0;dir ) n E(Jdir ); E (PB
0;dir ) n E(Jdir ) � E (G) and E(PA

s;dir ); E (PB
s;dir ) �

E (G) for every 1 � s < m=L .

We call EP S a Hamilton exceptional path systemif J (as de�ned in (EPS3))
is a Hamilton exceptional system, and amatching exceptional path systemoth-
erwise. Let EP S �

A; dir be the (directed) path system consisting ofPA
0;dir ; PA

1;dir ;
: : : ; PA

m=L � 1;dir . Then EP S �
A; dir is a special path system of styleh in G[A] which

spans the intervalA j A j +1 : : : A j 0 of the cycleA1 : : : AK and satis�es Fict(EP S �
A; dir )

= J �
dir [A]. De�ne EP S �

B; dir similarly and let EP S �
dir := EP S �

A; dir + EP S �
B; dir and

Fict( EP S �
dir ) := Fict( EP S �

A; dir ) [ Fict( EP S �
B; dir ) (see Figure 2.8.1).

Let I (f; K ) = f I 1; : : : ; I f g. An exceptional factor EF with parameters (L; f )
for G (with respect to (P; P0)) is the union of Lf edge-disjoint undirected graphs
EP Sj;h (one for all j � f and h � L ) such that each EP Sj;h is an exceptional
path system of style h for G which spans I j . We write EF �

A; dir for the union of
EP S �

j;h;A; dir over all j � f and h � L . Note that EF �
A; dir is a special factor

with parameters (L; f ) in G[A] (with respect to C = A1 : : : AK , Q0
A ) such that

Fict( EF �
A; dir ) is the union of J �

j;h; dir [A] over all j � f and h � L , where J j;h is the
exceptional system contained inEP Sj;h (see condition (EPS3)). De�ne EF �

B; dir
similarly and let EF �

dir := EF �
A; dir + EF �

B; dir and Fict( EF �
dir ) := Fict( EF �

A; dir ) [
Fict( EF �

B; dir ). Note that EF �
dir is a 1-regular directed graph onA [ B while in

EF is an undirected graph onV with

dEF (v) = 2 for all v 2 V n V0 and dEF (v) = 2 Lf for all v 2 V0:(2.8.2)

Given an exceptional path systemEP S, let J be as in (EPS3) and let

EP S � := EP S � J + J � ; EP S �
A := EP S � [A] and EP S �

B := EP S � [B ]:
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(HenceEP S � , EP S �
A and EP S �

B are the undirected graphs obtained fromEP S �
dir ,

EP S �
A; dir and EP S �

B; dir by ignoring the orientations of all edges.) The follow-
ing result is an immediate consequence of (EPS3), (EPS4) and Proposition 2.3.1.
Roughly speaking, it implies that to �nd a Hamilton cycle in the `original' gr aph
with vertex set V , it su�ces to �nd a Hamilton cycle on A and one onB , containing
(the edges corresponding to) an exceptional path system.

Proposition 2.8.1. Let (P; P0) be a (K; L; m; " 0)-partition of a vertex set V .
Suppose thatG is a graph on V n V0, that Gdir is an orientation of G[A] + G[B ]
and that EP S is an exceptional path system forGdir . Let J be as in (EPS3) and
J �

A as de�ned in Section 2.3. Let CA and CB be two cycles such that

� CA is a Hamilton cycle on A which contains EP S �
A ;

� CB is a Hamilton cycle on B which contains EP S �
B .

Then the following assertions hold.

(i) If EP S is a Hamilton exceptional path system, thenCA + CB � EP S � +
EP S is a Hamilton cycle on V .

(ii) If EP S is a matching exceptional path system, thenCA + CB � EP S � +
EP S is the union of a Hamilton cycle onA0 and a Hamilton cycle onB 0.
In particular, if both jA0j and jB 0j are even, thenCA + CB � EP S � + EP S
is the union of two edge-disjoint perfect matchings onV .

Proof. Note that CA + CB � EP S � + EP S = CA + CB � J � + J . Recall that J �
AB

was de�ned in Section 2.3. (EPS3) implies thatjE (J �
A ) nE(J �

AB )j � 1. Recall from
Section 2.3 that a path P is said to consistent with J �

A if P contains J �
A and (there

is an orientation of P which) visits the endvertices of the edges inE(J �
A ) nE(J �

AB )
in a prescribed order. SinceE(J �

A ) n E(J �
AB ) contains at most one edge, any path

containing J �
A is also consistent with J �

A . Therefore, CA is consistent with J �
A

and, by a similar argument, CB is consistent with J �
B . So the proposition follows

immediately from Proposition 2.3.1. �

2.8.3. Finding Exceptional Factors in a Scheme. The next lemma (Lem-
ma 2.8.2) will allow us to extend a suitable exceptional systemJ into an exceptional
path system. In particular, we assume thatJ is `localized'. This allows us to choose
the path system in such a way that it spans only a few clusters. The structure within
which we �nd the path system is called a `scheme'. Roughly speaking, this is the
structure we obtain from G[A]+ G[B ] (i.e. the union of two almost complete graphs)
by considering a random equipartition of A and B and a random orientation of its
edges.

We now de�ne this `oriented' version of the (undirected) schemes which were
introduced in Section 2.4. Given an oriented graphG and partitions P and P0 of a
vertex set V , we call (G; P; P0) a [K; L; m; " 0; " ]-schemeif the following conditions
hold:

(Sch10) (P; P0) is a (K; L; m; " 0)-partition of V .
(Sch20) V (G) = A [ B and eG (A; B ) = 0.
(Sch30) G[A i;j ; A i 0;j 0] and G[B i;j ; B i 0;j 0] are ["; 1=2]-superregular for all i; i 0 � K

and all j; j 0 � L such that (i; j ) 6= ( i 0; j 0). Moreover, G[A i ; A i 0] and
G[B i ; B i 0] are ["; 1=2]-superregular for all i 6= i 0 � K .
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(Sch40) jN +
G (x) \ N �

G (y) \ A i;j j � (1=5 � " )m=L for all x; y 2 A, all i � K and all
j � L . Similarly, jN +

G (x) \ N �
G (y) \ B i;j j � (1=5� " )m=L for all x; y 2 B ,

all i � K and all j � L .

Note that if L = 1 (and so P = P0), then (Sch10) just says that P is a (K; m; " 0)-
partition of V .

Suppose thatJ is an (i; i 0)-ES with respect to P. Given h � L , we say that J
has style h (with respect to the (K; L; m; " 0)-partition (P; P0)) if all the edges ofJ
have their endvertices inV0 [ A i;h [ B i 0;h .

Lemma 2.8.2. Suppose thatK; L; n; m=L 2 N, that 0 < 1=n � "; " 0 � 1 and
"0 � 1=K; 1=L. Let (G; P; P0) be a [K; L; m; " 0; " ]-scheme withjV (G) [ V0 j = n.
Let I = f j; j + 1 ; : : : ; j 0g � [K ] be an integer interval with jI j � 4. Let J be either
an (i 1; i 2)-HES of styleh � L with eJ (A0; B 0) = 2 or an (i 1; i 2)-MES of style h � L
(with respect to (P; P0)), for some i 1; i 2 2 f j + 1 ; : : : ; j 0 � 1g. Then there exists an
exceptional path system of styleh for G which spans the intervalI and contains all
edges ofJ .

Proof. Let Jdir be a good orientation ofJ and let J �
dir be the induced orientation of

J � . Let x1x2; : : : ; x2s0� 1x2s0 be the edges ofJ �
A; dir := J �

dir [A]. SinceJ is an (i 1; i 2)-
ES of style h with eJ (A0; B 0) � 2 it follows that s0 = e(J �

A ) � j V0 j + 1 � 2"0n and
x i 2 A i 1 ;h for all i � 2s0. SincejI j � 4 we havei 1 +1 2 f j +1 ; : : : ; j 0� 1g or i 1 � 1 2
f j + 1 ; : : : ; j 0� 1g. We will only consider the case wheni 1 + 1 2 f j + 1 ; : : : ; j 0� 1g.
(The argument for the other case is similar.)

Our assumption that "0 � 1=K; 1=L implies that "0n � m=100L (say). To-
gether with (Sch40) this ensures that for every 1 � r < s 0, we can pick a ver-
tex wr 2 A i 1 +1 ;h such that x2r wr and wr x2r +1 are (directed) edges inG and
such that w1; : : : ; ws0� 1 are distinct from each other. We also pick a vertexws0 2
A i 1 +1 ;h n f w1; : : : ; ws0� 1g such that x2s0ws0 is a (directed) edge inG. Let Q0 be
the path x1x2w1x3x4w2 : : : x2s0� 1x2s0ws0. Thus Q0 is a directed path from A i 1 ;h to
A i 1 +1 ;h in G+ J �

dir which contains all edges ofJ �
A; dir . Note that jV (Q0) \ A i 1 ;h j = 2 s0

and jV (Q0) \ A i 1 +1 ;h j = s0. Moreover, V (Q0) \ A i = ; for all i =2 f i 1; i 1 + 1 g and
V(Q0) \ B = ; .

Pick a vertex w0 2 A j;h so that w0x1 is an edge ofG. Find a path Q0
0 from ws0

to A j 0;h in G such that the vertex set of Q0
0 consists ofws0 and precisely one vertex

in each A i;h for all i 2 f j + 1 ; : : : ; j 0g n f i 1; i 1 + 1 g and no other vertices. (Sch40)
ensures that this can be done greedily. De�nePA

0;dir to be the concatenation of
w0x1, Q0 and Q0

0. Note that PA
0;dir is a directed path from A j;h to A j 0;h in G + J �

dir
which contains J �

A; dir . Moreover,

jV (PA
0;dir ) \ A i;h j =

8
>>><

>>>:

1 for i 2 f j; : : : ; j 0g n f i 1; i 1 + 1 g,

2s0 for i = i 1,
s0 for i = i 1 + 1,

0 otherwise,

while V (PA
0;dir ) \ B = ; and V (PA

0;dir ) \ A i;h 0 = ; for all i � K and all h0 6= h.
(Sch40) ensures that we can also choose 2s0� 1 (directed) paths PA

1;dir ; : : : ; PA
2s0� 1;dir

in G such that the following conditions hold:

� For all 1 � r < 2s0, PA
r; dir is a path from A j;h to A j 0;h .
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� For all 1 � r � s0, PA
r; dir contains precisely one vertex inA i;h for each

i 2 f j; : : : ; j 0g n f i 1g and no other vertices.
� For all s0 < r < 2s0, PA

r; dir contains precisely one vertex inA i;h for each
i 2 f j; : : : ; j 0g n f i 1; i 1 + 1 g and no other vertices.

� PA
0;dir ; : : : ; PA

2s0� 1;dir are pairwise vertex-disjoint.

Let Q be the union of PA
0;dir ; : : : ; PA

2s0� 1;dir . Thus Q is a path system consisting
of 2s0 vertex-disjoint directed paths from A j;h to A j 0;h . Moreover, V (Q) consists
of precisely 2s0 vertices in A i;h for every j � i � j 0 and no other vertices. Set
A0

i;h := A i;h n V (Q) for all i � K . Note that

(2.8.3) jA0
i;h j =

m
L

� 2s0 �
m
L

� 4"0n �
m
L

� 10"0mK � (1 �
p

"0)
m
L

since "0 � 1=K; 1=L. Pick a new constant "0 such that "; " 0 � "0 � 1. Then
Proposition 1.4.1, (Sch30) and (2.8.3) together imply that G[A0

i;h ; A0
i +1 ;h ] is still

["0; 1=2]-superregular and so by Proposition 1.4.2 we can �nd a perfect match-
ing in G[A0

i;h ; A0
i +1 ;h ] for all j � i < j 0. The union Q0 of all these matchings

forms m=L � 2s0 vertex-disjoint directed paths PA
2s0;dir ; : : : ; PA

m=L � 1;dir . Note that
PA

0;dir ; PA
1;dir ; : : : ; PA

m=L � 1;dir are pairwise vertex-disjoint and together cover precisely

the vertices in
S j 0

i = j A i;h . Moreover, PA
0;dir contains J �

A; dir .
Similarly, we �nd m=L vertex-disjoint directed paths PB

0;dir ; PB
1;dir ; : : : ;

PB
m=L � 1;dir from B j;h to B j 0;h such that PB

0;dir contains J �
B; dir and together the

paths cover precisely the vertices in
S j 0

i = j B i;h . For each 1 � r < m=L , let PA
r

and PB
r be the undirected paths obtained from PA

r; dir and PB
r; dir by ignoring the

directions of all the edges.
SinceJ �

A; dir � PA
0;dir and J �

B; dir � PB
0;dir and sinceJ �

dir is the orientation of J �

induced by Jdir , it follows that PA
0;dir + PB

0;dir � J �
dir + Jdir consists of two vertex-

disjoint paths P0;dir and P0
0;dir from A j;h [ B j;h to A j 0;h [ B j 0;h with V (P0;dir ) [

V (P0
0;dir ) = V0 [ V (PA

0;dir ) [ V (PB
0;dir ). Let P0 and P0

0 be the undirected paths
obtained from P0;dir and P0

0;dir by ignoring the directions of all the edges. Let
EP S be the union of P0; P0

0; PA
1 ; : : : ; PA

m=L � 1; PB
1 ; : : : ; PB

m=L � 1. Then EP S is an
exceptional path system for G, as required. To see this, note thatJ = EP S �
EP S[A] � EP S[B ] since eJ (A); eJ (B ) = 0 by the de�nition of an exceptional
system (see (EC3) in Section 2.3). �

The next lemma uses the previous one to show that we can obtain many edge-
disjoint exceptional factors by extending exceptional systems with suitable proper-
ties.

Lemma 2.8.3. Suppose thatL; f; q; n; m=L; K=f 2 N, that K=f � 3, that
0 < 1=n � "; " 0 � 1, that "0 � 1=K; 1=L and Lq=m � 1. Let (G; P; P0) be a
[K; L; m; " 0; " ]-scheme withjV (G) [ V0 j = n. Suppose that there exists a setJ of
Lfq edge-disjoint exceptional systems satisfying the following conditions:

(i) Each J 2 J is either a Hamilton exceptional system witheJ (A0; B 0) = 2
or a matching exceptional system.

(ii) For all i � f and all h � L , J contains precisely q (i 1; i 2)-ES of style h
(with respect to (P; P0)) for which i 1; i 2 2 f (i � 1)K=f + 2 ; : : : ; iK=f g.
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Then there exist q edge-disjoint exceptional factors with parameters(L; f ) for G
(with respect to (P; P0)) covering all edges in

S
J .

Recall that the canonical interval partition I (f; K ) of [K ] into f intervals con-
sists of the intervals f (i � 1)K=f + 1 ; : : : ; iK=f + 1 g for all i � f . So (ii) ensures
that for each interval I 2 I (f; K ) and each h � L , the set J contains precisely
q exceptional systems of styleh whose edges are only incident to vertices inV0

and vertices belonging to clustersA i 1 and B i 2 for which both i 1 and i 2 lie in the
interior of I . We will use Lemma 2.8.2 to extend each such exceptional system into
an exceptional path system of styleh spanning I .

Proof of Lemma 2.8.3. Choose a new constant"0 with "; Lq=m � "0 � 1. Let
J 1; : : : ; J q be a partition of J such that for all j � q, h � L and i � f , the set J j

contains precisely one (i 1; i 2)-ES of style h with i 1; i 2 2 f (i � 1)K=f +2 ; : : : ; iK=f g.
Thus eachJ j consists ofLf exceptional systems. For eachj � q in turn, we will
choose an exceptional factorEF j with parameters (L; f ) for G (with respect to
(P; P0)) such that EF j and EF j 0 are edge-disjoint for all j 0 < j and EF j contains
all edges of the exceptional systems inJ j . Assume that for some 1 � j � q
we have already constructedEF1; : : : ; EF j � 1. In order to construct EF j , we will
choose theLf exceptional path systems formingEF j one by one, such that each of
these exceptional path systems is edge-disjoint fromEF1; : : : ; EF j � 1 and contains
precisely one of the exceptional systems inJ j . Suppose that we have already
chosen some of these exceptional path systems and that next wewish to choose
an exceptional path system of styleh which spans the interval I of the canonical
interval partition I (f; K ) and contains J 2 J j . Let G0 be the oriented graph
obtained from G by deleting all the edges in the path systems already chosen for
EF j as well as deleting all the edges inEF1; : : : ; EF j � 1. Recall that V (G) = A [ B .
Thus �( G � G0) � 2j < 3q by (2.8.2). Together with Proposition 1.4.1 this implies
that ( G0; P ; P0) is still a [K; L; m; " 0; "0]-scheme. (Here we use that �(G � G0) <
3q = 3 Lq=m � m=L and "; Lq=m � "0 � 1.) So we can apply Lemma 2.8.2 with
"0 playing the role of " to obtain an exceptional path system of styleh for G0 (and
thus for G) which spansI and contains all edges ofJ . This completes the proof of
the lemma. �

2.9. The Robust Decomposition Lemma

The aim of this section is to state the robust decomposition lemma (Lem-
ma 2.9.4). This is the key lemma proved in [21] and guarantees the existence of a
`robustly decomposable' digraphGrob

dir within a `setup'. For our purposes, we will
then derive an undirected version in Corollary 2.9.5 to construct a robustly decom-
posable graphGrob . Then Grob + H will have a Hamilton decomposition for any
sparse regular graphH which is edge-disjoint from Grob . The crucial ingredient
of a setup is a `universal walk', which we introduce in the next subsection. The
(proof of the) robust decomposition lemma then uses edges guaranteed by this uni-
versal walk to `balance out' edges of the graphH when constructing the Hamilton
decomposition ofGrob + H .

2.9.1. Chord Sequences and Universal Walks. Let R be a digraph whose
vertices are V1; : : : ; Vk and suppose that C = V1 : : : Vk is a Hamilton cycle of R.
(Later on the vertices of R will be clusters. So we denote them by capital letters.)
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A chord sequenceCS(Vi ; Vj ) from Vi to Vj in R is an ordered sequence of edges
of the form

CS(Vi ; Vj ) = ( Vi 1 � 1Vi 2 ; Vi 2 � 1Vi 3 ; : : : ; Vi t � 1Vi t +1 );

where Vi 1 = Vi , Vi t +1 = Vj and the edgeVi s � 1Vi s +1 belongs toR for eachs � t.
If i = j then we consider the empty set to be a chord sequence fromVi to Vj .

Without loss of generality, we may assume thatCS(Vi ; Vj ) does not contain any
edges ofC. (Indeed, suppose thatVi s � 1Vi s +1 is an edge ofC. Then i s = i s+1 and
so we can obtain a chord sequence fromVi to Vj with fewer edges.) For example,
if Vi � 1Vi +1 2 E(R), then the edgeVi � 1Vi +1 is a chord sequence fromVi to Vi +1 .

The crucial property of chord sequences is that they satisfy a `local balance'
condition. Suppose that CS is obtained by concatenating several chord sequences

CS(Vi 1 ; Vi 2 ); CS(Vi 2 ; Vi 3 ); : : : ; CS(Vi k � 1 ; Vi k )

so that Vi 1 = Vi k . Then for every clusterVi , the number of edges ofCS leaving Vi � 1

equals the number of edges enteringVi . We will not use this property explicitly,
but it underlies the proof of the robust decomposition lemma (Lemma2.9.4) that
we apply and appears implicitly e.g. in (U3).

A closed walkU in R is a universal walk for C with parameter `0 if the following
conditions hold:

(U1) For every i � k there is a chord sequenceECS(Vi ; Vi +1 ) from Vi to Vi +1

such that U contains all edges of all these chord sequences (counted with
multiplicities) and all remaining edges of U lie on C.

(U2) Each ECS(Vi ; Vi +1 ) consists of at most
p

`0=2 edges.
(U3) U enters eachVi exactly `0 times and leaves eachVi exactly `0 times.

Note that condition (U1) means that if an edge Vi Vj 2 E(R) nE(C) occurs in total
5 times (say) in ECS(V1; V2); : : : ; ECS(Vk ; V1) then it occurs precisely 5 times in
U. We will identify each occurrence ofVi Vj in ECS(V1; V2); : : : ; ECS(Vk ; V1) with
a (di�erent) occurrence of Vi Vj in U. Note that the edges ofECS(Vi ; Vi +1 ) are
allowed to appear in a di�erent order within ECS(Vi ; Vi +1 ) and within U.

Lemma 2.9.1. Let R be a digraph with verticesV1; : : : ; Vk . Suppose thatC =
V1 : : : Vk is a Hamilton cycle of R and that Vi Vi +2 2 E(R) for every 1 � i � k. Let
`0 � 4 be an integer. Let U` 0 the multiset obtained from `0 � 1 copies of E(C) by
adding Vi Vi +2 2 E(R) for every 1 � i � k. Then the edges inU` 0 can be ordered
so that the resulting sequence forms a universal walk forC with parameter `0.

In the remainder of this section, we will also write U` 0 for the universal walk
guaranteed by Lemma 2.9.1.

Proof. Let us �rst show that the edges in U` 0 can be ordered so that the result-
ing sequence forms a closed walk inR. To see this, consider the multidigraph U
obtained from U` 0 by deleting one copy ofE(C). Then U is (`0 � 1)-regular and
thus has a decomposition into 1-factors. We order the edges ofU` 0 as follows: We
�rst traverse all cycles of the 1-factor decomposition ofU which contain the cluster
V1. Next, we traverse the edgeV1V2 of C. Next we traverse all those cycles of the
1-factor decomposition which containV2 and which have not been traversed so far.
Next we traverse the edgeV2V3 of C and so on until we reachV1 again.

Recall that, for each 1� i � k, the edgeVi � 1Vi +1 is a chord sequence fromVi

to Vi +1 . Thus we can takeECS(Vi ; Vi +1 ) := Vi � 1Vi +1 . Then U` 0 satis�es (U1){
(U3). �
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2.9.2. Setups and the Robust Decomposition Lemma. The aim of this
subsection is to state the robust decomposition lemma (Lemma 2.9.4,proved in [21])
and derive Corollary 2.9.5, which we shall use later on in order to proveTheo-
rem 1.3.3. The robust decomposition lemma guarantees the existence of a `robustly
decomposable' digraphGrob

dir within a `setup'. Roughly speaking, a setup is a di-
graph G together with its `reduced digraph' R, which contains a Hamilton cycle
C and a universal walk U. In our application, we will have two setups: G[A] and
G[B ] will play the role of G, and R will be the complete digraph in both cases. To
de�ne a setup formally, we �rst need to de�ne certain `re�nements ' of partitions.

Given a digraph G and a partition P of V (G) into k clustersV1; : : : ; Vk of equal
size, we say that a partition P0 of V is an `0-re�nement of P if P0 is obtained by
splitting each Vi into `0 subclusters of equal size. (SoP0 consists of`0k clusters.)
P0 is an " -uniform `-re�nement of P if it is an `-re�nement of P which satis�es
the following condition: Whenever x is a vertex of G, V is a cluster in P and
jN +

G (x) \ V j � " jV j then jN +
G (x) \ V 0j = (1 � " )jN +

G (x) \ V j=` for each cluster
V 0 2 P 0 with V 0 � V . The inneighbourhoods of the vertices ofG satisfy an
analogous condition. We need the following simple observation from [21]. The
proof proceeds by considering a random partition to obtain a uniform re�nement.

Lemma 2.9.2. Suppose that0 < 1=m � 1=k; " � "0; d;1=` � 1 and that
n; k; `; m=` 2 N. Suppose thatG is a digraph on n = km vertices and that P
is a partition of V (G) into k clusters of sizem. Then there exists an"-uniform
`-re�nement of P. Moreover, any " -uniform `-re�nement P0 of P automatically
satis�es the following condition:

� Suppose thatV , W are clusters in P and V 0; W 0 are clusters in P0 with
V 0 � V and W 0 � W . If G[V; W] is ["; d0]-superregular for somed0 � d
then G[V 0; W 0] is ["0; d0]-superregular.

We will also need the following de�nition from [ 21]. (G; P; P0; R; C; U; U0) is
called an (̀ 0; k; m; "; d )-setup if the following properties are satis�ed:

(ST1) G and R are digraphs. P is a partition of V (G) into k clusters of sizem.
The vertex set of R consists of these clusters.

(ST2) For every edge V W of R the corresponding pair G[V; W] is ("; � d)-
regular.

(ST3) C is a Hamilton cycle ofR and for every edgeV W of C the corresponding
pair G[V; W] is ["; � d]-superregular.

(ST4) U is a universal walk for C with parameter `0 and P0 is an " -uniform
`0-re�nement of P.

(ST5) Suppose that C = V1 : : : Vk and let V 1
j ; : : : ; V ` 0

j denote the clusters inP0

which are contained in Vj (for each 1� j � k). Then U0 is a closed walk
on the clusters in P0 which is obtained from U as follows: WhenU visits
Vj for the ath time, we let U0 visit the subcluster V a

j (for all 1 � a � `0).
(ST6) Each edge ofU0 corresponds to an ["; � d]-superregular pair in G.

In [21], in a setup, the digraph G could also contain an exceptional set, but since
we are only using the de�nition in the case when there is no such exceptional set,
we have only stated it in this special case.

Suppose that (G; P; P0) is a [K; L; m; " 0; " ]-scheme. Recall thatA1; : : : ; AK

and B1; : : : ; BK denote the clusters of P. Let QA := f A1; : : : ; AK g, QB :=
f B1; : : : ; BK g and let CA = A1 : : : AK and CB = B1 : : : BK be (directed) cycles.
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Suppose that `0; m=`0 2 N with `0 � 4. Let Q0
A be an "-uniform `0-re�nement of

QA . Let RA be the complete digraph whose vertices are the clusters inQA . Let
UA;` 0 be a universal walk forCA with parameter `0 as de�ned in Lemma 2.9.1. Let
U0

A;` 0 be the closed walk obtained fromUA;` 0 as described in (ST5). We will call

(G[A]; QA ; Q0
A ; RA ; CA ; UA;` 0; U0

A;` 0)

the A-setup associated to(G; P; P0). De�ne Q0
B , RB , UB;` 0 and U0

B;` 0 similarly. We
will call

(G[B ]; QB ; Q0
B ; RB ; CB ; UB;` 0; U0

B;` 0)

the B -setup associated to(G; P; P0). The following lemma shows that both the
A-setup and the B -setup indeed satisfy all the conditions in the de�nition of a
setup.

Lemma 2.9.3. Suppose that1=m � 1=K; " 0; " � "0; 1=`0 and K; L; m=L; ` 0;
m=`0 2 N with `0 � 4. Suppose that(G; P; P0) is a [K; L; m; " 0; " ]-scheme. Then
each of

(G[A]; QA ; Q0
A ; RA ; CA ; UA;` 0; U0

A;` 0) and (G[B ]; QB ; Q0
B ; RB ; CB ; UB;` 0; U0

B;` 0)

is an (`0; K; m; " 0; 1=2)-setup.

Proof. It su�ces to show that ( G[A]; QA ; Q0
A ; RA ; CA ; UA;` 0; U0

A;` 0) is an (`0; K; m;
"0; 1=2)-setup. Clearly, (ST1) holds. (Sch30) implies that (ST2) and (ST3) hold.
Lemma 2.9.1 implies (ST4). (ST5) follows from the de�nition of U0

A;` 0. (ST6)
follows from Lemma 2.9.2 sinceQ0

A is an " -uniform `0-re�nement of QA . �

We now state the robust decomposition lemma from [21]. Recall that this
guarantees the existence of a `robustly decomposable' digraphGrob

dir , whose crucial
property is that H + Grob

dir has a Hamilton decomposition for any sparse regular
digraph H which is edge-disjoint from Grob

dir .
Grob

dir consists of digraphsCAdir (r ) (the `chord absorber') and P CAdir (r ) (the
`parity extended cycle switcher') together with some special factors. Grob

dir is con-
structed in two steps: given a suitable setSF of special factors, the lemma �rst
`constructs' CAdir (r ) and then, given another suitable setSF 0 of special factors, the
lemma `constructs' P CAdir (r ). The reason for having two separate steps is that
in [21], it is not clear how to construct CAdir (r ) after constructing SF 0 (rather
than before), as the removal ofSF 0 from the digraph under consideration a�ects
its properties considerably.

Lemma 2.9.4. Suppose that0 < 1=m � 1=k � " � 1=q � 1=f � r1=m �
d � 1=`0; 1=g � 1 and that rk 2 � m. Let

r2 := 96`0g2kr; r 3 := rfk=q; r � := r1 + r2 + r � (q � 1)r3; s0 := rfk + 7 r �

and suppose thatk=14; k=f; k=g; q=f; m=4`0; fm=q; 2fk= 3g(g� 1) 2 N. Suppose that
(G; P; P0; R; C; U; U0) is an (`0; k; m; "; d )-setup andC = V1 : : : Vk . Suppose thatP �

is a (q=f )-re�nement of P and that SF1; : : : ; SFr 3 are edge-disjoint special factors
with parameters (q=f; f ) with respect to C, P � in G. Let SF := SF1 + � � � + SFr 3 .
Then there exists a digraphCAdir (r ) for which the following holds:

(i) CAdir (r ) is an (r1 + r2)-regular spanning subdigraph ofG which is edge-
disjoint from SF .
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(ii) Suppose thatSF 0
1; : : : ; SF0

r � are special factors with parameters(1; 7) with
respect to C, P in G which are edge-disjoint from each other and from
CAdir (r ) + SF . Let SF 0 := SF 0

1 + � � � + SF 0
r � . Then there exists a digraph

P CAdir (r ) for which the following holds:
(a) P CAdir (r ) is a 5r � -regular spanning subdigraph ofG which is edge-

disjoint from CAdir (r ) + SF + SF 0.
(b) Let SPS be the set consisting of all thes0 special path systems con-

tained in SF + SF 0. Suppose thatH is an r -regular digraph on V (G)
which is edge-disjoint fromGrob

dir := CAdir (r )+ P CAdir (r )+ SF + SF 0.
Then H + Grob

dir has a decomposition intos0 edge-disjoint Hamilton
cycles C1; : : : ; Cs0. Moreover, Ci contains one of the special path
systems fromSPS, for each i � s0.

Recall from Section 2.8.1 that we always view �ctive edges in special factors as
being distinct from each other and from the edges in other graphs.So for example,
saying that CAdir (r ) and SF are edge-disjoint in Lemma 2.9.4 still allows for a
�ctive edge xy in SF to occur in CAdir (r ) as well (but CAdir (r ) will avoid all
non-�ctive edges in SF ).

In the proof of Theorem 1.3.3 we will use the following `undirected' consequence
of Lemma 2.9.4.

Corollary 2.9.5. Suppose that0 < 1=m � "0; 1=K � " � 1=L � 1=f �
r1=m � 1=`0; 1=g � 1 and that rK 2 � m. Let

r2 := 96`0g2Kr; r 3 := rK=L; r � := r1 + r2 + r � (Lf � 1)r3; s0 := rfK + 7 r �

and suppose thatK=14; K=f; K=g; m= 4`0; m=L; 2fK= 3g(g � 1) 2 N. Suppose that
(Gdir ; P ; P0) is a [K; L; m; " 0; " ]-scheme and letG0 denote the underlying undirected
graph ofGdir . Suppose thatEF1; : : : ; EF r 3 are edge-disjoint exceptional factors with
parameters (L; f ) for Gdir (with respect to (P; P0)). Let EF := EF1 + � � � + EF r 3 .
Then there exists a graphCA(r ) for which the following holds:

(i) CA(r ) is a 2(r1+ r2)-regular spanning subgraph ofG0 which is edge-disjoint
from EF.

(ii) Suppose thatEF 0
1; : : : ; EF 0

r � are exceptional factors with parameters(1; 7)
for Gdir (with respect to (P; P)) which are edge-disjoint from each other
and from CA(r ) + EF. Let EF0 := EF 0

1 + � � � + EF 0
r � . Then there exists

a graph P CA(r ) for which the following holds:
(a) P CA(r ) is a 10r � -regular spanning subgraph ofG0 which is edge-

disjoint from CA(r ) + EF + EF0.
(b) Let EPS be the set consisting of all thes0 exceptional path systems

contained in EF + EF0. Suppose thatHA is a 2r -regular graph on
A =

S K
i =1 A i and HB is a 2r -regular graph onB =

S K
i =1 B i . Suppose

that H := HA + HB is edge-disjoint from Grob := CA(r )+ P CA(r )+
EF+ EF0. Then H + Grob has a decomposition intos0 edge-disjoint2-
factors H1; : : : ; Hs0 such that eachH i contains one of the exceptional
path systems fromEPS. Moreover, for each i � s0, the following
assertions hold:
(b1) If the exceptional path system contained inH i is a Hamil-

ton exceptional path system, thenH i is a Hamilton cycle on
V(Gdir ) [ V0.
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(b2) If the exceptional path system contained inH i is a matching
exceptional path system, thenH i is the union of a Hamilton
cycle on A0 = A [ A0 and a Hamilton cycle on B 0 = B [ B0.
In particular, if both jA0j and jB 0j are even, then H i is the
union of two edge-disjoint perfect matchings onV (Gdir ) [ V0.

We remark that, as usual, in Corollary 2.9.5 we writeA0 and B0 for the excep-
tional sets of P, V0 for A0 [ B0, and A1; : : : ; AK ; B1; : : : ; BK for the clusters in P.
Note that the vertex set of each ofEF, EF0, Grob includes V0 while that of Gdir ,
CA(r ), P CA(r ), H does not.

Moreover, note that matching exceptional systems are only constructed if both
jA0j and jB 0j are even. Indeed, we only construct matching exceptional systems in
the case wheneG (A0; B 0) < D . But by Proposition 2.2.1(ii), in this case we have
that n = 0 (mod 4) and jA0j = jB 0j = n=2. Therefore, Corollary 2.9.5(ii)(b) implies
that H + Grob has a decomposition into Hamilton cycles and perfect matchings.
The proportion of Hamilton cycles (and perfect matchings) in this decomposition
is determined by EF + EF0, and does not depend onH .

Proof of Corollary 2.9.5. Choose new constants"0; d such that " � "0 � 1=L
and r1=m � d � 1=`0; 1=g. Consider the A-setup (Gdir [A]; QA ; Q0

A ; RA ; CA ; UA;` 0;
U0

A;` 0) associated to (Gdir ; P ; P0). By Lemma 2.9.3, this is an (̀ 0; K; m; " 0; 1=2)-
setup and thus also an (̀0; K; m; " 0; d)-setup.

Recall that P0 is obtained from P by partitioning each cluster A i of P into
L sets A i; 1; : : : ; A i;L of equal size and partitioning each clusterB i of P into L
sets B i; 1; : : : ; B i;L of equal size. LetQ00

A := f A1;1; : : : ; AK;L g. (So Q00
A plays the

role of Q0
A in (2.8.1).) Let EF �

i;A; dir be as de�ned in Section 2.8.2. Recall from
there that, for each i � r3, EF �

i;A; dir is a special factor with parameters (L; f )
with respect to CA = A1 : : : AK , Q00

A in Gdir [A] such that Fict( EF �
i;A; dir ) is the

union of J � [A] over all the Lf exceptional systemsJ contained in EF i . Thus we
can apply Lemma 2.9.4 to (Gdir [A]; QA ; Q0

A ; RA ; CA ; UA;` 0; U0
A;` 0) with K , Lf , "0

playing the roles of k, q, " in order to obtain a spanning subdigraphCAA; dir (r ) of
Gdir [A] which satis�es Lemma 2.9.4(i). Similarly, we obtain a spanning subdigraph
CAB; dir (r ) of Gdir [B ] which satis�es Lemma 2.9.4(i) (with Gdir [B ] playing the role
of G). Thus the underlying undirected graph CA(r ) of CAA; dir (r ) + CAB; dir (r )
satis�es Corollary 2.9.5(i).

Now let EF 0
1; : : : ; EF 0

r � be exceptional factors as described in Corollary 2.9.5(ii).
Similarly as before, for eachi � r � , (EF 0

i )�
A; dir is a special factor with param-

eters (1; 7) with respect to CA , QA in Gdir [A] such that Fict(( EF 0
i )�

A; dir ) is the
union of J � [A] over all the 7 exceptional systemsJ contained in EF 0

i . Thus we
can apply Lemma 2.9.4 (with Gdir [A] playing the role of G) to obtain a spanning
subdigraph P CAA; dir (r ) of Gdir [A] which satis�es Lemma 2.9.4(ii)(a) and (ii)(b).
Similarly, we obtain a spanning subdigraph P CAB; dir (r ) of Gdir [B ] which satis-
�es Lemma 2.9.4(ii)(a) and (ii)(b) (with Gdir [B ] playing the role of G). Thus the
underlying undirected graph P CA(r ) of P CAA; dir (r )+ P CAB; dir (r ) satis�es Corol-
lary 2.9.5(ii)(a).

It remains to check that Corollary 2.9.5(ii)(b) holds too. Thus let H = HA + HB

be as described in Corollary 2.9.5(ii)(b). Let HA; dir be an r -regular orientation of
HA . (To see that such an orientation exists, apply Petersen's theorem, i.e. Theo-
rem 1.3.10, to obtain a decomposition ofHA into 2-factors and then orient each
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2-factor to obtain a (directed) 1-factor.) Let EF �
A; dir := EF �

1;A; dir + � � � + EF �
r 3 ;A; dir

and let (EF0)�
A; dir := ( EF 0

1)�
A; dir + � � � + ( EF 0

r � )�
A; dir . Then Lemma 2.9.4(ii)(b)

implies that HA; dir + CAA; dir (r )+ P CAA; dir (r )+ EF �
A; dir + ( EF0)�

A; dir has a decom-
position into s0 edge-disjoint (directed) Hamilton cycles C0

1;A ; : : : ; C0
s0;A such that

each C0
i;A contains EP S �

i 0;A; dir for some exceptional path systemEP Si 0 2 EPS.
Similarly, let HB; dir be anr -regular orientation of HB . Then HB; dir + CAB; dir (r )+
P CAB; dir (r ) + EF �

B; dir + ( EF0)�
B; dir has a decomposition intos0 edge-disjoint (di-

rected) Hamilton cycles C0
1;B ; : : : ; C0

s0;B such that each C0
i;B contains EP S �

i 00;B; dir
for some exceptional path systemEP Si 00 2 EPS. By relabeling the C0

i;A and
C0

i;B if necessary, we may assume thatC0
i;A contains EP S �

i;A; dir and C0
i;B contains

EP S �
i;B; dir . Let Ci;A and Ci;B be the undirected cycles obtained fromC0

i;A and
C0

i;B by ignoring the directions of all the edges. SoCi;A contains EP S �
i;A and Ci;B

contains EP S �
i;B . Let H i := Ci;A + Ci;B � EP S �

i + EP Si . Then Proposition 2.8.1
(applied with G0 playing the role of G) implies that H1; : : : ; Hs0 is a decomposition
of H + Grob = H + CA(r ) + P CA(r ) + EF + EF0 into edge-disjoint 2-factors sat-
isfying Corollary 2.9.5(ii)(b 1) and (b2). �

2.10. Proof of Theorem 1.3.3

Before we can prove Theorem 1.3.3, we need the following two observations. Re-
call that a ( K; m; " 0; " )-scheme was de�ned in Section 2.4 and that a [K; L; m; " 0; "0]-
scheme was de�ned in Section 2.8.3.

Proposition 2.10.1. Suppose that0 < 1=m � "; " 0 � "0 � 1=K; 1=L � 1 and
that K; L; m=L 2 N. Suppose that(G; P0) is a (KL; m=L; " 0; " )-scheme. Suppose
that P is a (K; m; " 0)-partition such that P0 is an L -re�nement of P. Then there
exists an orientation Gdir of G such that (Gdir ; P ; P0) is a [K; L; m; " 0; "0]-scheme.

Proof. Randomly orient every edge inG to obtain an oriented graph Gdir . (So
given any edgexy in G with probability 1 =2, xy 2 E(Gdir ) and with probability 1 =2,
yx 2 E(Gdir ).) (Sch10) and (Sch20) follow immediately from (Sch1) and (Sch2).

Note that (Sch3) imply that G[A i;j ; B i 0;j 0] is [1;
p

" ]-superregular with density at
least 1� " , for all i; i 0 � K and j; j 0 � L . Using this, (Sch30) follows easily from the
large deviation bound in Proposition 1.4.4. (Sch40) follows from Proposition 1.4.4
in a similar way. �

Proposition 2.10.2. Suppose thatG is a D-regular graph on n vertices which
is " -close to the union of two disjoint copies ofK n= 2. Then D � (1=2 + 4")n.

Proof. Let B � V(G) with jB j = bn=2c be such that e(B; V (G) n B ) � "n 2.
Note that B exists sinceG is " -close to the union of two disjoint copies ofK n= 2.
Let A = V(G) n B . If D > (1=2 + 4")n, then Proposition 2.2.1(i) implies that
e(A; B ) > "n 2, a contradiction. �

We can now put everything together and prove Theorem 1.3.3 in the following
steps. We choose the (localized) exceptional systems needed as an `input' for Corol-
lary 2.9.5 to construct the robustly decomposable graphGrob in Step 3. For this, we
�rst choose appropriate constants and a suitable vertex partition in Steps 1 and 2
respectively (in Step 1, we also �nd some Hamilton cycles covering `bad' edges). In
Step 4, we then apply Corollary 2.9.5 to �nd Grob . Similarly, we then choose the
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(localized) exceptional systems needed as an `input' for the `approximate decom-
position lemma' (Lemma 2.5.4) in Step 6 (in this step, we also �nd some Hamilton
cycles which extend those exceptional systems which are not localized). For Step 6,
we �rst choose a suitable vertex partition in Step 5. In Step 7, we �nd an approxi-
mate decomposition using Lemma 2.5.4 and in Step 8, we decompose theunion of
the `leftover' and Grob via Corollary 2.9.5.

Proof of Theorem 1.3.3.
Step 1: Choosing the constants and a framework. Choosen0 2 N to be
su�ciently large compared to 1 ="ex. Let G and D be as in Theorem 1.3.3. By
Proposition 2.10.2

n=2 � 1 � D � (1=2 + 4"ex)n:(2.10.1)

De�ne new constants such that

0 < 1=n0 � "ex � "0 � � 0 � " � � "0
� � "0

1 � � K 2 � 1=K2 � 
 � 1=K1

� "00
� � 1=L � 1=f � 
 1 � 1=g � "0

2; � K 1 L � " � 1;

where K 1; K 2; L; f; g 2 N and K 2 is odd. Note that we can choose the constants
such that

(2.10.2)
D � � 0n

400(K 1LK 2)2 ; � 0n;
� K 1 L n
(K 1L)2 ;

� K 2 n
K 2

2
;

K 1

14fg
;

2fK 1

3g(g � 1)
2 N:

Apply Proposition 2.2.5 to obtain a partition A; A 0; B; B 0 of V(G) such that
(G; A; A 0; B; B 0) is an ("0; 4gK1LK 2)-framework with �( G[A0; B 0]) � D=2 (where
A0 := A [ A0 and B 0 := B [ B0). Let w1 and w2 be two vertices of G such that
dG[A 0;B 0](w1) � dG[A 0;B 0](w2) � dG[A 0;B 0](v) for all v 2 V (G) n f w1; w2g. Note
that the partition A; A 0; B; B 0 of V (G) and the two vertices w1 and w2 are �xed
throughout the proof. Moreover, in the remainder of the proof, given a graph H
on V (G), we will always write H � for H � H [A] � H [B ].

Next we apply Lemma 2.6.3 with � 0 and 4gK1LK 2 playing the roles of � and
K to �nd a spanning subgraph H 0

1 of G. Let G1 := G � H 0
1. Thus the following

properties are satis�ed:

(� 1) G[A0] + G[B0] � H 0
1 and H 0

1 is a � 0n-regular spanning graph ofG.
(� 2) eH 0

1
(A0; B 0) � � 0n and eG1 (A0; B 0) is even.

(� 3) The edges ofH 0
1 can be decomposed intobeH 0

1
(A0; B 0)=2c Hamilton cycles

and � 0n � 2beH 0
1
(A0; B 0)=2c perfect matchings. Moreover, ifeG (A0; B 0) �

D , then this decomposition consists ofb� 0n=2c Hamilton cycles and one
perfect matching if D is odd.

(� 4) dG1 [A 0;B 0](w1) � (D � � 0n)=2. Furthermore, if D = n=2 � 1 then
dG1 [A 0;B 0](w2) � (D � � 0n)=2.

(� 5) If eG (A0; B 0) < D , then �( G1[A0; B 0]) � e(G1[A0; B 0])=2 � (D � � 0n)=2.

Let H 1 be the collection of Hamilton cycles and perfect matchings guaranteed by
(� 3). (So H 0

1 =
S

H 1.) Note that

(2.10.3) D1 := D � � 0n

is even (since (2.10.2) implies thatD and � 0n have the same parity) and that G1

is D1-regular. Moreover, (G1; A; A 0; B; B 0) is an ("0; 4gK1LK 2)-framework with
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�( G1[A0; B 0]) � D=2. Let

m1 :=
jAj
K 1

=
jB j
K 1

; r := 
m 1; r1 := 
 1m1; r2 := 96g3K 1r;

r3 :=
rK 1

L
; r � := r1 + r2 + r � (Lf � 1)r3;

m2 :=
jAj
K 2

=
jB j
K 2

; D4 := D1 � 2(Lf r 3 + 7 r � ):(2.10.4)

Note that (FR3) implies m1=L 2 N. Moreover,

(2.10.5) r2; r3 � 
 1=2m1 � 
 1=3r1; r1=2 � r � � 2r1:

Furthermore, by changing 
; 
 1 slightly, we may assume thatr=400LK 2
2 ; r1=400K 2

2
2 N. This implies that r2=400K 2

2 ; r3=400K 2
2 ; r � =400K 2

2 2 N. Together with the
fact that D1=400K 2

2 = ( D � � 0n)=400K 2
2 2 N by (2.10.2), this in turn implies that

(2.10.6) D4=400K 2
2 2 N:

Step 2: Choosing a (K 1; L; m 1; "0)-partition (P1; P0
1). We now prepare the

ground for the construction of the robustly decomposable graphGrob , which we
will obtain via the robust decomposition lemma (Corollary 2.9.5) in Step 4.

Since (G1; A; A 0; B; B 0) is an ("0; 4gK1LK 2)-framework, it is also an ("0; K 1L)-
framework. Recall that G1 is D1-regular and D1 = D � � 0n � (1 � 3� 0)n=2 (as
D � n=2 � 1). Apply Lemma 2.4.2 with G1, m1=L, 3� 0, K 1L , " � , " � playing the
roles ofG, m, � , K , "1, "2 to obtain partitions A0

1; : : : ; A0
K 1 L of A and B 0

1; : : : ; B 0
K 1 L

of B into sets of sizem1=L such that the following properties are satis�ed:

(S1a) Together with A0 and B0 all these setsA0
i and B 0

i form a (K 1L; m 1=L; " 0)-
partition P0

1 of V(G1).
(S1b) (G1[A] + G1[B ]; P0

1) is a (K 1L; m 1=L; " 0; " � )-scheme.
(S1c) (G�

1; P0
1) is a (K 1L; m 1=L; " 0; " � )-exceptional scheme (whereG�

1 := G1 �
G1[A] � G2[B ]).

Note that (1 � "0)n � n � j A0 [ B0j = 2 K 1m1 � n by (FR3). For all i � K 1

and all h � L , let A i;h := A0
( i � 1)L + h . (So this is just a relabeling of the sets

A0
i .) De�ne B i;h similarly and let A i :=

S
h� L A i;h and B i :=

S
h� L B i;h . Let

P1 := f A0; B0; A1; : : : ; AK 1 ; B1; : : : ; BK 1 g denote the corresponding (K 1; m1; "0)-
partition of V (G). Thus (P1; P0

1) is a (K 1; L; m 1; "0)-partition of V (G), as de�ned
in Section 2.8.2.

Step 3: Exceptional systems for the robustly decomposable g raph. In
order to be able to apply Corollary 2.9.5 to obtain the robustly decomposable graph
Grob , we �rst need to construct suitable exceptional systems with parameter "0.
The construction of these exceptional systems depends on whether G is critical and
whether eG (A0; B 0) � D . First we show that in each case, for all 1� i 0

1; i 0
2 � K 1L ,

we can always �nd setsJ i 0
1 ;i 0

2
of � K 1 L n=(K 1L)2 (i 0

1; i 0
2)-ES with respect to P0

1.
Case 1: eG (A0; B 0) � D and G is not critical. Our aim is to apply Lemma 2.7.3
to G with H 0

1, m1=L, K 1L , P0
1, " � , � 0, � K 1 L playing the roles of G0, m, K , P,

" , � , � . First we verify that Lemma 2.7.3(i){(iv) are satis�ed. Lemma 2.7.3(i)
holds trivially. (FR2) implies that eG (A0; B 0) � "0n2. Moreover, recall from (S1a)
that P0

1 is a (K 1L; m 1=L; " 0)-partition of V (G) and that A0 and B 0 were chosen
(by Proposition 2.2.5) such that �( G[A0; B 0]) � D=2. Altogether this shows that
Lemma 2.7.3(ii) holds. Lemma 2.7.3(iii) follows from (� 1) and (� 2). To verify
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Lemma 2.7.3(iv), note that G�
1 plays the role ofG� in Lemma 2.7.3 andG�

1[A0; B 0] =
G1[A0; B 0]. So eG �

1
(A0; B 0) is even by (� 2). Together with the fact that ( G�

1; P0
1) is

a (K 1L; m 1=L; " 0; " � )-exceptional scheme by (S1c), this implies Lemma 2.7.3(iv).
By Lemma 2.7.3, we obtain a setJ of � K 1 L n edge-disjoint Hamilton exceptional

systemsJ in G�
1 such that eJ (A0; B 0) = 2 for each J 2 J and such that for all

1 � i 0
1; i 0

2 � K 1L the set J contains precisely � K 1 L n=(K 1L)2 (i 0
1; i 0

2)-HES with
respect to the partition P0

1. For all 1 � i 0
1; i 0

2 � K 1L , let J i 0
1 ;i 0

2
be the set of these

� K 1 L n=(K 1L)2 (i 0
1; i 0

2)-HES in J . So J is the union of all the sets J i 0
1 ;i 0

2
. (Note

that the set J here is a subset of the setJ in Lemma 2.7.3, i.e. we do not use all
the Hamilton exceptional systems constructed by Lemma 2.7.3. So we do not need
the full strength of Lemma 2.7.3 at this point.)
Case 2: eG (A0; B 0) � D and G is critical. Recall from Lemma 2.7.1(ii) that in
this case we haveD = ( n � 1)=2 or D = n=2� 1. Our aim is to apply Lemma 2.7.4
to G with H 0

1, m1=L, K 1L , P0
1, " � , � 0, � K 1 L playing the roles ofG0, m, K , P, " , � ,

� . Similar arguments as in Case 1 show that Lemma 2.7.4(i){(iv) hold. Recall that
w1 and w2 are (�xed) vertices in V (G) such that dG[A 0;B 0](w1) � dG[A 0;B 0](w2) �
dG[A 0;B 0](v) for all v 2 V (G) n f w1; w2g. Since G�

1[A0; B 0] = G1[A0; B 0], (� 4)
implies that dG �

1 [A 0;B 0](w1) � (D � � 0n)=2. Moreover, if D = n=2 � 1, then
dG �

1 [A 0;B 0](w2) � (D � � 0n)=2. Let W be the set of verticesw 2 V (G) such
that dG[A 0;B 0](w) � 11D=40, as de�ned in Lemma 2.7.1. IfD = ( n � 1)=2, then
jW j = 1 by Lemma 2.7.1(ii). This means that w2 =2 W and so dG �

1 [A 0;B 0](w2) �
dG[A 0;B 0](w2) � 11D=40. Thus in both cases we have that

(2.10.7) dG �
1 [A 0;B 0](w1); dG �

1 [A 0;B 0](w2) � (D � � 0n)=2:

Therefore, Lemma 2.7.4(v) holds.
By Lemma 2.7.4, we obtain a setJ of � K 1 L n edge-disjoint Hamilton excep-

tional systems J in G�
1 such that, for all 1 � i 0

1; i 0
2 � K 1L , the set J contains

precisely � K 1 L n=(K 1L)2 (i 0
1; i 0

2)-HES with respect to the partition P0
1. Moreover,

eachJ 2 J satis�es eJ (A0; B 0) = 2 and dJ [A 0;B 0](w) = 1 for all w 2 f w1; w2g with
dG[A 0;B 0](w) � 11D=40. For all 1 � i 0

1; i 0
2 � K 1L , let J i 0

1 ;i 0
2

be the set of these
� K 1 L n=(K 1L)2 (i 0

1; i 0
2)-HES. So J is the union of all the setsJ i 0

1 ;i 0
2
. (So similarly

as in Case 1, we do not use all the Hamilton exceptional systems constructed by
Lemma 2.7.4 at this point.)
Case 3: eG (A0; B 0) < D . Recall from Proposition 2.2.1(ii) that in this case we
have D = n=2 � 1, n = 0 (mod 4) and jA0j = jB 0j = n=2. Our aim is to apply
Lemma 2.7.5 toG with H 0

1, m1=L, K 1L , P0
1, " � , � 0, � K 1 L playing the roles of G0,

m, K , P, " , � , � . Similar arguments as in Case 1 show that Lemma 2.7.5(i){(iv)
hold. SinceG�

1[A0; B 0] = G1[A0; B 0] and D = n=2� 1, Lemma 2.7.5(v) follows from
(� 5).

By Lemma 2.7.5, G�
1 can be decomposed into a setJ 0 of D1=2 edge-disjoint

exceptional systems such that each of these exceptional systems J is either a Hamil-
ton exceptional system with eJ (A0; B 0) = 2 or a matching exceptional system. (So
J 0 plays the role of the setJ in Lemma 2.7.5.) Lemma 2.7.5(b) guarantees that we
can choose a subsetJ of J 0 such that J consists of� K 1 L n edge-disjoint exceptional
systemsJ in G�

1 such that for all 1 � i 0
1; i 0

2 � K 1L the set J contains precisely
� K 1 L n=(K 1L)2 (i 0

1; i 0
2)-ES with respect to the partition P0

1. For all 1 � i 0
1; i 0

2 � K 1L ,
let J i 0

1 ;i 0
2

be the set of these� K 1 L n=(K 1L)2 (i 0
1; i 0

2)-ES. SoJ is the union of all the
setsJ i 0

1 ;i 0
2
. (Note that to construct the robustly decomposable graph we will only
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use the exceptional systems inJ . However, in order to prove condition (� 5) below,
we will also use the fact that G�

1 has a decomposition into edge-disjoint exceptional
systems.)

Thus in each of the three cases,J is the union of all the setsJ i 0
1 ;i 0

2
, where for

all 1 � i 0
1; i 0

2 � K 1L , the set J consists of precisely� K 1 L n=(K 1L)2 (i 0
1; i 0

2)-ES with
respect to the partition P0

1. Moreover, all the � K 1 L n exceptional systems inJ are
edge-disjoint.

Our next aim is to choose two disjoint subsetsJ CA and J PCA of J with the
following properties:

(a) In total J CA contains Lf r 3 exceptional systems. For eachi � f and each
h � L , J CA contains preciselyr3 (i 1; i 2)-ES of style h (with respect to
the (K 1; L; m 1; "0)-partition ( P1; P0

1)) such that i 1; i 2 2 f (i � 1)K 1=f +
2; : : : ; iK 1=f g.

(b) In total J PCA contains 7r � exceptional systems. For eachi � 7, J PCA

contains precisely r � (i 1; i 2)-ES (with respect to the partition P1) with
i 1; i 2 2 f (i � 1)K 1=7 + 2; : : : ; iK 1=7g.

(c) Each exceptional systemJ 2 J CA [J PCA is either a Hamilton exceptional
system with eJ (A0; B 0) = 2 or a matching exceptional system.

(Recall that we de�ned in Section 2.8.3 when an (i 1; i 2)-ES has styleh with respect
to a (K 1; L; m 1; "0)-partition ( P1; P0

1).) To see that it is possible to chooseJ CA

and J PCA , split J into two sets J 1 and J 2 such that both J 1 and J 2 contain
at least � K 1 L n=3(K 1L)2 (i 0

1; i 0
2)-ES with respect to P0

1, for all 1 � i 0
1; i 0

2 � K 1L .
Note that, for each i � f , there are (K 1=f � 1)2 choices of pairs (i 1; i 2) with
i 1; i 2 2 f (i � 1)K 1=f +2 ; : : : ; iK 1=f g. Moreover, for each such pair (i 1; i 2) and each
h � L there is precisely one pair (i 0

1; i 0
2) with 1 � i 0

1; i 0
2 � K 1L and such that any

(i 0
1; i 0

2)-ES with respect to P0
1 is an (i 1; i 2)-ES of style h with respect to (P1; P0

1).
Together with the fact that 
 � � K 1 L ; 1=L; 1=f and

(K 1=f � 1)2� K 1 L n
3(K 1L)2 �


n
L

�

K 1m1

L
=

rK 1

L
= r3;

this implies that we can choose a setJ CA � J 1 satisfying (a).
Similarly, for each i � 7, there are (K 1=7 � 1)2 choices of pairs (i 1; i 2) with

i 1; i 2 2 f (i � 1)K 1=7 + 2; : : : ; iK 1=7g. Moreover, for each such pair (i 1; i 2) there
are L 2 distinct pairs ( i 0

1; i 0
2) with 1 � i 0

1; i 0
2 � K 1L and such that any (i 0

1; i 0
2)-ES

with respect to P0
1 is an (i 1; i 2)-ES with respect to P1. Together with the fact that


 1 � � K 1 L and

(K 1=7 � 1)2L 2� K 1 L n
3(K 1L)2 � 
 1n � 2
 1m1 = 2 r1

(2.10.5)
� r � ;

this implies that we can choose a setJ PCA � J 2 satisfying (b). Our choice of
J � J CA [ J PCA guarantees that (c) holds too. Let

(2.10.8) J rob := J CA [ J PCA ; � rob
0 := ( Lf r 3 + 7 r � )=n and G�

4 := G�
1 �

[
J rob :

(In Step 5 below we will de�ne a graph G4 which will satisfy G�
4 = G4 � G4[A] �

G4[B ]. So this will �t with our de�nition of the operator � .) Note that
(2.10.9)

� rob
0 �

7r �

n

(2.10.5)
�

3r1

n
=

3
 1m1

n
�


 1

K 1
� 2� 0 and 2� rob

0 n
(2.10.4)

= D1 � D4:
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Moreover, we claim that
S

J rob is a subgraph ofG�
1 � G satisfying the following

properties:

(� 1) dS
J rob (v) = 2( Lf r 3 + 7 r � ) = 2 � rob

0 n for eachv 2 V0.
(� 2) eS

J rob (A0; B 0) � 2� rob
0 n is even.

(� 3) J rob contains exactly � rob
0 n exceptional systems, of which precisely

eS
J rob (A0; B 0)=2 are Hamilton exceptional systems. IfeG (A0; B 0) � D ,

then J rob consists entirely of Hamilton exceptional systems. IfJ rob con-
tains a matching exceptional system, thenjA0j = jB 0j = n=2 is even.

(� 4) If eG (A0; B 0) � D and G is critical, then dS
J rob [A 0;B 0](w) = � rob

0 n for
all w 2 f w1; w2g with dG[A 0;B 0](w) � 11D=40. Moreover,dG �

4 [A 0;B 0](w1);
dG �

4 [A 0;B 0](w2) � (D � (� 0 + 2 � rob
0 )n)=2.

(� 5) If eG (A0; B 0) < D , then �( G�
4[A0; B 0]) � e(G�

4[A0; B 0])=2 � D4=2 = ( D �
(� 0 + 2 � rob

0 )n)=2.

To verify the above, note that J rob consists of precisely� rob
0 n exceptional systemsJ

(each of which is an exceptional cover). So (� 1) follows from (EC2). Moreover, each
such J is either a Hamilton exceptional system with eJ (A0; B 0) = 2 or a matching
exceptional system (with eJ (A0; B 0) = 0 by (MES)), which implies ( � 2) and the �rst
part of ( � 3). If eG (A0; B 0) � D , then we are in Case 1 or 2 and so the second part of
(� 3) follows from our construction of J � J rob . The �rst part of ( � 4) follows from
our construction of J � J rob in Case 2. Since 11D=40 < (D � (� 0 +2 � rob

0 )n)=2, we
can combine the �rst part of ( � 4) with (2.10.7) to obtain the `moreover part' of ( � 4).
Thus it remains to verify ( � 5). So suppose thateG (A0; B 0) < D . Recall from Case 3
that G�

1 has a decomposition into a setJ 0 of D1=2 edge-disjoint exceptional systems
J , each of which is either a Hamilton exceptional system witheJ (A0; B 0) = 2 or
a matching exceptional system. This means thatJ [A0; B 0] is either empty or a
matching of size 2. Note that G�

4[A0; B 0] is precisely the union ofJ [A0; B 0] over all
those D1=2 � � rob

0 n = D4=2 exceptional systemsJ 2 J 0n J rob . So (� 5) holds.

Step 4: Finding the robustly decomposable graph. Let G2 := G1[A] +
G1[B ]. Recall from (S1b) that ( G2; P0

1) is a (K 1L; m 1=L; " 0; " � )-scheme. Apply
Proposition 2.10.1 with G2, P1, P0

1, K 1, m1, " � , "0
� playing the roles of G, P, P0,

K , m, " , "0 to obtain an orientation G2;dir of G2 such that (G2;dir ; P1; P0
1) is a

[K 1; L; m 1; "0; "0
� ]-scheme.

Our next aim is to use Lemma 2.8.3 in order to extend the exceptional systems
in J CA into r3 edge-disjoint exceptional factors with parameters (L; f ) for G2;dir

(with respect to (P1; P0
1)). For this, note that (a) and (c) guarantee that J CA

satis�es Lemma 2.8.3(i),(ii) with r3 playing the role of q. Moreover, Lr 3=m1 =
rK 1=m1 = 
K 1 � 1. Thus we can indeed apply Lemma 2.8.3 to (G2;dir ; P1; P0

1)
with J CA , m1, "0

� , K 1, r3 playing the roles of J , m, " , K , q in order to obtain r3

edge-disjoint exceptional factorsEF1; : : : ; EF r 3 with parameters (L; f ) for G2;dir

(with respect to (P1; P0
1)) such that together these exceptional factors cover all

edges in
S

J CA . Let EFCA := EF1 + � � � + EF r 3 . SinceG2 = G1[A] + G1[B ], we
have (EFCA )� = J CA . Moreover, each exceptional path system inEFCA contains
a unique exceptional system inJ CA (in particular, their numbers are equal).

Note that m1=4g; m1=L 2 N sincem1 = jAj=K1 and jAj is divisible by 4gK1L as
(G; A; A 0; B; B 0) is an ("0; 4gK1LK 2)-framework. Furthermore, rK 2

1 = 
m 1K 2
1 �


 1=2m1 � m1. Thus we can apply Corollary 2.9.5 to the [K 1; L; m 1; "0; "00
� ]-scheme

(G2;dir ; P1; P0
1) with K 1, m1, "00

� , g playing the roles of K , m, " , `0 to obtain a



62 2. THE TWO CLIQUES CASE

spanning subgraphCA(r ) of G2 as described there. (Note that G2 equals the
graph G0 de�ned in Corollary 2.9.5.) In particular, CA(r ) is 2(r1 + r2)-regular and
edge-disjoint from EFCA .

Let G3 be the graph obtained from G2 by deleting all the edges ofCA(r ) +
EFCA . Thus G3 is obtained from G2 by deleting at most 2(r1 + r2 + r3) � 6r1 =
6
 1m1 edges at every vertex inA [ B . Let G3;dir be the orientation of G3 in
which every edge is oriented in the same way as inG2;dir . Since (G2;dir ; P1; P0

1) is
a [K 1; L; m 1; "0; "0

� ]-scheme, Proposition 1.4.1 and the fact that"00
� ; 
 1 � " imply

that ( G3;dir ; P1; P1) is a [K 1; 1; m1; "0; " ]-scheme. Moreover,

r �

m1

(2.10.5)
�

2r1

m1
= 2 
 1 � 1:

Together with (b) and (c) this ensures that we can apply Lemma 2.8.3to (G3;dir ; P1;
P1) with J P CA , m1, K 1, 1, 7, r � playing the roles of J , m, K , L , f , q in order to
obtain r � edge-disjoint exceptional factorsEF 0

1; : : : ; EF 0
r � with parameters (1; 7) for

G3;dir (with respect to (P1; P1)) such that together these exceptional factors cover
all edges in

S
J PCA . Let EFPCA := EF 0

1 + � � � + EF 0
r � . SinceG3 � G1[A] + G1[B ]

we have (EFPCA )� =
S

J PCA . Moreover, each exceptional path system inEFPCA

contains a unique exceptional system inJ PCA .
Apply Corollary 2.9.5 to obtain a spanning subgraphP CA(r ) of G2 as described

there. In particular, P CA(r ) is 10r � -regular and edge-disjoint fromCA(r )+ EFCA +
EFPCA .

Let Grob := CA(r ) + P CA(r ) + EFCA + EFPCA . Note that by (2.8.2) all the
vertices in V0 := A0 [ B0 have the same degreer rob

0 := 2( Lf r 3 + 7 r � ) = 2 � rob
0 n in

Grob . So

(2.10.10) 7r1

(2.10.5)
� r rob

0

(2.10.5)
� 30r1:

Moreover, (2.8.2) also implies that all the vertices inA [ B have the same degree
r rob in Grob , where r rob := 2( r1 + r2) + 10 r � + 2 r3 + 2 r � = 2( r1 + r2 + r3 + 6 r � ). So

r rob
0 � r rob = 2 ( Lf r 3 + r � � (r1 + r2 + r3)) = 2( Lf r 3 + r � (Lf � 1)r3 � r3) = 2 r:

Note that ( Grob )� =
S

(J CA [ J PCA ) =
S

J rob . Recall that the number of Hamil-
ton exceptional path systems inEFCA equals the number of Hamilton exceptional
systems in J CA , and that the analogue holds for EFPCA . Hence, (� 1), ( � 2) and
(� 3) imply the follow statements:

(� 0
1) dG rob (v) = r rob

0 = 2 � rob
0 n for all v 2 V0.

(� 0
2) eG rob (A0; B 0) = eS

J rob (A0; B 0) � r rob
0 = 2 � rob

0 n is even.
(� 0

3) EFCA + EFPCA contains exactly � rob
0 n exceptional path systems (and

each such path system contains a unique exceptional system inJ rob ,
where jJ rob j = � rob

0 n). Precisely eS
J rob (A0; B 0)=2 of these are Hamil-

ton exceptional path systems. If eG (A0; B 0) � D , then every exceptional
path system in EFCA + EFPCA is a Hamilton exceptional path system.
If EFCA + EFPCA contains a matching exceptional path system, then
jA0j = jB 0j = n=2 is even.

Step 5: Choosing a (K 2; m2; "0)-partition P2. We now prepare the ground
for the approximate decomposition step (i.e. to apply Lemma 2.5.4). For this, we
need to work with a �ner partition of A [ B than the previous one (this will ensure



2.10. PROOF OF THEOREM 1.3.3 63

that the leftover from the approximate decomposition step is su�c iently sparse
compared to Grob ).

So let G4 := G1 � Grob (where G1 was de�ned in Step 1) and note that

(2.10.11) D4
(2.10.4)

= D1 � r rob
0 = D1 � r rob � 2r:

So
(2.10.12)

dG4 (v) = D4 + 2 r for all v 2 A [ B and dG4 (v) = D4 for all v 2 V0:

Hence

� (G4) � D4
(2:10:9)

= D1 � 2� rob
0 n

(2:10:3)
= D � (� 0 + 2 � rob

0 )n � (1 � 6� rob
0 )n=2

as � rob
0 � 2� 0 by (2.10.9). Moreover, note that

2� rob
0 n = r rob

0

(2.10.10)
� 30r1 = 30
 1m1 � 30
 1n=K 1;

so � rob
0 � "0

2. Since (G; A; A 0; B; B 0) is an ("0; 4gK1LK 2)-framework, (G4; A; A 0;
B; B 0) is an ("0; K 2)-framework. Now apply Lemma 2.4.2 to (G4; A; A 0; B; B 0) with
K 2, m2, "0

1, "0
2, 6� rob

0 playing the roles ofK , m, "1, "2, � in order to obtain partitions
A1; : : : ; AK 2 and B1; : : : ; BK 2 of A and B satisfying the following conditions:

(S2a) The vertex partition P2 := f A0; B0; A1; : : : AK 2 ; B1; : : : ; BK 2 g is a (K 2;
m2; "0)-partition of V (G).

(S2b) (G4[A] + G4[B ]; P2) is a (K 2; m2; "0; "0
2)-scheme.

(S2c) (G�
4; P2) is a (K 2; m2; "0; "0

1)-exceptional scheme.

(Recall that G�
4 := G�

1 �
S

J rob was de�ned towards the end of Step 3. Since
G4 = G1 � Grob , we have (G4)� = G�

1 � (Grob )� = G�
1 �

S
J rob , so (G4)� is indeed

the same asG�
4.) Moreover, by Lemma 2.4.2(iv) we have

dG4 (v; A i ) = ( dG4 (v; A) � "0n)=K2 and dG4 (v; B i ) = ( dG4 (v; B) � "0n)=K2

(2.10.13)

for all v 2 V (G) and 1 � i � K 2. (Note that the previous partition of A and B
plays no role in the subsequent argument, so denoting the clustersin P2 by A i and
B i again will cause no notational con
icts.)

Since (G4; A; A 0; B; B 0) is an ("0; K 2)-framework, (FR3) and (FR4) together
imply that each v 2 A satis�es dG4 (v; A0) � j V0 j � "0n and dG4 (v; B 0) � "0n. So
dG4 (v; A) = dG4 (v) � 2"0n. Therefore, for all v 2 A and all 1 � i � K 2 we have

dG4 (v; A i )
(2.10.13)

=
dG4 (v; A) � "0n

K 2
=

dG4 (v) � 3"0n
K 2

=
dG4 (v) � 7"0K 2m2

K 2
:

(2.10.14)

The analogue holds fordG4 (v; B i ) (where v 2 B and 1 � i � K 2).

Step 6: Exceptional systems for the approximate decomposit ion. In order
to apply Lemma 2.5.4, we �rst need to construct suitable exceptional systems. We
will show that G�

4 can be decomposed completely intoD4=2 exceptional systems
with parameter "0. Moreover, these exceptional systems can be partitioned into
sets J 0

0 and J 0
i 1 ;i 2

(one set for each pair 1� i 1; i 2 � K 2) such that the following
conditions hold, whereJ 00denotes the union ofJ 0

i 1 ;i 2
over all 1 � i 1; i 2 � K 2:

(
 1) Each J 0
i 1 ;i 2

consists of precisely (D4 � 2� K 2 n)=2K 2
2 (i 1; i 2)-ES with pa-

rameter "0 with respect to the partition P2.
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(
 2) J 0
0 contains precisely� K 2 n exceptional systems with parameter"0.

(
 3) If eG (A0; B 0) � D , then all exceptional systems inJ 0
0 [ J 00are Hamilton

exceptional systems.
(
 4) If eG (A0; B 0) < D , then each exceptional systemJ 2 J 0

0 [J 00is a Hamilton
exceptional system witheJ (A0; B 0) = 2 or a matching exceptional system.
In particular, J 0

0 contains preciselyeS
J 0

0
(A0; B 0)=2 Hamilton exceptional

systems andJ 00contains preciselyeS
J 00(A0; B 0)=2 Hamilton exceptional

systems.

As in Step 3, the construction of J 0
0 and the J 0

i 1 ;i 2
will depend on whether G is

critical and whether eG (A0; B 0) � D . Recall that G4 = G1 � Grob and note that

(2.10.15)
D � � 0n � 2� rob

0 n
400K 2

2
=

D4

400K 2
2

2 N

by (2.10.6).
Case 1: eG (A0; B 0) � D and G is not critical. Our aim is to apply Lemma 2.7.3
to G with G � G4, m2, K 2, P2, "0

1, � 0 + 2 � rob
0 , � K 2 playing the roles of G0, m, K ,

P, " , � , � . (So G�
4 will play the role of G� .) First we verify that the conditions

in Lemma 2.7.3(i){(iv) are satis�ed. Clearly, Lemma 2.7.3(i) and (ii) hold. Note
that G � G4 = H 0

1 + Grob , so (� 1), ( � 2), ( � 0
1) and (� 0

2) imply Lemma 2.7.3(iii).
By ( � 2) and (� 0

2), eG �
4
(A0; B 0) is even. Together with the fact (S2r) that ( G�

4; P2)
is a (K 2; m2; "0; "0

1)-exceptional scheme, this shows that Lemma 2.7.3(iv) holds.
Together with (2.10.15) this ensures that we can indeed apply Lemma2.7.3 to
obtain a set of (D � (� 0 + 2 � rob

0 )n)=2 = D4=2 edge-disjoint Hamilton exceptional
systems with parameter "0 in G4. Moreover, these Hamilton exceptional systems
can be partitioned into sets J 0

0 and J 0
i 1 ;i 2

(for all 1 � i 1; i 2 � K 2) such that ( 
 1){
(
 3) hold.
Case 2: eG (A0; B 0) � D and G is critical. Our aim is to apply Lemma 2.7.4
to G with G � G4, m2, K 2, P2, "0

1, � 0 + 2 � rob
0 , � K 2 playing the roles of G0, m,

K , P, " , � , � . (So as before,G�
4 will play the role of G� .) Similar arguments

as in Case 1 show that Lemma 2.7.4(i){(iv) hold. (� 4) implies Lemma 2.7.4(v).
Together with (2.10.15) this ensures that we can indeed apply Lemma2.7.4 to
obtain a set of D4=2 edge-disjoint Hamilton exceptional systems with parameter"0

in G4. Moreover, these Hamilton exceptional systems can be partitioned into sets
J 0

0 and J 0
i 1 ;i 2

(for 1 � i 1; i 2 � K 2) such that ( 
 1){( 
 3) hold.
Case 3: eG (A0; B 0) < D . Recall from Proposition 2.2.1(ii) that in this case we
have D = n=2 � 1, n = 0 (mod 4) and jA0j = jB 0j = n=2. Our aim is to apply
Lemma 2.7.5 toG with G� G4, m2, K 2, P2, "0

1, � 0 +2 � rob , � K 2 playing the roles of
G0, m, K , P, " , � , � . (So as before,G�

4 will play the role of G� .) Similar arguments
as in Case 1 show that Lemma 2.7.5(i){(iv) hold. (� 5) implies Lemma 2.7.4(v).
Together with (2.10.15) this ensures that we can indeed apply Lemma2.7.5 to
obtain a set of D4=2 edge-disjoint exceptional systems inG4. Moreover, these
exceptional systems can be partitioned into setsJ 0

0 and J 0
i 1 ;i 2

(for all 1 � i 1; i 2 �
K 2) such that ( 
 1), ( 
 2) and (
 4) hold. (In particular, ( 
 4) implies that each
exceptional system in these sets has parameter"0.)

Therefore, in each of the three cases we have constructed setsJ 0
0 and J 0

i 1 ;i 2
(for

all 1 � i 1; i 2 � K 2) satisfying (
 1){( 
 4).
We now �nd Hamilton cycles and perfect matchings covering the `non-localized'

exceptional systems (i.e. the ones inJ 0
0). Let G0

4 = G4 � G�
4. So G0

4 is obtained
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from G4 by keeping all edges insideA as well as all edges insideB , and delet-
ing all other edges. Note that (G0

4; A; A 0; B; B 0) is an ("0; K 2)-framework since
(G4; A; A 0; B; B 0) is an ("0; K 2)-framework. Apply Lemma 2.6.2 to (G0

4; A; A 0; B;
B0) with K 2, � K 2 , J 0

0 playing the roles of K , � , f J1; : : : ; J�n g. (Recall from (S2b)
that ( G4[A] + G4[B ]; P2) is a (K 2; m2; "0; "0

2)-scheme, so� (G0
4[A]) = � (G4[A]) �

4jAj=5 and � (G0
4[B ]) = � (G4[B ]) � 4jB j=5 by (Sch3).) We obtain edge-disjoint

subgraphsH1; : : : ; H jJ 0
0 j of G0

4 +
S

J 0
0 such that, writing H 2 := f H1; : : : ; H jJ 0

0 j g,
the following conditions hold:

(� 1) For each H s 2 H 2 there is someJs 2 J 0
0 such that Js � H s.

(� 2) If Js is a Hamilton exceptional system, thenH s is a Hamilton cycle on
V (G). If Js is a matching exceptional system, thenH s is the edge-disjoint
union of two perfect matchings onV (G).

(� 3) Let H 0
2 := H1 + � � � + H jJ 0

0 j . If eG (A0; B 0) < D , then H 2 contains precisely
eH 0

2
(A0; B 0)=2 Hamilton cycles onV (G).

Indeed, (� 1) follows from Lemma 2.6.2(i). (� 2) follows from Lemma 2.6.2(ii),(iii).
(For the second part, note that (
 3) and (
 4) imply that J 0

0 contains matching
exceptional systems only in the case wheneG (A0; B 0) < D . But in this case,
Proposition 2.2.1(ii) implies that n = 0 (mod 4) and jA0j = jB 0j = n=2, i.e. jA0j
and jB 0j are even.) For (� 3), note that G0

4 has noA0B 0-edges and soeS
J 0

0
(A0; B 0) =

eH 0
2
(A0; B 0). Together with ( � 2) and (
 4), this now implies (� 3).
Recall that J 00is the union of J 0

i 1 ;i 2
over all 1 � i 1; i 2 � K 2. Let G5 := G4 �H 0

2
and D5 := D4 � 2jH 2j = D4 � 2� K 2 n. So (2.10.12) implies that
(2.10.16)

dG5 (v) = D5 + 2 r for all v 2 A [ B and dG5 (v) = D5 for all v 2 V0:

Note that

(2.10.17) G�
5 := G5 � G5[A] � G5[B ] = G�

4 � H 0
2 = G�

4 �
[

J 0
0 =

[
J 00:

SincedJ (v) = 2 for all v 2 V0 and all J 2 J 00, it follows that

D5 = 2 jJ 00j:(2.10.18)

Moreover, since (G4[A]+ G4[B ]; P2) is a (K 2; m2; "0; "0
2)-scheme and"0

2 +2 � K 2 � " ,
Proposition 2.4.1 implies that (G5[A] + G5[B ]; P2) is a (K 2; m2; "0; " )-scheme.

Step 7: Approximate Hamilton cycle decomposition. Our next aim is to
apply Lemma 2.5.4 to obtain an approximate decomposition ofG5. Let

� := ( r rob
0 � 2r )=(4K 2m2) and � := 
= (4K 1):

We will apply the lemma with G5, P2, K 2, m2, J 00, " playing the roles ofG, P, K ,
m, J , " . Clearly, conditions (c) and (d) of Lemma 2.5.4 hold.

In order to see that condition (a) is satis�ed, recall that m1K 1 = jAj = m2K 2.
So

0 �
7r1 � 2r
4K 2m2

(2.10.10)
� �

(2.10.10)
�

30r1

4K 2m2
=

30
 1

4K 1
� 1:

Therefore, every vertexv 2 A [ B satis�es

dG4 (v)
(2.10.12)

= D4 + 2 r
(2.10.11)

= D1 � r rob
0 + 2 r

(2.10.3)
= D � � 0n � 4K 2m2�

(2.10.1)
= (1 =2 � 4"ex)n � � 0n � 4K 2m2�

= (1 � 4� � 3� 0) K 2m2;(2.10.19)
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where in the last equality we recall that (1 � "0)n=2 � j Aj = K 2m2 � n=2 and
"0; "ex � � 0. Recall that G5 = G4 � H 0

2 and note that

�( H 0
2) = 2 jH 2j = 2 � K 2 n � 5� K 2 K 2m2:

Altogether this implies that for each v 2 A and for all 1 � i � K 2 we have

dG5 (v; A i ) = dG4 (v; A i ) � dH 0
2
(v; A i ) = dG4 (v; A i ) � 5� K 2 K 2m2

(2.10.14)
= ( dG4 (v) � 7"0K 2m2)=K2 � 5� K 2 K 2m2

(2.10.19)
= (1 � 4� � (3� 0 + 7 "0 + 5 � K 2 K 2)) m2:

Since� 0; "0; � K 2 � 1=K2, it follows that dG5 (v; A i ) = (1 � 4� � 4=K2)m2. Similarly
one can show thatdG5 (w; B j ) = (1 � 4� � 4=K2)m2 for all w 2 B . So Lemma 2.5.4(a)
holds.

To check condition (b), note that r = 
 jAj=K1 � 
n= 3K 1. So

jJ 00j
(2.10.18)

=
D5

2
�

D4

2
(2.10.11)

=
D � r rob

0

2

(2.10.1)
�

n
4

+ 2 "exn �
r rob

0

2

=
n
4

+ 2 "exn � 2K 2m2� � r �
�

1
4

+ 2 "ex � (1 � "0)� �



3K 1

�
n

�
�

1
4

� � �



4K 1

�
n =

�
1
4

� � � �
�

n:

Thus Lemma 2.5.4(b) holds.
So we can indeed apply Lemma 2.5.4 to obtain a collectionH 3 of jJ 00j edge-

disjoint spanning subgraphsH 0
1; : : : ; H 0

jJ 00j of G5 which satisfy the following prop-
erties:

("1) For each H 0
s 2 H 3 there is someJ 0

s 2 J 00such that J 0
s � H 0

s.
("2) If J 0

s is a Hamilton exceptional system thenH 0
s is a Hamilton cycle on

V (G). If J 0
s is a matching exceptional system thenH 0

s is the edge-disjoint
union of two perfect matchings onV (G).

("3) Let H 0
3 := H 0

1 + � � � + H 0
jJ 00j . If eG (A0; B 0) < D , then H 3 contains precisely

eH 0
3
(A0; B 0)=2 Hamilton cycles onV (G).

For ("3), note that (2.10.17) implies G�
5 =

S
J 00and thus we haveeS

J 00(A0; B 0) =
eH 0

3
(A0; B 0). Together with ( "2) and (
 4), this now implies ("3).

Step 8: Decomposing the leftover and the robustly decomposa ble graph.
Finally, we can apply the `robust decomposition property' of Grob guaranteed by
Corollary 2.9.5 to obtain a decomposition of the leftover from the previous step
together with Grob into Hamilton cycles (and perfect matchings if applicable).

To achieve this, let H 0 := G5 � H 0
3. Thus (2.10.16) and (2.10.18) imply that

every vertex in V0 is isolated in H 0 while every vertex v 2 A [ B has degreedG5 (v) �
2jJ 00j = D5 + 2 r � 2jJ 00j = 2 r in H 0 (the last equality follows from (2.10.18)).
Moreover, (H 0)� contains no edges. (This holds since

S
J 00 � H 0

3 and so H 0 �
G5 �

S
J 00= G5 � G�

5 by (2.10.17).) Now let HA := H 0[A], HB := H 0[B ], H :=
HA + HB . Note that H is the 2r -regular subgraph ofH 0 obtained by removing all
the vertices in V0. Let

s0 := rfK 1 + 7 r � (2:10:4)
= Lfr 3 + 7 r � (2:10:8)

= � rob
0 n:
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Recall from (� 0
3) that each of the s0 exceptional path systems inEFCA + EFPCA

contains a unique exceptional system andJ rob is the set of all theses0 excep-
tional systems. Thus Corollary 2.9.5(ii)(b) implies that H + Grob has a decompo-
sition into edge-disjoint spanning subgraphsH 00

1 ; : : : ; H 00
s0 such that, writing H 4 :=

f H 00
1 ; : : : ; H 00

s0g, we have:
(� 1) For each H 00

s 2 H 4 there is some exceptional systemJ 00
s 2 J rob such that

J 00
s � H 00

s .
(� 2) If J 00

s is a Hamilton exceptional system thenH 00
s is a Hamilton cycle on

V (G). If J 00
s is a matching exceptional system thenH 00

s is the edge-disjoint
union of two perfect matchings onV (G).

(� 3) Let H 0
4 := H 00

1 + � � � + H 00
s0. Then H 4 contains precisely eH 0

4
(A0; B 0)=2

Hamilton cycles on V (G).
Indeed, (� 1) and (� 2) follow from Corollary 2.9.5(ii)(b) (recall that if J rob contains
a matching exceptional system, thenjA0j = jB 0j = n=2 is even by (� 0

3)). For ( � 3),
note that eH 0

4
(A0; B 0) = eG rob (A0; B 0) = eS

J rob (A0; B 0) by ( � 0
2). Now (� 3) follows

from (� 0
3) and (� 2).

Note that H 1 [H 2 [H 3 [H 4 corresponds to a decomposition ofG into Hamilton
cycles and perfect matchings. It remains to show that the proportion of Hamilton
cycles in this decomposition is as desired.

First suppose that eG (A0; B 0) � D . By ( � 3), H 1 consists of Hamilton cycles and
one perfect matching if D is odd. By (
 3), ( � 2) and ("2), both H 2 and H 3 consist
of Hamilton cycles. By (� 0

3) and (� 2) this also holds for H 4. So H 1 [ H 2 [ H 3 [ H 4

consists of Hamilton cycles and one perfect matching ifD is odd.
Next suppose that eG (A0; B 0) < D . Then by (� 3), ( � 3), ( "3) and (� 3) the

numbers of Hamilton cycles inH 1, H 2, H 3 and H 4 are preciselybeH 0
1
(A0; B 0)=2c,

eH 0
2
(A0; B 0)=2, eH 0

3
(A0; B 0)=2 and eH 0

4
(A0; B 0)=2. Hence,H 1 [H 2 [H 3 [H 4 contains

precisely
�

eH 0
1 [H 0

2 [H 0
3 [H 0

4
(A0; B 0)

2

�
=

�
eG (A0; B 0)

2

�
�

�
F
2

�

edge-disjoint Hamilton cycles, whereF is the size of the minimum cut in G. Since
clearly G cannot have more than bF=2c edge-disjoint Hamilton cycles, it follows
that we have equality in the �nal step, as required. �





CHAPTER 3

Exceptional systems for the two cliques case

In this chapter we prove all the results that were stated in Section2.7. Recall
that the exceptional edges are all those edges incident toA0 and B0 as well as all
those edges joiningA0 to B 0. The results stated in Section 2.7 generated a decom-
position of these exceptional edges into exceptional systems: Each such exceptional
system was then extended into a Hamilton cycle. (Recall that actually, the excep-
tional systems may contain some non-exceptional edges as well.) This is the most
di�cult part of the construction of the Hamilton cycle decomposition and so forms
the heart of the argument for the two clique case.

Let G be a D-regular graph and let A0; B 0 be a partition of V (G). Recall that
we say that G is critical (with respect to A0; B 0 and D) if both of the following
hold:

� �( G[A0; B 0]) � 11D=40;
� e(H ) � 41D=40 for all subgraphsH of G[A0; B 0] with �( H ) � 11D=40.

Recall that Lemmas 2.7.3{2.7.5 guarantee our desired decompositionof the
exceptional edges into exceptional systems. Lemma 2.7.3 covers the non-critical
case whenG[A0; B 0] contains many edges, Lemma 2.7.4 covers the critical case when
G[A0; B 0] contains many edges and Lemma 2.7.5 tackles the case whenG[A0; B 0]
contains only a few edges.

3.1. Proof of Lemma 2.7.1

The following lemma (which collects some basic properties of critical graphs)
immediately implies Lemma 2.7.1.

Lemma 3.1.1. Suppose that0 < 1=n � 1 and that D; n 2 N are such that

(3.1.1) D � n � 2bn=4c � 1 =

8
>>><

>>>:

n=2 � 1 if n = 0 (mod 4) ,

(n � 1)=2 if n = 1 (mod 4) ,
n=2 if n = 2 (mod 4) ,

(n + 1) =2 if n = 3 (mod 4) .

Let G be aD-regular graph onn vertices and letA0; B 0 be a partition of V (G) with
jA0j; jB 0j � D=2 and �( G[A0; B 0]) � D=2. Suppose thatG is critical. Let W be
the set of verticesw 2 V (G) such that dG[A 0;B 0](w) � 11D=40. Then the following
properties are satis�ed:

(i) 1 � j W j � 3.
(ii) Either D = ( n � 1)=2 and n = 1 (mod 4) , or D = n=2 � 1 and n = 0

(mod 4). Furthermore, if n = 1 (mod 4) , then jW j = 1 .
(iii) eG (A0; B 0) � 17D=10 + 5 < n .

69
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(iv)

eG� W (A0; B 0) �

8
><

>:

3D=4 + 5 if jW j = 1 ,
19D=40 + 5 if jW j = 2 ,

D=5 + 5 if jW j = 3 .

(v) There exists a setW 0 of vertices such thatW � W 0, jW 0j � 3 and for all
w0 2 W 0 and v 2 V (G) n W 0 we have

dG[A 0;B 0](w
0) �

21D
80

; dG[A 0;B 0](v) �
11D
40

and dG[A 0;B 0](w
0) � dG[A 0;B 0](v) �

D
240

:

Proof. Let w1; : : : ; w4 be vertices ofG such that

dG[A 0;B 0](w1) � � � � � dG[A 0;B 0](w4) � dG[A 0;B 0](v)

for all v 2 V (G)nf w1; : : : ; w4g. Let W4 := f w1; : : : ; w4g. Suppose thatdG[A 0;B 0](w4)
� 21D=80. Let H be a spanning subgraph ofG[A0; B 0] such that dH (wi ) =
d21D=80e for all i � 4 and such that every vertexv 2 V (G) nW4 satis�es NH (v) �
W4. Thus �( H ) = d21D=80e and so e(H ) � 41D=40 sinceG is critical. On the
other hand, e(H ) � 4 � d21D=80e � 4, a contradiction. (Here we subtract four to
account for the edges ofH 0 between vertices inW .) Hence,dG[A 0;B 0](w4) < 21D=80
and sojW j � 3. But jW j � 1 sinceG is critical. So (i) holds.

Let j be minimal such that dG[A 0;B 0](wj ) � 21D=80. So 1< j � 4. Choose
an index i with 1 � i < j such that W � f w1; : : : ; wi g and dG[A 0;B 0](wi ) �
dG[A 0;B 0](wi +1 ) � D=240. Then the setW 0 := f w1; : : : ; wi g satis�es (v).

Let H 0 be a spanning subgraph ofG[A0; B 0] such that G[A0n W; B 0n W ] � H 0

and dH 0(w) = b11D=40c for all w 2 W . Similarly as before,e(H 0) � 41D=40 since
G is critical. Thus

41D=40 � e(H 0) � e(H 0 � W ) + b11D=40cjW j � 2

= eG� W (A0; B 0) + b11D=40cjW j � 2:

This in turn implies that

eG� W (A0; B 0) � (41 � 11jW j)D=40 + 5:(3.1.2)

Together with (i) this implies (iv). If D � n=2, then by Proposition 2.2.3 we
have eG� W (A0; B 0) � D � 28. This contradicts (iv). Thus (3.1.1) implies that
D = ( n � 1)=2 and n = 1 (mod 4), or D = n=2 � 1 and n = 0 (mod 4). If n = 1
(mod 4) and D = ( n � 1)=2, then Proposition 2.2.3 implies that eG� W (A0; B 0) �
D=2 � 28. Hence, by (iv) we deduce thatjW j = 1 and so (ii) holds. Since jW j � 3
and �( G[A0; B 0]) � D=2, we have

eG (A0; B 0) � eG� W (A0; B 0) +
jW jD

2

(3:1:2)
�

(41 + 9jW j)D
40

+ 5 �
17D
10

+ 5 < n:

(The last inequality follows from (ii).) This implies (iii). �

3.2. Non-critical Case with e(A0; B 0) � D .

In this section we prove Lemma 2.7.3. Recall that Lemma 2.7.3 gives a decom-
position of the exceptional edges into exceptional systems in the non-critical case
when e(A0; B 0) � D . The proof splits into the following four steps:
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Step 1 We �rst decompose G� into edge-disjoint `localized' subgraphsH (i; i 0)
and H 0(i; i 0) (where 1 � i; i 0 � K ). More precisely, eachH (i; i 0) only
contains A0A i -edges andB0B i 0-edges ofG� while all edges ofH 0(i; i 0) lie
in G� [A0 [ A i ; B0 [ B i 0], and all the edges ofG� are distributed evenly
amongst theH (i; i 0) and H 0(i; i 0) (see Lemma 2.5.2). We will then move a
small number ofA0B 0-edges between theH 0(i; i 0) in order to obtain graphs
H 00(i; i 0) such that e(H 00(i; i 0)) is even (see Lemma 3.2.1).

Step 2 We decompose eachH 00(i; i 0) into ( D � �n )=(2K 2) Hamilton exceptional
system candidates (see Lemma 3.2.3).

Step 3 Most of the Hamilton exceptional system candidates constructedin Step 2
will be extended into an (i; i 0)-HES (see Lemma 3.2.4).

Step 4 The remaining Hamilton exceptional system candidates will be extended
into Hamilton exceptional systems, which need not be localized (see Lem-
ma 3.2.5). (Altogether, these will be the�n Hamilton exceptional systems
in J which are not mentioned in Lemma 2.7.3(b).)

3.2.1. Step 1: Constructing the Graphs H 00(i; i 0). Let H (i; i 0) and H 0(i; i 0)
be the graphs obtained by applying Lemma 2.5.2 toG� . We would like to decom-
pose eachH 0(i; i 0) into Hamilton exceptional system candidates. In order to do this,
e(H 0(i; i 0)) must be even. The next lemma shows that we can ensure this property
without destroying the other properties of the H 0(i; i 0) too much by moving a small
number of edges between theH 0(i; i 0).

Lemma 3.2.1. Suppose that0 < 1=n � "0 � " � "0 � �; 1=K � 1, that
D � n=3, that 0 � � � 1 and that D; n; K; m; (D � �n )=(2K 2) 2 N. De�ne � by

2�n :=
D � �n

K 2 and let 
 := � �
2�
K 2 :(3.2.1)

Suppose that the following conditions hold:

(i) G is a D-regular graph on n vertices.
(ii) P is a (K; m; " 0)-partition of V (G) such that D � eG (A0; B 0) � "0n2 and

�( G[A0; B 0]) � D=2. Furthermore, G is not critical.
(iii) G0 is a subgraph ofG such that G[A0] + G[B0] � G0, eG0 (A0; B 0) � �n

and dG0 (v) = �n for all v 2 V0.
(iv) Let G� := G � G[A] � G[B ] � G0. eG � (A0; B 0) is even and(G� ; P) is a

(K; m; " 0; " )-exceptional scheme.

Then G� can be decomposed into edge-disjoint spanning subgraphsH (i; i 0) and
H 00(i; i 0) of G� (for all 1 � i; i 0 � K ) such that the following properties hold,
where G0(i; i 0) := H (i; i 0) + H 00(i; i 0):

(b1) Each H (i; i 0) contains only A0A i -edges andB0B i 0-edges.
(b2) H 00(i; i 0) � G� [A0; B 0]. Moreover, all but at most "0n edges ofH 00(i; i 0) lie

in G� [A0 [ A i ; B0 [ B i 0].
(b3) e(H 00(i; i 0)) is even and2�n � e(H 00(i; i 0)) � 11"0n2=(10K 2).
(b4) �( H 00(i; i 0)) � 31�n= 30.
(b5) dG0( i;i 0) (v) = (2 � � "0) n for all v 2 V0.
(b6) Let eH be any spanning subgraph ofH 00(i; i 0) which maximisese( eH ) under

the constraints that �( eH ) � 3
n= 5, H 00(i; i 0)[A0; B0] � eH and e( eH ) is
even. Thene( eH ) � 2�n .
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Proof. Since� � 1=3 � D=n, we deduce that

� � 1=(7K 2); (1 � 14� )� � 
 < � and " � "0 � �; 1=K; �; 
 � 1:
(3.2.2)

Note that (ii) and (iii) together imply that

eG � (A0; B 0) � D � �n
(3:2:1)

= 2 K 2�n
(3:2:2)

� n=4:(3.2.3)

By (i) and (iii), each v 2 V0 satis�es

(3.2.4) dG � (v) = D � �n
(3:2:1)

= 2 K 2�n:

Apply Lemma 2.5.2 to decomposeG� into subgraphs H (i; i 0), H 0(i; i 0) (for all 1 �
i; i 0 � K ) satisfying the following properties, whereG(i; i 0) := H (i; i 0) + H 0(i; i 0):

(a0
1) Each H (i; i 0) contains only A0A i -edges andB0B i 0-edges.

(a0
2) All edges of H 0(i; i 0) lie in G� [A0 [ A i ; B0 [ B i 0].

(a0
3) e(H 0(i; i 0)) = (1 � 16" )eG � (A0; B 0)=K 2. In particular,

2(1 � 16" )�n � e(H 0(i; i 0)) � (1 + 16")"0n2=K 2:

(a0
4) dH 0( i;i 0) (v) = ( dG � [A 0;B 0](v) � 2"n )=K 2 for all v 2 V0.

(a0
5) dG(i;i 0) (v) = (2 � � 4"=K 2)n for all v 2 V0.

Indeed, (a0
3) follows from (3.2.3), Lemma 2.5.2(a3) and (ii), while (a 0

5) follows from
(3.2.4) and Lemma 2.5.2(a5). We now move someA0B 0-edges ofG� between the
H 0(i; i 0) such that the graphs H 00(i; i 0) obtained in this way satisfy the following
conditions:

� Each H 00(i; i 0) is obtained from H 0(i; i 0) by adding or removing at most
32K 2"�n �

p
"n edges.

� e(H 00(i; i 0)) � 2�n and e(H 00(i; i 0)) is even.
Note that this is possible by (a0

3) and since �n 2 N and eG � (A0; B 0) � 2K 2�n is
even by (iv).

We will show that the graphs H (i; i 0) and H 00(i; i 0) satisfy conditions (b1){(b 6).
Clearly both (b 1) and (b2) hold. (a0

3) implies that
(3.2.5)

e(H 00(i; i 0)) = (1 � 16" )eG � (A0; B 0)=K 2 �
p

"n
(3:2:2) ;(3:2:3)

= (1 � "0)eG � (A0; B 0)=K 2:

Together with (ii) and our choice of the H 00(i; i 0) this implies (b3). (b5) follows
from (a0

5) and the fact that dG0( i;i 0) (v) = dG(i;i 0) (v) �
p

"n . Similarly, (a 0
4) implies

that for all v 2 V0 we have

(3.2.6) dH 00( i;i 0) (v) = ( dG � [A 0;B 0](v) � "0n)=K 2:

Recall that �( G[A0; B 0]) � D=2 by (ii). Thus

�( H 00(i; i 0))
(3.2.6)

�
D=2 + "0n

K 2

(3.2.1)
=

�
� +

� + 2 "0

2K 2

�
n

(3.2.2)
�

31�n
30

;

so (b4) holds.
So it remains to verify (b6). To do this, �x 1 � i; i 0 � K and setH 00:= H 00(i; i 0).

Let eH be a subgraph ofH 00as de�ned in (b6). We need to show that e( eH ) � 2�n .
Suppose the contrary that e( eH ) < 2�n . We will show that this contradicts the
assumption that G is not critical. Roughly speaking, the argument will be that if
eH is sparse, then so isH 00. This in turn implies that G� is also sparse, and thus
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any subgraph of G[A0; B 0] of comparatively small maximum degree is also sparse,
which leads to a contradiction.

Let X be the set of all those verticesx for which d eH (x) � 3
n= 5� 2. SoX � V0

by (iv) and (ESch3). Note that if X = ; , then eH = H 00and soe( eH ) � 2�n by (b3).
If jX j � 4, then e( eH ) � 4(3
n= 5 � 2) � 4 � 2�n by (3.2.2). Hence 1� j X j � 3.
Note that eH � X contains all but at most one edge fromH 00� X . Together with
the fact that eH [X ] contains at most two edges (sincejX j � 3 and eH is bipartite)
this implies that

2�n > e ( eH ) � e( eH � X ) +

 
X

x 2 X

d eH (x)

!

� 2

� e(H 00� X ) � 1 + jX j(3
n= 5 � 2) � 2

� e(H 00) �
X

x 2 X

dH 00(x) + jX j(3
n= 5 � 2) � 3

= e(H 00) �
X

x 2 X

(dH 00(x) � 3
n= 5 + 2) � 3(3.2.7)

and so

e(H 00)
(3:2:6)

< 2�n +
X

x 2 X

�
dG � [A 0;B 0](x) + "0n

K 2 � 3
n= 5 + 2
�

+ 3 :(3.2.8)

Note that (b 4) and (3.2.7) together imply that if e(H 00) � 4�n then e( eH ) � e(H 00) �
jX j(31�n= 30� 3
n= 5 + 2) � 3 � 2�n . Thus e(H 00) < 4�n and by (3.2.5) we have
eG � (A0; B 0) � 4K 2�n= (1 � "0) � 5K 2�n � 3n. Hence

eG � (A0; B 0)
(3:2:5)

� K 2e(H 00) + "0eG � (A0; B 0) � K 2e(H 00) + 3 "0n

(3:2:8)
� D � �n + 7 "0n +

X

x 2 X

�
dG � [A 0;B 0](x) � K 2(3
n= 5)

�
:(3.2.9)

Let G0 be any subgraph ofG� [A0; B 0] which maximisese(G0) under the constraint
that �( G0) � K 2(3
= 5 + 2"0)n. Note that if dG � [A 0;B 0](v) � K 2(3
= 5 + 2"0)n, then
v 2 V0 (by (iv) and (ESch3)) and so dH 00(v) > 3
n= 5 by (3.2.6). This in turn
implies that v 2 X . Hence

e(G0) � eG � (A0; B 0) �
X

x 2 X

�
dG � [A 0;B 0](x) � K 2(3
= 5 + 2"0)n

�
+ 2

(3.2.9)
� D � �n + 7 K 2"0n:(3.2.10)

Note that (3.2.6) together with the fact that X 6= ; implies that

�( G[A0; B 0]) � �( G� [A0; B 0]) � K 2(3
n= 5 � 2) � "0n
(3:2:1) ;(3:2:2)

� 11D=40:

SinceG is not critical this means that there exists a subgraphG00of G[A0; B 0] such
that �( G00) � 11D=40 � K 2(3
= 5 + 2"0)n and e(G00) � 41D=40. Thus

D � �n + 7 K 2"0n
(3:2:10)

� e(G0) � e(G00) � eG0 (A0; B 0) � 41D=40� �n;

which is a contradiction. Therefore, we must havee( eH ) � 2�n . Hence (b6) is
satis�ed. �
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3.2.2. Step 2: Decomposing H 00(i; i 0) into Hamilton Exceptional Sys-
tem Candidates. Our next aim is to decompose eachH 00(i; i 0) into �n Hamilton
exceptional system candidates (this will follow from Lemma 3.2.3). Before we can
do this, we need the following result on decompositions of bipartite graphs into
`even matchings'. We say that a matching iseven if it contains an even number of
edges, otherwise it isodd.

Proposition 3.2.2. Suppose that0 < 1=n � 
 � 1 and that n; 
n 2 N. Let
H be a bipartite graph onn vertices with �( H ) � 2
n= 3 and wheree(H ) � 2
n is
even. ThenH can be decomposed into
n edge-disjoint non-empty even matchings,
each of size at most3e(H )=(
n ).

Proof. First note that since e(H ) � 2
n , it su�ces to show that H can be
decomposed into at most
n edge-disjoint non-empty even matchings, each of size
at most 3e(H )=(
n ). Indeed, by splitting these matchings further if necessary, one
can obtain precisely
n non-empty even matchings.

Set n0 := b2
n= 3c. K•onig's theorem implies that � 0(H ) � n0. So Proposi-
tion 1.4.5 implies that there is a decomposition ofH into n0 edge-disjoint matchings
M 1; : : : ; M n 0 such that je(M s) � e(M s0)j � 1 for all s; s0 � n0. Hence we have

2 �
e(H )

n0 � 1 � e(M s) �
e(H )

n0 + 1 �
3e(H )


n

for all s � n0. Sincee(H ) is even, there are an even number of odd matchings. Let
M s and M s0 be two odd matchings. Soe(M s); e(M s0) � 3 and thus there exist two
disjoint edgese 2 M s and e0 2 M s0. Hence,M s � e, M s0 � e0 and f e; e0g are three
even matchings. Thus, by pairing o� the odd matchings and repeating this process,
the proposition follows. �

Lemma 3.2.3. Suppose that0 < 1=n � "0 � 
 < 1, that 
 + 
 0 < 1 and that
n; 
n; 
 0n 2 N. Let H be a bipartite graph onn vertices with vertex classesA _[ A0

and B _[ B0, where jA0 j + jB0 j � "0n. Suppose that

(i) e(H ) is even, �( H ) � 16
n= 15 and �( H [A; B ]) < (3
= 5 � "0)n.

Let H 0 be a spanning subgraph ofH which maximisese(H 0) under the constraints
that �( H 0) � 3
n= 5, H [A0; B0] � H 0 and e(H 0) is even. Suppose that

(ii) 2( 
 + 
 0)n � e(H 0) � 10"0
n 2.

Then there exists a decomposition ofH into edge-disjoint Hamilton exceptional
system candidatesF1; : : : ; F
n ; F 0

1; : : : ; F 0

 0n with parameter "0 such that e(F 0

s) = 2
for all s � 
 0n.

Since we are in the non-critical case with many edges betweenA0 and B 0, we
will be able to assume that the subgraphH 0 satis�es (ii).

Roughly speaking, the idea of the proof of Lemma 3.2.3 is to apply the previous
proposition to decomposeH 0 into a suitable number of even matchingsM i (using
the fact that it has small maximum degree). We then extend these matchings into
Hamilton exceptional system candidates to cover all edges ofH . The additional
edges added to eachM i will be vertex-disjoint from M i and form vertex-disjoint
2-paths uvw with v 2 V0. So the number of connections fromA0 to B 0 remains the
same (asH is bipartite). Each matching M i will already be a Hamilton exceptional
system candidate, which means thatM i and its extension will have the correct
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number of connections from A0 to B 0 (which makes this part of the argument
simpler than in the critical case).

Proof of Lemma 3.2.3. Set A0 := A0 [ A and B 0 := B0 [ B . We �rst construct
the F 0

s . If 
 0 = 0, there is nothing to do. So suppose that
 0 > 0. Note that each
F 0

s has to be a matching of size 2 (this follows from the de�nition of a Hamilton
exceptional system candidate and the fact thate(F 0

s) = 2). Since H 0 is bipartite
and so

e(H 0)
� 0(H 0)

=
e(H 0)
�( H 0)

�
2(
 + 
 0)n

3
n= 5
>

10
3

;

we can �nd a 2-matching F 0
1 in H 0. Delete the edges inF 0

1 from H 0 and choose
another 2-matching F 0

2. We repeat this process until we have chosen
 0n edge-
disjoint 2-matchings F 0

1; : : : ; F 0

 0n .

We now construct F1; : : : ; F
n in two steps: �rst we construct matchings M 1;
: : : ; M 
n in H 0 and then extend eachM i into the desired Fi . Let H1 and H 0

1
be obtained from H and H 0 by removing all the edges inF 0

1; : : : ; F 0

 0n . So now

2
n � e(H 0
1) � 10"0
n 2 and both e(H1) and e(H 0

1) are even. Thus Proposi-
tion 3.2.2 implies that there is a decomposition ofH 0

1 into edge-disjoint non-empty
even matchingsM 1; : : : ; M 
n , each of size at most 30"0n.

Note that each M i is a Hamilton exceptional system candidate with parame-
ter "0. So if H 0

1 = H1, then we are done by settingFs := M s for eachs � 
n . Hence,
we may assume thatH 00:= H1 � H 0

1 = H � H 0 contains edges. LetX be the set of
all those verticesx 2 A0 [ B0 for which dH 00(x) > 0. Note that each x 2 X satis�es
NH 00(x) � A [ B (since H [A0; B0] � H 0). This implies that each x 2 X satis�es
dH 0(x) � b 3
n= 5c � 1 or dH 00(x) = 1. (Indeed, suppose that dH 0(x) � b 3
n= 5c � 2
and dH 00(x) � 2. Then we can move two edges incident tox from H 00to H 0. The
�nal assumption in (i) and the assumption on dH 0(x) together imply that we would
still have �( H 0) � 3
n= 5, a contradiction.) Since �( H ) � 16
n= 15 by (i) this in
turn implies that dH 00(x) � 7
n= 15 + 2 for all x 2 X .

Let M be a random subset off M 1; : : : ; M 
n g where eachM i is chosen inde-
pendently with probability 2 =3. By Proposition 1.4.4, with high probability, the
following assertions hold:

r := jMj = (2 =3 � "0)
n

jf M s 2 M : dM s (v) = 1 gj = 2 dH 0
1
(v)=3 � "0
n for all v 2 V(H ):(3.2.11)

By relabeling if necessary, we may assume thatM = f M 1; M 2; : : : ; M r g. For each
s � r , we will now extend M s to a Hamilton exceptional system candidate Fs

with parameter "0 by adding edges fromH 00. Suppose that for some 1� s � r
we have already constructedF1; : : : ; Fs� 1. Set H 00

s := H 00�
P

j<s Fj . Let Ws be
the set of all those verticesw 2 X for which dM s (w) = 0 and dH 00

s
(w) � 32"0n �

2jA0 [ B0j + e(M s). Recall that X � A0 [ B0 and NH 00
s

(w) � NH 00(w) � A [ B
for eachw 2 X and thus also for eachw 2 Ws . Thus there are jWs j vertex-disjoint
2-paths uwu0 with w 2 Ws and u; u0 2 NH 00

s
(w) n V (M s). Assign these 2-paths

to M s and call the resulting graph Fs . Observe that Fs is a Hamilton exceptional
system candidate with parameter"0. Therefore, we have constructedF1; : : : ; Fr by
extending M 1; : : : ; M r .

We now construct Fr +1 ; : : : ; F
n . For this, we �rst prove that the above con-
struction implies that the current `leftover' H 00

r +1 has small maximum degree. In-
deed, note that if w 2 Ws , then dH 00

s +1
(w) = dH 00

s
(w) � 2. By (3.2.11), for each
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x 2 X , the number of M s 2 M with dM s (x) = 0 is

r � jf M s 2 M : dM s (x) = 1 gj � (2=3 � "0)
n � (2dH 0
1
(x)=3 + "0
n )

� 2
n= 3 � 2dH 0(x)=3 � 2"0
n

� 2
n= 3 � 2=3 � b3
n= 5c � 2"0
n

� (4=15� 2"0)
n > d H 00(x)=2:

Hence, we havedH 00
r +1

(x) < 32"0n for all x 2 X (as we remove 2 edges atx each
time we have dM s (x) = 0 and dH 00

s
(x) � 32"0n). Note that by de�nition of H 0,

all but at most one edge in H 00 must have an endpoint in X . So for x =2 X ,
dH 00(x) � j X j + 1 � j A0 [ B0j + 1 � "0n + 1. Therefore, �( H 00

r +1 ) < 32"0n.
Let H 000:= H1 � (F1+ � � �+ Fr ). SoH 000is the union of H 00

r +1 and all the M s with
r < s � 
n . Since each ofH1 and F1; : : : ; Fr contains an even number of edges,
e(H 000) is even. In addition, M s � H 000for eachr < s � 
n , so e(H 000) � 2(
n � r ).
By (3.2.11), since �( H 00

r +1 ) � 32"0n, we deduce that for every vertexv 2 V(H 000),
we have

dH 000(v) �
�

dH 0
1
(v)

3
+ "0
n

�
+ �( H 00

r +1 ) �
3
n= 5

3
+ "0
n + 32"0n �

2(
n � r )
3

In the second inequality, we used thatdH 0
1
(v) � dH 0(v). Moreover, we have

e(H 000) = e(H 00
r +1 ) + e(M r +1 + � � � + M 
n ) � 32"0n2 + 30"0n(
n � r ) � 62"0n2:

Thus, by Proposition 3.2.2 applied with H 000and 
 � r=n playing the roles of H
and 
 , there exists a decomposition ofH 000into 
n � r edge-disjoint non-empty even
matchings Fr +1 , : : : , F
n , each of size at most 3e(H 000)=(
n � r ) �

p
"0n=2. Thus

each suchFs is a Hamilton exceptional system candidate with parameter"0. This
completes the proof. �

3.2.3. Step 3: Constructing the Localized Exceptional Systems. The
next lemma will be used to extend most of the exceptional system candidates guar-
anteed by Lemma 3.2.3 into localized exceptional systems. These extensions are
required to be `faithful' in the following sense. Suppose thatF is an exceptional
system candidate. ThenJ is a faithful extension of F if the following holds:

� J contains F and F [A0; B 0] = J [A0; B 0].
� If F is a Hamilton exceptional system candidate, thenJ is a Hamilton

exceptional system and the analogue holds ifF is a matching exceptional
system candidate.

Lemma 3.2.4. Suppose that0 < 1=n � "0 � 1, that 0 � 
 � 1 and that
n; K; m; 
n 2 N. Let P be a (K; m; " 0)-partition of a set V of n vertices. Let
1 � i; i 0 � K . Suppose thatH and F1; : : : ; F
n are pairwise edge-disjoint graphs
which satisfy the following conditions:

(i) V (H ) = V and H contains only A0A i -edges andB0B i 0-edges.
(ii) Each Fs is an (i; i 0)-ESC with parameter "0.
(iii) Each v 2 V0 satis�es dH +

P
F s (v) � (2
 +

p
"0)n.

Then there exist edge-disjoint(i; i 0)-ES J1; : : : ; J
n with parameter "0 in H +
P

Fs

such that Js is a faithful extension of Fs for all s � 
n .
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Proof. For eachs � 
n in turn, we extend Fs into an ( i; i 0)-ES Js with parameter
"0 in H +

P
Fs such that Js and Js0 are edge-disjoint for alls0 < s . SinceH does not

contain any A0B 0-edges, theJs will automatically satisfy Js [A0; B 0] = Fs [A0; B 0].
Suppose that for some 1� s � 
n we have already constructedJ1; : : : ; Js� 1. Set
H s := H �

P
s0<s Js0. Consider any v 2 V0. Since v has degree at most 2 in an

exceptional system and in an exceptional system candidate, (iii) implies that

dH s (v) � dH +
P

F s (v) � 2
n �
p

"0n:

Together with (i) this shows that condition (ii) in Lemma 2.3.2 holds (with H s

playing the role of G). SinceP is a (K; m; " 0)-partition of V , Lemma 2.3.2(i) holds
too. Hence we can apply Lemma 2.3.2 to obtain an exceptional systemJs with
parameter "0 in H s + Fs such that Js is a faithful extension of Fs . (i) and (ii)
ensure that Js is an (i; i 0)-ES, as required. �

3.2.4. Step 4: Constructing the Remaining Exceptional Systems. Due
to condition (iii), Lemma 3.2.4 cannot be used to extendall the exceptional system
candidates returned by Lemma 3.2.3 into localized exceptional systems. The next
lemma will be used to deal with the remaining exceptional system candidates (the
resulting exceptional systems will not be localized).

Lemma 3.2.5. Suppose that0 < 1=n � "0 � "0 � � � 1 and that n; �n 2 N.
Let A; A 0; B; B 0 be a partition of a set V of n vertices such thatjA0 j + jB0j � "0n
and jAj = jB j. Suppose thatH; F 1; : : : ; F�n are pairwise edge-disjoint graphs which
satisfy the following conditions:

(i) V (H ) = V and H contains only A0A-edges andB0B -edges.
(ii) Each Fs is an exceptional system candidate with parameter"0.
(iii) For all but at most "0n indices s � �n the graph Fs is either a matching

exceptional system candidate withe(Fs) = 0 or a Hamilton exceptional
system candidate withe(Fs) = 2 . In particular, all but at most "0n of the
Fs satisfy dF s (v) � 1 for all v 2 V0.

(iv) All v 2 V0 satisfy dH +
P

F s (v) = 2 �n .
(v) All v 2 A [ B satisfy dH +

P
F s (v) � 2"0n.

Then there exists a decomposition ofH +
P

Fs into edge-disjoint exceptional systems
J1; : : : ; J�n with parameter "0 such that Js is a faithful extension of Fs for all
s � �n .

Proof. Let V0 := A0 [ B0 and let v1; : : : ; vjV0 j denote the vertices ofV0. We will
decomposeH into graphs J 0

s in such a way that the graphs Js := J 0
s + Fs satisfy

dJ s (vi ) = 2 for all i � j V0 j and dJ s (v) � 1 for all v 2 A [ B . Hence eachJs will be
an exceptional system with parameter"0. Condition (i) guarantees that Js will be
a faithful extension of Fs . Moreover, the Js will form a decomposition of H +

P
Fs .

We construct the decomposition ofH by considering each vertexvi of A0 [ B0 in
turn.

Initially, we set V (J 0
s) = E(J 0

s) = ; for all s � �n . Suppose that for some
1 � i � j V0 j we have already assigned (and added) all the edges ofH incident with
each ofv1; : : : ; vi � 1 to the J 0

s . Consider vi . Without loss of generality assume that
vi 2 A0. Note that NH (vi ) � A by (i). De�ne an auxiliary bipartite graph Qi with
vertex classesV1 and V2 as follows: V1 := NH (vi ) and V2 consists of 2� dF s (vi )
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copies ofFs for each s � �n . Moreover, Qi contains an edge betweenv 2 V1 and
Fs 2 V2 if and only if v =2 V (Fs + J 0

s).
We now show that Qi contains a perfect matching. For this, note that jV1j =

2�n � dP
F s (vi ) = jV2 j by (iv). (v) implies that for each v 2 V1 � A we have

dP
(F s + J 0

s ) (v) � dH +
P

F s (v) � 2"0n. So v lies in at most 2"0n of the graphs
Fs + J 0

s. Therefore, dQ i (v) � j V2 j � 4"0n � j V2 j=2 for all v 2 V1. (The �nal
inequality follows since (iii) and (iv) together imply that dH (vi ) = 2 �n � dP

F s (vi ) �
2�n � (�n � "0n) � 2"0n � �n= 2 and sojV2 j = jV1 j � �n= 2.) On the other hand,
since eachFs + J 0

s is an exceptional system candidate with parameter"0, (ESC3)
implies that jV (Fs + J 0

s) \ Aj � (
p

"0=2+2"0)n �
p

"0n for eachFs 2 V2. Therefore
dQ i (Fs) � j V1 j � j V (Fs + J 0

s) \ Aj � j V1 j=2 for eachFs 2 V2. Thus we can apply
Hall's theorem to �nd a perfect matching M in Qi . WheneverM contains an edge
betweenv and Fs , we add the edgevi v to J 0

s . This completes the desired assignment
of the edges ofH at vi to the J 0

s . �

3.2.5. Proof of Lemma 2.7.3. In our proof of Lemma 2.7.3 we will use
the following result, which is a consequence of Lemmas 3.2.4 and 3.2.5. Given a
suitable set of exceptional system candidates in an exceptional scheme, the lemma
extends these into exceptional systems which form a decomposition of the excep-
tional scheme. We prove the lemma in a slightly more general form than needed
for the current case, as we will also use it in the other two cases.

Lemma 3.2.6. Suppose that0 < 1=n � "0 � " � "0 � �; 1=K � 1, that
1=(7K 2) � � < 1=K 2 and that n; K; m; �n; �n=K 2 2 N. Let


 := � �
�

K 2 and 
 0 :=
�

K 2 :

Suppose that the following conditions hold:

(i) ( G� ; P) is a (K; m; " 0; " )-exceptional scheme withjG� j = n.
(ii) G� is the edge-disjoint union of H (i; i 0), F1(i; i 0); : : : ; F
n (i; i 0) and

F 0
1(i; i 0); : : : ; F 0


 0n (i; i 0) over all 1 � i; i 0 � K .
(iii) Each H (i; i 0) contains only A0A i -edges andB0B i 0-edges.
(iv) Each Fs(i; i 0) is an (i; i 0)-ESC with parameter "0.
(v) Each F 0

s(i; i 0) is an exceptional system candidate with parameter"0. More-
over, for all but at most "0n indices s � 
 0n the graphF 0

s(i; i 0) is either a
matching exceptional system candidate withe(F 0

s(i; i 0)) = 0 or a Hamilton
exceptional system candidate withe(F 0

s(i; i 0)) = 2 .
(vi) dG � (v) = 2 K 2�n for all v 2 V0.
(vii) For all 1 � i; i 0 � K let G� (i; i 0) := H (i; i 0) +

P
s� 
n Fs(i; i 0)+P

s� 
 0n F 0
s(i; i 0). Then dG � ( i;i 0) (v) = (2 � � "0)n for all v 2 V0.

Then G� has a decomposition intoK 2�n edge-disjoint exceptional systems

J1(i; i 0); : : : ; J
n (i; i 0) and J 0
1(i; i 0); : : : ; J 0


 0n (i; i 0)

with parameter "0, where 1 � i; i 0 � K , such that Js(i; i 0) is an (i; i 0)-ES which is
a faithful extension of Fs(i; i 0) for all s � 
n and J 0

s(i; i 0) is a faithful extension of
F 0

s(i; i 0) for all s � 
 0n.

Proof. Fix any i; i 0 � K and set H := H (i; i 0) and Fs := Fs(i; i 0) for all s � 
n .
Our �rst aim is to apply Lemma 3.2.4 in order to extend each of F1; : : : ; F
n into
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a (i; i 0)-HES. (iii) and (iv) ensure that conditions (i) and (ii) of Lemma 3.2.4 ho ld.
To verify Lemma 3.2.4(iii), note that by (v) and (vii) each v 2 V0 satis�es

dH +
P

F s (v) = dG � ( i;i 0) (v) � dP
s F 0

s ( i;i 0) (v) � (2� � "0)n � (
 0 � "0)n � 2"0n

= (2 � � 
 0 � 2"0)n � (2
 +
p

"0)n:

(Here the �rst inequality follows since (v) implies that dF 0
s ( i;i 0) (v) � 1 for all but

at most "0n indices s � 
 0n.) Thus we can indeed apply Lemma 3.2.4 to �nd edge-
disjoint ( i; i 0)-ES J1(i; i 0); : : : ; J
n (i; i 0) with parameter "0 in H +

P
Fs such that

Js(i; i 0) is a faithful extension of Fs for all s � 
n . We repeat this procedure for all
1 � i; i 0 � K to obtain K 2
n edge-disjoint (localized) exceptional systems.

Our next aim is to apply Lemma 3.2.5 in order to construct the J 0
s(i; i 0). Let

H0 be the union ofH (i; i 0) � (J1(i; i 0)+ � � � + J 
n (i; i 0)) over all i; i 0 � K . Relabel the
F 0

s(i; i 0) (for all s � 
 0n and all i; i 0 � K ) to obtain exceptional system candidates
F 0

1; : : : ; F 0
�n . Note that by (vi) each v 2 V0 satis�es

(3.2.12) dH 0 +
P

F 0
s
(v) = dG � (v) � 2K 2
n = 2 K 2�n � 2K 2
n = 2 �n:

Thus condition (iv) of Lemma 3.2.5 holds with H0; F 0
s playing the roles ofH; F s . (iii)

and (v) imply that conditions (i){(iii) of Lemma 3.2.5 hold with K 2"0 playing the
role of "0. To verify Lemma 3.2.5(v), note that each v 2 A satis�es dH 0 +

P
F 0

s
(v) �

dG � (v; A0) + dG � (v; B 0) � 2"0n by (iii), (i) and (ESch3). Similarly each v 2 B
satis�es dH 0 +

P
F 0

s
(v) � 2"0n. Thus we can apply Lemma 3.2.5 withH0; F 0

s ; K 2"0

playing the roles of H; F s ; "0 to obtain a decomposition of H0 +
P

s F 0
s into �n

edge-disjoint exceptional systemsJ 0
1; : : : ; J 0

�n with parameter "0 such that J 0
s is a

faithful extension of F 0
s for all s � �n . Recall that each F 0

s is a F 0
s0(i; i 0) for some

i; i 0 � K and somes0 � 
 0n. Let J 0
s0(i; i 0) := J 0

s . Then all the Js(i; i 0) and all the
J 0

s(i; i 0) are as required in the lemma. �

We now combine Lemmas 3.2.1, 3.2.3 and 3.2.6 in order to prove Lemma 2.7.3.

Proof of Lemma 2.7.3. Let G� be as de�ned in Lemma 2.7.3(iv). Choose a
new constant "0 such that " � "0 � �; 1=K . Set

2�n :=
D � �n

K 2 ; 
 1 := � �
2�
K 2 and 
 0

1 :=
2�
K 2 :(3.2.13)

Similarly as in the proof of Lemma 3.2.1, since� � 1=3 � D=n, we have

� � 1=(7K 2); (1 � 14� )� � 
 1 < � and " � "0 � �; 1=K; �; 
 1 � 1:
(3.2.14)

Apply Lemma 3.2.1 with 
 1 playing the role of 
 in order to obtain a decomposition
of G� into edge-disjoint spanning subgraphsH (i; i 0) and H 00(i; i 0) (for all 1 � i; i 0 �
K ) which satisfy the following properties, whereG0(i; i 0) := H (i; i 0) + H 00(i; i 0):

(b1) Each H (i; i 0) contains only A0A i -edges andB0B i 0-edges.
(b2) H 00(i; i 0) � G� [A0; B 0]. Moreover, all but at most "0n edges ofH 00(i; i 0) lie

in G� [A0 [ A i ; B0 [ B i 0].
(b3) e(H 00(i; i 0)) is even and 2�n � e(H 00(i; i 0)) � 11"0n2=(10K 2).
(b4) �( H 00(i; i 0)) � 31�n= 30.
(b5) dG0( i;i 0) (v) = (2 � � "0) n for all v 2 V0.
(b6) Let eH any spanning subgraph ofH 00(i; i 0) which maximises e( eH ) under

the constraints that �( eH ) � 3
 1n=5, H 00(i; i 0)[A0; B0] � eH and e( eH ) is
even. Thene( eH ) � 2�n .
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Fix any 1 � i; i 0 � K . Set H := H (i; i 0) and H 00 := H 00(i; i 0). Our next aim
is to decomposeH 00 into suitable `localized' Hamilton exceptional system candi-
dates. For this, we will apply Lemma 3.2.3 with H 00; 
 1; 
 0

1 playing the roles of
H; 
; 
 0. Note that �( H 00) � 31�n= 30 � 16
 1n=15 by (b4) and (3.2.14). More-
over, �( H 00[A; B ]) � �( G� [A; B ]) � "0n by (iv) and (ESch3). Since e(H 00) is
even by (b3), it follows that condition (i) of Lemma 3.2.3 holds. Condition (ii)
of Lemma 3.2.3 follows from (b6) and the fact that any eH as in (b6) satis�es
e( eH ) � e(H 00) � 11"0n2=(10K 2) � 10"0
 1n2 (the last inequality follows from
(3.2.14)). Thus we can indeed apply Lemma 3.2.3 in order to decomposeH 00 into
�n edge-disjoint Hamilton exceptional system candidatesF1; : : : ; F
 1 n ; F 0

1; : : : ; F 0

 0

1 n

with parameter "0 such that e(F 0
s) = 2 for all s � 
 0

1n. Next we set


 2 := � �
�

K 2 and 
 0
2 :=

�
K 2 :

Condition (b 2) ensures that by relabeling the Fs 's and F 0
s 's we obtain �n edge-

disjoint Hamilton exceptional system candidates F1(i; i 0); : : : ; F
 2 n (i; i 0); F 0
1(i; i 0);

: : : ; F 0

 0

2 n (i; i 0) with parameter "0 such that properties (a0) and (b0) hold:

(a0) Fs(i; i 0) is an (i; i 0)-HESC for every s � 
 2n. Moreover, at least 
 0
2n of

the Fs(i; i 0) satisfy e(Fs(i; i 0)) = 2.
(b0) e(F 0

s(i; i 0)) = 2 for all but at most "0n of the F 0
s(i; i 0).

Indeed, we can achieve this by relabeling eachFs which is a subgraph ofG� [A0 [
A i ; B0 [ B i 0] as one of theFs0(i; i 0) and eachFs for which is not the case as one of
the F 0

s0(i; i 0).
Our next aim is to apply Lemma 3.2.6 with G� ; 
 2; 
 0

2 playing the roles of
G� ; 
; 
 0. Clearly conditions (i) and (ii) of Lemma 3.2.6 hold. (iii) follows from (b 1).
(iv) and (v) follow from (a 0) and (b0). (vi) follows from Lemma 2.7.3(i),(iii). Finally,
(vii) follows from (b 5) since G0(i; i 0) plays the role of G� (i; i 0). Thus we can indeed
apply Lemma 3.2.6 to obtain a decomposition ofG� into K 2�n edge-disjoint Hamil-
ton exceptional systemsJ1(i; i 0); : : : ; J
 2 n (i; i 0) and J 0

1(i; i 0); : : : ; J 0

 0

2 n (i; i 0) with pa-
rameter "0, where 1 � i; i 0 � K , such that Js(i; i 0) is an (i; i 0)-HES which is a
faithful extension of Fs(i; i 0) for all s � 
 2n and J 0

s(i; i 0) is a faithful extension of
F 0

s(i; i 0) for all s � 
 0
2n. Then the set J of all these Hamilton exceptional systems

is as required in Lemma 2.7.3. �

3.3. Critical Case with e(A0; B 0) � D

The aim of this section is to prove Lemma 2.7.4. Recall that Lemma 2.7.4 gives
a decomposition of the exceptional edges into exceptional systems in the critical
case whene(A0; B 0) � D . The overall strategy for the proof is similar to that of
Lemma 2.7.3. As before, it consists of four steps. In Step 1, we useLemma 3.3.1
instead of Lemma 3.2.1. In Step 2, we use Lemma 3.3.3 instead of Lemma3.2.3.
We still use Lemma 3.2.6 which combines Steps 3 and 4.

3.3.1. Step 1: Constructing the Graphs H 00(i; i 0). The next lemma is an
analogue of Lemma 3.2.1. We will apply it with the graphG� from Lemma 2.7.4(iv)
playing the role of G. Note that instead of assuming that our graph G given
in Lemma 2.7.4 is critical, the lemma assumes thateG � (A0; B 0) � 2n. This is
a weaker assumption, since ifG is critical, then eG � (A0; B 0) � eG (A0; B 0) < n
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by Lemma 3.1.1(iii). Using only this weaker assumption has the advantage that
we can also apply the lemma in the proof of Lemma 2.7.5, i.e. the case when
eG (A0; B 0) < D . (b7) is only used in the latter application.

Lemma 3.3.1. Suppose that0 < 1=n � "0 � " � 1=K � 1 and that
n; K; m 2 N. Let (G; P) be a (K; m; " 0; " )-exceptional scheme withjGj = n and
eG (A0); eG (B0) = 0 . Let W0 be a subset ofV0 of size at most2 such that for each
w 2 W0, we have

(3.3.1) K 2 � dG[A 0;B 0](w) � eG (A0; B 0)=2:

Suppose thateG (A0; B 0) � 2n is even. ThenG can be decomposed into edge-disjoint
spanning subgraphsH (i; i 0) and H 00(i; i 0) of G (for all 1 � i; i 0 � K ) such that the
following properties hold, whereG0(i; i 0) := H (i; i 0) + H 00(i; i 0):

(b1) Each H (i; i 0) contains only A0A i -edges andB0B i 0-edges.
(b2) H 00(i; i 0) � G[A0; B 0]. Moreover, all but at most20"n=K 2 edges ofH 00(i; i 0)

lie in G[A0 [ A i ; B0 [ B i 0].
(b3) e(H 00(i; i 0)) = 2

�
eG (A0; B 0)=(2K 2)

�
or e(H 00(i; i 0)) = 2

�
eG (A0; B 0)=(2K 2)

�
.

(b4) dH 00( i;i 0) (v) = ( dG[A 0;B 0](v) � 25"n )=K 2 for all v 2 V0.
(b5) dG0( i;i 0) (v) = ( dG (v) � 25"n ) =K 2 for all v 2 V0.
(b6) Each w 2 W0 satis�es dH 00( i;i 0) (w) = ddG[A 0;B 0](w)=K 2e or dH 00( i;i 0) (w) =

bdG[A 0;B 0](w)=K 2c.
(b7) Each w 2 W0 satis�es 2dH 00( i;i 0) (w) � e(H 00(i; i 0)) .

Proof. SinceeG (A0; B 0) is even, there exist unique non-negative integersb and q
such that eG (A0; B 0) = 2 K 2b+ 2 q and q < K 2. Hence, for all 1� i; i 0 � K , there
are integersbi;i 0 2 f 2b;2b+ 2 g such that

P
i;i 0� K bi;i 0 = eG (A0; B 0). In particular,

the number of pairs i; i 0 for which bi;i 0 = b+ 2 is precisely q. We will choose the
graphs H 00(i; i 0) such that e(H 00(i; i 0)) = bi;i 0. (In particular, this will ensure that
(b3) holds.) The following claim will help to ensure (b6) and (b7).

Claim. For each w 2 W0 and all i; i 0 � K there is an integer ai;i 0 = ai;i 0(w) which
satis�es the following properties:

� ai;i 0 = ddG[A 0;B 0](w)=K 2e or ai;i 0 = bdG[A 0;B 0](w)=K 2c.
� 2ai;i 0 � bi;i 0.
�

P
i;i 0� K ai;i 0 = dG[A 0;B 0](w).

To prove the claim, note that there are unique non-negative integers a and p such
that dG[A 0;B 0](w) = K 2a + p and p < K 2. Note that a � 1 by (3.3.1). Moreover,

2(K 2a + p) = 2 dG[A 0;B 0](w)
(3:3:1)

� eG (A0; B 0) = 2 K 2b+ 2 q:(3.3.2)

This implies that a � b. Recall that bi;i 0 2 f 2b;2b + 2 g. So if b > a, then the
claim holds by choosing anyai;i 0 2 f a; a+1 g such that

P
i;i 0� K ai;i 0 = dG[A 0;B 0](w).

Hence we may assume thata = b. Then (3.3.2) implies that p � q. Therefore, the
claim holds by setting ai;i 0 := a + 1 for exactly p pairs i; i 0 for which bi;i 0 = 2 b+ 2
and setting ai;i 0 := a otherwise. This completes the proof of the claim.

Apply Lemma 2.5.2 to decomposeG into subgraphsH (i; i 0), H 0(i; i 0) (for all i; i 0 �
K ) satisfying the following properties, whereG(i; i 0) = H (i; i 0) + H 0(i; i 0):

(a0
1) Each H (i; i 0) contains only A0A i -edges andB0B i 0-edges.

(a0
2) All edges of H 0(i; i 0) lie in G[A0 [ A i ; B0 [ B i 0].
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(a0
3) e(H 0(i; i 0)) = ( eG (A0; B 0) � 8"n )=K 2.

(a0
4) dH 0( i;i 0) (v) = ( dG[A 0;B 0](v) � 2"n )=K 2 for all v 2 V0.

(a0
5) dG(i;i 0) (v) = ( dG (v) � 4"n )=K 2 for all v 2 V0.

Indeed, (a0
3) follows from Lemma 2.5.2(a3) and our assumption that eG (A0; B 0) �

2n.
Clearly, (a0

1) implies that the graphs H (i; i 0) satisfy (b1). We will now move
someA0B 0-edges ofG between theH 0(i; i 0) such that the graphs H 00(i; i 0) obtained
in this way satisfy the following conditions:

� Each H 00(i; i 0) is obtained from H 0(i; i 0) by adding or removing at most
20"n=K 2 edges ofG.

� e(H 00(i; i 0)) = bi;i 0.
� dH 00( i;i 0) (w) = ai;i 0(w) for each w 2 W0, where ai;i 0(w) are integers satis-

fying the claim.

Write W0 =: f w1g if jW0j = 1 and W0 =: f w1; w2g if jW0 j = 2. If W0 6= ; ,
then (a0

4) implies that dH 0( i;i 0) (w1) = ai;i 0(w1) � (2"n=K 2 + 1). For each i; i 0 � K ,
we add or remove at most 2"n=K 2 + 1 edges incident to w1 such that the graphs
H 00(i; i 0) obtained in this way satisfy dH 00( i;i 0) (w1) = ai;i 0(w1). Note that since
ai;i 0(w1) � b dG[A 0;B 0](w1)=K 2c � 1 by (3.3.1), we can do this in such a way that
we do not move the edgew1w2 (if it exists). Similarly, if jW0j = 2, then for each
i; i 0 � K we add or remove at most 2"n=K 2 + 1 edges incident to w2 such that the
graphs H 00(i; i 0) obtained in this way satisfy dH 00( i;i 0) (w2) = ai;i 0(w2). As before,
we do this in such a way that we do not move the edgew1w2 (if it exists).

Thus dH 00( i;i 0) (w1) = ai;i 0(w1) and dH 00( i;i 0) (w2) = ai;i 0(w2) for all 1 � i; i 0 �
K (if w1; w2 exist). In particular, together with the claim, this implies that
dH 00( i;i 0) (w1); dH 00( i;i 0) (w2) � bi;i 0=2. Thus the number of edges ofH 00(i; i 0) inci-
dent to W0 is at most

X

w2 W 0

dH 00( i;i 0) (w) � bi;i 0:(3.3.3)

(This holds regardless of the size ofW0.) On the other hand, (a0
3) implies that for

all i; i 0 � K we have

e(H 00(i; i 0)) = ( eG (A0; B 0) � 8"n )=K 2 � 2(2"n=K 2 + 1) = bi;i 0 � 13"n=K 2:

Together with (3.3.3) this ensures that we can add or delete at most13"n=K 2

edges which do not intersectW0 to or from each H 00(i; i 0) in order to ensure that
e(H 00(i; i 0)) = bi;i 0 for all i; i 0 � K . Hence, (b3), (b6) and (b7) hold. Moreover,

(3.3.4) e(H 00(i; i 0) � H 0(i; i 0)) � j W0 j(2"n=K 2 + 1) + 13 "n=K 2 � 20"n=K 2:

So (b2) follows from (a0
2). Finally, (b 4) and (b5) follow from (3.3.4), (a0

4) and (a0
5).
�

3.3.2. Step 2: Decomposing H 00(i; i 0) into Hamilton Exceptional Sys-
tem Candidates. Before we can prove an analogue of Lemma 3.2.3, we need the
following result. It will allow us to distribute the edges incident to the ( up to three)
verticeswi of high degree inG[A0; B 0] in a suitable way among the localized Hamil-
ton exceptional system candidatesFj . The degrees of these high degree verticeswi

will play the role of the ai . The cj will account for edges (not incident to wi ) which
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have already been assigned to theFj . (b) and (c) will be used to ensure (ESC4),
i.e. that the total number of `connections' betweenA0 and B 0 is even and positive.

Lemma 3.3.2. Let 1 � q � 3 and 0 � � < 1 and r; �r 2 N. Suppose that
a1; : : : ; aq 2 N and c1; : : : ; cr 2 f 0; 1; 2g satisfy the following conditions:

(i) c1 � � � � � cr � c1 � 1.
(ii)

P
i � q ai +

P
j � r cj = 2(1 + � )r .

(iii) 31 r=60 � a1; a2 � r and 31r=60 � a3 � 31r=30.
Then for all i � q and all j � r there are ai;j 2 f 0; 1; 2g such that the following
properties hold:

(a)
P

j � r ai;j = ai for all i � q.
(b) cj +

P
i � q ai;j = 4 for all j � �r and cj +

P
i � q ai;j = 2 for all �r < j � r .

(c) For all j � r there are at least2 � cj indices i � q with ai;j = 1 .

Proof. We will chooseai; 1; : : : ; ai;r for each i � q in turn such that the following
properties (� i ){( � i ) hold, where we write c( i )

j := cj +
P

i 0� i ai 0;j for each 0� i � q

(so c(0)
j = cj ):

(� i ) If i � 1 then
P

j � r ai;j = ai .

(� i ) 4 � c( i )
1 � � � � � c( i )

r .
(
 i ) If

P
j � r c( i )

j < 2r , then jc( i )
j � c( i )

j 0 j � 1 for all j; j 0 � r .

(� i ) If
P

j � r c( i )
j � 2r , then c( i )

j � 2 for all j � �r and c( i )
j = 2 for all �r < j �

r .
(� i ) If 1 � i � q and c( i � 1)

j < 2 for somej � r , then ai;j 2 f 0; 1g.
We will then show that the ai;j de�ned in this way are as required in the lemma.

Note that (i) and the fact that c1; : : : ; cr 2 f 0; 1; 2g together imply ( � 0){( � 0).
Moreover, (� 0) and (� 0) are vacuously true. Suppose that for some 1� i � q we
have already de�ned ai 0;j for all i 0 < i and all j � r such that (� i 0){( � i 0) hold. In
order to de�ne ai;j for all j � r , we distinguish the following cases.

Case 1:
P

j � r c( i � 1)
j � 2r .

Recall that in this casec( i � 1)
j � 2 for all j � r by (� i � 1). For each j � r in turn we

chooseai;j 2 f 0; 1; 2g as large as possible subject to the constraints that

� ai;j + c( i � 1)
j � 4 and

�
P

j 0� j ai;j 0 � ai .

Since c( i )
j = ai;j + c( i � 1)

j , (� i ) follows from (� i � 1) and our choice of theai;j . (
 i )

is vacuously true. To verify (� i ), note that c( i )
j � c( i � 1)

j � 2 by (� i � 1). Suppose

that the second part of (� i ) does not hold, i.e. that c( i )
�n +1 > 2. This means that

ai;�n +1 > 0. Together with our choice of the ai;j this implies that c( i )
j = 4 for all

j � �n . Thus

2(1 + � )r = 4 �r + 2( r � �r ) <
X

j � r

c( i )
j =

X

j � r

ai;j +
X

i 0<i

ai 0 +
X

j � r

cj �
X

i 0� i

ai 0 +
X

j � r

cj

contradicting (ii). Thus the second part of ( � i ) holds too. Moreover, c( i )
�n +1 =

c( i � 1)
�n +1 = 2 also means that ai;�n +1 = 0. So

P
j 0� �n ai;j 0 = ai , i.e. (� i ) holds. (� i ) is

vacuously true sincec( i � 1)
j � 2 by (� i � 1).
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Case 2: 2r � ai �
P

j � r c( i � 1)
j < 2r .

If i 2 f 1; 2g then together with (iii) this implies that

(3.3.5)
X

j � r

c( i � 1)
j � r � ai :

If i = 3 then

(3.3.6)
X

j � r

c( i � 1)
j �

X

j � r

X

i 0� 2

ai 0;j = a1 + a2 �
31r
30

� a3

by (iii). In particular, in both cases we have
P

j � r c( i � 1)
j � r . Together with ( 
 i � 1)

this implies that c( i � 1)
j 2 f 1; 2g for all j � r . Let 0 � r 0 � r be the largest integer

such that c( i � 1)
r 0 = 2. So r 0 < r and

P
j � r c( i � 1)

j = r + r 0. Together with (3.3.5) and
(3.3.6) this in turn implies that ai � r + r 0 (regardless of the value ofi ).

Set ai;j := 1 for all r 0 < j � r . Note that

X

r 0<j � r

ai;j = r � r 0 = 2 r �
X

j � r

c( i � 1)
j � ai ;

where the �nal inequality comes from the assumption of Case 2. Take ai; 1; : : : ; ai;r 0

to be a sequence of the form 2; : : : ; 2; 0; : : : ; 0 (in the case whenai �
P

r 0<j � r ai;j

is even) or 2; : : : ; 2; 1; 0; : : : ; 0 (in the case whenai �
P

r 0<j � r ai;j is odd) which is
chosen in such a way that

P
j � r 0 ai;j = ai �

P
r 0<j � r ai;j = ai � r + r 0. This can

be done sinceai � r + r 0 implies that the right hand side is at most 2r 0.
Clearly, (� i ), ( � i ) and (� i ) hold. Since

P
j � r c( i )

j = ai +
P

j � r c( i � 1)
j � 2r as we

are in Case 2, (
 i ) is vacuously true. Clearly, our choice of theai;j guarantees that
c( i )

j � 2 for all j � r . As in Case 1 one can show thatc( i )
j = 2 for all �r < j � r .

Thus (� i ) holds.

Case 3:
P

j � r c( i � 1)
j < 2r � ai .

Note that in this case

2r >
X

j � r

c( i � 1)
j + ai =

X

i 0� i

ai 0 +
X

j � r

cj ;

and so i < q by (ii). Together with (iii) this implies that ai � r . Thus for all
j � r we can chooseai;j 2 f 0; 1g such that (� i ){( 
 i ) and (� i ) are satis�ed. (� i ) is
vacuously true.

This completes the proof of the existence of numbersai;j (for all i � q and all
j � r ) satisfying (� i ){( � i ). It remains to show that these ai;j are as required in
the lemma. Clearly, (� 1){( � q) imply that (a) holds. Since c(q)

j = cj +
P

i � q ai;j

the second part of (b) follows from (� q). Since c(q)
j � 4 for each j � �r by (� q),

together with (ii) this in turn implies that the �rst part of (b) must ho ld too. If
cj < 2, then (� 1){( � q) and (b) together imply that for at least 2 � cj indices i we
have ai;j = 1. Therefore, (c) holds. �
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We can now use the previous lemma to decompose the bipartite graphinduced
by A0 and B 0 into Hamilton exceptional system candidates.

Lemma 3.3.3. Suppose that0 < 1=n � "0 � � < 1, that 0 � � < 199=200
and that n; �n= 200; ��n 2 N. Let H be a bipartite graph onn vertices with vertex
classesA _[ A0 and B _[ B0 where jA0 j + jB0j � "0n. Furthermore, suppose that the
following conditions hold:

(c1) e(H ) = 2(1 + � )�n .
(c2) There is a setW 0 � V (H ) with 1 � j W 0j � 3 and such that

e(H � W 0) � 199�n= 100 and dH (w) � 13�n= 25 for all w 2 W 0.

(c3) There exists a setW0 � W 0 with jW0 j = min f 2; jW 0jg and such that
dH (w) � �n for all w 2 W0 and dH (w0) � 41�n= 40 for all w0 2 W 0nW0.

(c4) For all w 2 W 0 and all v 2 V (H ) nW 0 we havedH (w) � dH (v) � �n= 150.
(c5) For all v 2 A [ B we havedH (v) � "0n.

Then there exists a decomposition ofH into edge-disjoint Hamilton exceptional
system candidatesF1; : : : ; F�n such that e(Fs) = 4 for all s � ��n and e(Fs) = 2
for all ��n < s � �n . Furthermore, at least �n= 200 of the Fs satisfy the following
two properties:

� dF s (w) = 1 for all w 2 W0,
� e(Fs) = 2 .

Roughly speaking, the idea of the proof is �rst to �nd the Fs which satisfy the
�nal two properties. Let H1 be the graph obtained fromH by removing the edges
in all these Fs. We will decomposeH1 � W 0 into matchings M j of size at most two.
Next, we extend these matchings into Hamilton exceptional systemcandidatesFj

using Lemma 3.3.2. In particular, if e(M j ) < 2, then we will use one or more edges
incident to W 0 to ensure that the number of A0B 0-connections is positive and even,
as required by (ESC4). (Note that it does not su�ce to ensure that the number of
A0B 0-edges is positive and even for this.)

Proof. Set H 0 := H � W 0, W0 =: f w1; wjW 0 j g and W 0 =: f w1; : : : ; wjW 0j g. Hence,
if jW 0j = 3, then W 0n W0 = f w3g. Otherwise W 0 = W0.

We will �rst construct eH (W 0) Hamilton exceptional system candidatesFs ,
such that each of them is a matching of size two and together they cover all edges
in H [W 0]. So suppose thateH (W 0) > 0. Thus jW 0j = 2 or jW 0j = 3. If jW 0j = 2,
let f denote the unique edge inH [W 0]. Note that

e(H 0) � e(H ) � (dH (w1) + dH (w2) � 1) � 2(1 + � )�n � (2�n � 1) � 1

by (c1) and (c3). So there exists an edgef 0 in H 0. Therefore, M 0
1 := f f; f 0g is

a matching. If jW 0j = 3, then eH (W 0) � 2 as H is bipartite. Since by (c2) each
w 2 W 0 satis�es dH (w) � 13�n= 25, it is easy to construct eH (W 0) 2-matchings
M 0

1; M 0
eH (W 0) such that dM 0

s
(w) = 1 for all w 2 W 0 and all s � eH (W 0) and such

that H [W 0] � M 0
1 [ M 0

eH (W 0) . Set F�n � s+1 := M 0
s for all s � eH (W 0) (regardless

of the size ofW 0).
We now greedily choose�n= 200� eH (W 0) additional 2-matchings F199�n= 200+1 ;

: : : ; F�n � eH (W 0) in H which are edge-disjoint from each other and fromF�n ;
F�n � eH (W 0)+1 and such that dF s (w) = 1 for all w 2 W0 and all 199�n= 200 <
s � �n � eH (W 0). To see that this can be done, recall that by (c2) we have
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dH (w) � 13�n= 25 for all w 2 W 0 (and thus for all w 2 W0) and that (c 1) and (c3)
together imply that e(H � W0) � 2(1 + � )�n � �n > �n if jW0 j = 1.

Thus F199�n= 200+1 ; : : : ; F�n are Hamilton exceptional system candidates satis-
fying the two properties in the `furthermore part' of the lemma. Let H1 and H 0

1
be the graphs obtained fromH and H 0 by deleting all the �n= 100 edges in these
Hamilton exceptional system candidates. Set

r := 199�n= 200 and � 0 := ��n=r = 200�= 199:(3.3.7)

Thus 0 � � 0 < 1 and we now have

H1[W 0] = ; ; e(H1) = e(H ) � �n= 100 = 2(1 + � 0)r and e(H 0
1) � 2r:(3.3.8)

(To verify the last inequality note that e(H 0
1) � e(H � W 0) � 2r by (c2).) Also,

(c2) and (c4) together imply that for all w 2 W 0 and all v 2 V (H ) n W 0 we have

dH 1 (w) � �n= 2 � 4"0n and dH 1 (w) � dH 1 (v) � 2"0n:(3.3.9)

Moreover, by (c2) and (c3), each w 2 W0 satis�es

31r=60 � 13�n= 25� �n= 200� dH (w) � dH � H 1 (w) = dH 1 (w)

� �n � �n= 200 = r:(3.3.10)

Similarly, if jW 0j = 3 and so w3 exists, then

31r=60 � 13�n= 25� �n= 200� dH (w3) � dH � H 1 (w3) = dH 1 (w3)

� 41�n= 40 � 31r=30:(3.3.11)

(3.3.9) and (3.3.10) together imply that dH 0
1
(v) � dH 1 (v) < d H 1 (w1) � r for all

v 2 V (H ) n W 0. Thus � 0(H 0
1) � �( H 0

1) � r . Together with Proposition 1.4.5 this
implies that H 0

1 can be decomposed intor edge-disjoint matchingsM 1; : : : ; M r such
that jmj � mj 0j � 1 for all 1 � j; j 0 � r , where we setmj := e(M j ).

Our next aim is to apply Lemma 3.3.2 with jW 0j, dH 1 (wi ), mj , � 0 playing the
roles of q, ai , cj , � (for all i � j W 0j and all j � r ). Since

P
j � r mj = e(H 0

1) � 2r
by (3.3.8) and since jmj � mj 0j � 1, it follows that mj 2 f 0; 1; 2g for all j �
r . Moreover, by relabeling the matchingsM j if necessary, we may assume that
m1 � m2 � � � � � mr . Thus condition (i) of Lemma 3.3.2 holds. (ii) holds too
since

P
i �j W 0j dH 1 (wi ) +

P
j � r mj = e(H1) = 2(1 + � 0)r by (3.3.8). Finally, (iii)

follows from (3.3.10) and (3.3.11). Thus we can indeed apply Lemma 3.3.2in order
to obtain numbers ai;j 2 f 0; 1; 2g (for all i � j W 0j and j � r ) which satisfy the
following properties:

(a0)
P

j � r ai;j = dH 1 (wi ) for all i � j W 0j.
(b0) mj +

P
i �j W 0j ai;j = 4 for all j � � 0r and mj +

P
i �j W 0j ai;j = 2 for all

� 0r < j � r .
(c0) If mj < 2 then there exist at least 2� mj indices i such that ai;j = 1.

For all j � r , our Hamilton exceptional system candidateFj will consist of the
edges inM j as well as ofai;j edges ofH1 incident to wi (for each i � j W 0j). So
let F 0

j := M j for all j � r . For each i = 1 ; : : : ; jW 0j in turn, we will now assign
the edges ofH1 incident with wi to F i � 1

1 ; : : : ; F i � 1
r such that the resulting graphs

F i
1; : : : ; F i

r satisfy the following properties:

(� i ) If i � 1, then e(F i
j ) � e(F i � 1

j ) = ai;j .
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(� i ) F i
j is a path system. Every vertexv 2 A [ B is incident to at most one

edge ofF i
j . For every v 2 V0 n W 0 we havedF i

j
(v) � 2. If e(F i

j ) � 2, we
even havedF i

j
(v) � 1.

(
 i ) Let bi
j be the number of vertex-disjoint maximal paths in F i

j with one
endpoint in A0 and the other in B 0. If ai;j = 1 and i � 1, then bi

j = bi � 1
j +1.

Otherwise bi
j = bi � 1

j .

We assign the edges ofH1 incident with wi to F i � 1
1 ; : : : ; F i � 1

r in two steps. In the
�rst step, for each index j � r with ai;j = 2 in turn, we assign an edge ofH1

betweenwi and V0 to F i � 1
j whenever there is such an edge left. More formally, to

do this, we setN0 := NH 1 (wi ). For eachj � r in turn, if ai;j = 2 and N j � 1 \ V0 6= ; ,
then we choose a vertexv 2 N j � 1 \ V0 and set F 0

j := F i � 1
j + wi v, N j := N j � 1 n f vg

and a0
i;j := 1. Otherwise, we set F 0

j := F i � 1
j , N j := N j � 1 and a0

i;j := ai;j .
Therefore, after having dealt with all indices j � r in this way, we have that

either a0
i;j � 1 for all j � r or N r \ V0 = ; (or both).(3.3.12)

Note that by (b 0) we havee(F 0
j ) � mj +

P
i 0� i ai 0;j � 4 for all j � r . Moreover, (a0)

implies that jN r j =
P

j � r a0
i;j . Also, N r nV0 = NH 1 (wi ) nV0, and soNH 1 (wi ) nN r �

V0. Hence

jN r j = jNH 1 (wi )j � j NH 1 (wi ) n N r j � dH 1 (wi ) � j V0 j � dH 1 (wi ) � "0n:(3.3.13)

In the second step, we assign the remaining edges ofH1 incident with wi to
F 0

1; : : : ; F 0
r . We achieve this by �nding a perfect matching M in a suitable auxiliary

graph.

Claim. De�ne a graph Q with vertex classesN r and V 0 as follows: V 0 consists of
a0

i;j copies ofF 0
j for each j � r . Q contains an edge betweenv 2 N r and F 0

j 2 V 0 if
and only v is not an endpoint of an edge inF 0

j . Then Q has a perfect matchingM .
To prove the claim, note that

jV 0j =
X

j � r

a0
i;j = jN r j

(3.3.13)
� dH 1 (wi ) � "0n:(3.3.14)

Moreover, since F 0
j � H is bipartite and so every edge ofF 0

j has at most one
endpoint in N r , it follows that

dQ (F 0
j ) � j N r j � e(F 0

j ) � j N r j � 4(3.3.15)

for each F 0
j 2 V 0. Consider any v 2 N r . Clearly, there are at most dH 1 (v) indices

j � r such that v is an endpoint of an edge ofF 0
j . If v 2 N r n V0 � A [ B , then

by (c5), v lies in at most 2dH 1 (v) � 2dH (v) � 2"0n elements ofV 0. (The factor 2
accounts for the fact that eachF 0

j occurs in V 0 preciselya0
i;j � 2 times.) So

dQ (v) � j V 0j � 2"0n
(3.3.14)

� dH 1 (wi ) � 3"0n
(3.3.9)

� "0n:

If v 2 N r \ V0, then (3.3.12) implies that a0
i;j � 1 for all j � r . Thus

dQ (v) � j V 0j � dH 1 (v)
(3.3.14)

� (dH 1 (wi ) � dH 1 (v)) � "0n
(3.3.9)

� 2"0n � "0n = "0n:

To summarize, for all v 2 N r we havedQ (v) � "0n. Together with (3.3.15) and the
fact that jN r j = jV 0j by (3.3.14) this implies that Q contains a perfect matchingM
by Hall's theorem. This proves the claim.
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For each j � r , let F i
j be the graph obtained from F 0

j by adding the edgewi v
whenever the perfect matchingM (as guaranteed by the claim) contains an edge
betweenv and F 0

j .
Let us now verify (� i ){( 
 i ) for all i � j W 0j. Clearly, (� 0){( 
 0) hold and b0

j =
mj . Now suppose that i � 1 and that ( � i � 1){( 
 i � 1) hold. Clearly, ( � i ) holds by
our construction of F i

1 ; : : : ; F i
r . Now consider anyj � r . If ai;j = 0, then ( � i ) and

(
 i ) follow from ( � i � 1) and (
 i � 1). If ai;j = 1, then the unique edge in F i
j � F i � 1

j

is vertex-disjoint from any edge ofF i � 1
j (by the de�nition of Q) and so (� i ) holds.

Moreover, bi
j = bi � 1

j + 1 and so (
 i ) holds. So suppose thatai;j = 2. Then the
unique two edges inF i

j � F i � 1
j form a path P = v0wi v00of length two with internal

vertex wi . Moreover, at least one of the edges ofP, wi v00say, was added toF i � 1
j

in the second step of our construction ofF i
j . Thus dF i

j
(v00) = 1. The other edge

wi v0 of P was either added in the �rst or in the second step. If wi v0 was added
in the second step, thendF i

j
(v0) = 1. Altogether this shows that in this case (
 i )

holds and (� i ) follows from (� i � 1). So suppose thatwi v0 was added toF i � 1
j in the

�rst step of our construction of F i
j . Thus v0 2 V0 n W 0. But since ai;j = 2, (b 0)

implies that e(F i � 1
j ) = mj +

P
i 0<i ai 0;j � 2. Together with ( � i � 1) this shows that

dF i � 1
j

(v) � 1 for all v 2 V0 nW 0. HencedF i � 1
j

(v0) � 1 and sodF i
j
(v0) � 2. Together

with ( � i � 1) this implies ( � i ). (Note that if e(F i � 1
j ) = 0, then the above argument

actually shows that dF i
j (v0) � 1, as required.) Moreover, the above observations

also guarantee that (
 i ) holds. Thus F i
1 ; : : : ; F i

r satisfy (� i ){( 
 i ).
After having assigned the edges ofH1 incident with wi for all i � j W 0j, we

have obtained graphsF jW 0j
1 ; : : : ; F jW 0j

r . Let Fj := F jW 0j
j for all j � r . Note that

by (
 jW 0j ) for all j � r the number of vertex-disjoint maximal A0B 0-paths in Fj is

preciselybjW 0j
j .

We now claim that bjW 0j
j is positive and even. To verify this, recall that b0

j = mj .

Let oddj be the number of ai;j with ai;j = 1 and i � j W 0j. So bjW 0j
j = mj + odd j .

Together with (c0) this immediately implies that bjW 0j
j � 2. Moreover, sinceai;j 2

f 0; 1; 2g we have

bjW 0j
j = mj + odd j = mj +

X

i �j W 0j ; a i;j is odd

ai;j :

Together with (b 0) this now implies that bjW 0j
j is even. This proves the claim.

Together with (a0), (b0) and (� i ), ( � i ) for all i � j W 0j this in turn shows
that F1; : : : ; Fr form a decomposition ofH1 into edge-disjoint Hamilton exceptional
system candidates withe(Fj ) = 4 for all j � � 0r and e(Fj ) = 2 for all � 0r < j � r .
Recall that � 0r = ��n by (3.3.7) and that we have already constructed Hamilton
exceptional system candidatesF199�n= 200+1 ; : : : ; F�n which satisfy the `furthermore
statement' of the lemma, and thus in particular consist of preciselytwo edges. This
completes the proof of the lemma. �

3.3.3. Proof of Lemma 2.7.4. We will now combine Lemmas 3.3.1, 3.3.3
and 3.2.6 in order to prove Lemma 2.7.4. This will complete the construction of the
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required exceptional sequences in the case whenG is both critical and e(G[A0; B 0]) �
D .

Proof of Lemma 2.7.4. Let G� be as de�ned in Lemma 2.7.4(iv). Our �rst aim
is to decomposeG� into suitable `localized' subgraphs via Lemma 3.3.1. Choose a
new constant "0 such that " � "0 � �; 1=K and de�ne � by

(3.3.16) 2�n :=
D � �n

K 2 :

Recall from Lemma 2.7.4(ii) that D = ( n � 1)=2 or D = n=2 � 1. Together with
our assumption that � � 1 this implies that

(3.3.17)
1 � 2=n � 2�

4K 2 � � �
1 � 2�
4K 2 and " � "0 � �; 1=K; � � 1:

Note that by Lemma 2.7.4(ii) and (iii) we have eG � (A0; B 0) � D � �n = 2 K 2�n .
Together with Lemma 3.1.1(iii) this implies that

2K 2�n � eG � (A0; B 0) � eG (A0; B 0) � 17D=10 + 5
(3:3:16)

� 18K 2�n= 5
(3:3:17)

< n:

(3.3.18)

Moreover, recall that by Lemma 2.7.4(i) and (iii) we have

(3.3.19) dG � (v) = 2 K 2�n for all v 2 V0:

Let W be the set of all those verticesw 2 V (G) with dG[A 0;B 0](w) � 11D=40. SoW
is as de�ned in Lemma 3.1.1 and 1� j W j � 3 by Lemma 3.1.1(i). Let W 0 � V (G)
be as guaranteed by Lemma 3.1.1(v). ThusW � W 0, jW 0j � 3,

dG[A 0;B 0](w
0) �

21D
80

; dG[A 0;B 0](v) �
11D
40

and dG[A 0;B 0](w
0) � dG[A 0;B 0](v) �

D
240

:

(3.3.20)

for all w0 2 W 0 and all v 2 V(G) n W 0. In particular, W 0 � V0. (This follows since
Lemma 2.7.4(iii),(iv) and (ESch3) together imply that dG[A 0;B 0](v) = dG � [A 0;B 0](v)+
dG0 [A 0;B 0](v) � "0n + eG0 (A0; B 0) � "0n + �n for all v 2 A [ B .) Let w1; w2; w3 be
vertices of G such that

dG[A 0;B 0](w1) � dG[A 0;B 0](w2) � dG[A 0;B 0](w3) � dG[A 0;B 0](v)

for all v 2 V (G)nf w1; w2; w3g, wherew1 and w2 are as in Lemma 2.7.4(v). HenceW
consists ofw1; : : : ; wjW j and W 0 consists ofw1; : : : ; wjW 0j . Set W0 := f w1; w2g\ W 0.
SincedG0 (v) = �n for eachv 2 V0 (and thus for eachv 2 W0), eachw 2 W0 satis�es

K 2� 21D=80� �n
(3:3:20)

� dG � [A 0;B 0](w) � K 2�n
(3:3:18)

� eG � (A0; B 0)=2:(3.3.21)

(Here the third inequality follows from Lemma 2.7.4(v).) Apply Lemma 3.3.1 to
G� in order to obtain a decomposition ofG� into edge-disjoint spanning subgraphs
H (i; i 0) and H 00(i; i 0) (for all 1 � i; i 0 � K ) which satisfy the following properties,
where G0(i; i 0) := H (i; i 0) + H 00(i; i 0):

(b0
1) Each H (i; i 0) contains only A0A i -edges andB0B i 0-edges.

(b0
2) H 00(i; i 0) � G� [A0; B 0]. Moreover, all but at most 20"n=K 2 edges of

H 00(i; i 0) lie in G� [A0 [ A i ; B0 [ B i 0].
(b0

3) e(H 00(i; i 0)) = 2
�
eG � (A0; B 0)=(2K 2)

�
or e(H 00(i; i 0)) = 2 beG � (A0; B 0)=

(2K 2)c. In particular, 2 �n � e(H 00(i; i 0)) � 19�n= 5 by (3.3.18).
(b0

4) dH 00( i;i 0) (v) = ( dG � [A 0;B 0](v) � 25"n )=K 2 for all v 2 V0.
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(b0
5) dG0( i;i 0) (v) = ( dG � (v) � 25"n )=K 2 =

�
2� � 25"=K 2

�
n for all v 2 V0

by (3.3.19).
(b0

6) Each w 2 W0 satis�es dH 00( i;i 0) (w) � d dG � [A 0;B 0](w)=K 2e � �n by (3.3.21).

Our next aim is to apply Lemma 3.3.3 to eachH 00(i; i 0) to obtain suitable Hamilton
exceptional system candidates (in particular almost all of them will be `localized').
So consider any 1� i; i 0 � K and let H 00:= H 00(i; i 0). We claim that there exists
0 � � � 9=10 such that H 00satis�es the following conditions (which in turn imply
conditions (c1){(c 5) of Lemma 3.3.3):

(c0
1) e(H 00) = 2(1 + � )�n and ��n 2 N.

(c0
2) e(H 00� W 0) � 199�n= 100 anddH 00(w) � 13�n= 25 for all w 2 W 0.

(c0
3) dH 00(w) � �n for all w 2 W0 and dH 00(w0) � 41�n= 40 for all w0 2 W 0nW0.

(c0
4) For all w 2 W 0 and all v 2 V (G)nW 0 we havedH 00(w) � dH 00(v) � �n= 150.

(c0
5) For all v 2 A [ B we havedH 00(v) � "0n.

Clearly, (b0
3) implies the �rst part of (c 0

1). Sincee(H 00) is even by (b0
3) and �n 2 N,

it follows that ��n 2 N. To verify the �rst part of (c 0
2), note that (b 0

3) and (b0
4)

together imply that

e(H 00� W 0) = e(H 00) �
X

w2 W 0

dH 00(w) + e(H 00[W 0])

� 2
�
eG � (A0; B 0)=(2K 2)

�
�

X

w2 W 0

(dG � [A 0;B 0](w) � 25"n )=K 2 + 3

� (eG � � W 0(A0; B 0) + 80 "n )=K 2:

Together with Lemma 3.1.1(iv) this implies that

e(H 00� W 0) � (eG� W 0(A0; B 0)+80 "n )=K 2 � ((3D=4+5)+80 "n )=K 2 � 199�n= 100:

To verify the second part of (c0
2), note that by (3.3.20) and Lemma 2.7.4(iii) each

w 2 W 0 satis�es dG � [A 0;B 0](w) � dG[A 0;B 0](w) � �n � 21D=80� �n . Together with
(b0

4) this implies dH 00(w) � 26�n= 50. Thus (c0
2) holds. By (b0

6) we havedH 00(w) �
�n for all w 2 W0. If w0 2 W 0n W0, then Lemma 2.7.4(ii) implies dG[A 0;B 0](w0) �
D=2 � 51K 2�n= 50. Thus, dH 00(w0) � 41�n= 40 by (b0

4). Altogether this shows
that (c 0

3) holds. (c0
4) follows from (3.3.20), (b0

4) and the fact that dG � [A 0;B 0](v) �
dG[A 0;B 0](v) � �n for all v 2 V (G) by Lemma 2.7.4(iii). (c0

5) holds sincedH 00(v) �
dG � [A 0;B 0](v) � "0n for all v 2 A [ B by (ESch3).

Now we apply Lemma 3.3.3 in order to decomposeH 00 into �n edge-disjoint
Hamilton exceptional system candidatesF1; : : : ; F�n such that e(Fs) 2 f 2; 4g for
all s � �n and such that at least �n= 200 of Fs satisfy e(Fs) = 2 and dF s (w) = 1
for all w 2 W0. Let


 := � �
�

K 2 and 
 0 :=
�

K 2 :

Recall that by (b 0
2) all but at most 20"n=K 2 � "0n edges ofH 00 lie in G� [A0 [

A i ; B0 [ B i 0]. Together with (3.3.17) this ensures that we can relabel theFs

if necessary to obtain �n edge-disjoint Hamilton exceptional system candidates
F1(i; i 0); : : : ; F
n (i; i 0) and F 0

1(i; i 0); : : : ; F 0

 0n (i; i 0) such that the following properties

hold:

(a0) Fs(i; i 0) is an (i; i 0)-HESC for every s � 
n . Moreover, 
 0n of the Fs(i; i 0)
satisfy e(Fs(i; i 0)) = 2 and dF s ( i;i 0) (w) = 1 for all w 2 W0.

(b0) e(F 0
s(i; i 0)) = 2 for all but at most "0n of the F 0

s(i; i 0).
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(c0) e(Fs(i; i 0)) ; e(F 0
s(i; i 0)) 2 f 2; 4g.

For (b0) and the `moreover' part of (a0), we use that �n= 200� "0n � 2�n=K 2 = 2 
 0n.
Our next aim is to apply Lemma 3.2.6 with G� playing the role of G� to extend the
above exceptional system candidates into exceptional systems.Clearly conditions
(i) and (ii) of Lemma 3.2.6 hold. (iii) follows from (b 0

1). (iv) and (v) follow from
(a0){(c 0). (vi) follows from Lemma 2.7.4(i),(iii). Finally, (vii) follows from (b 0

5)
since G0(i; i 0) plays the role of G� (i; i 0). Thus we can indeed apply Lemma 3.2.6
to obtain a decomposition of G� into K 2�n edge-disjoint Hamilton exceptional
systemsJ1(i; i 0); : : : ; J
n (i; i 0) and J 0

1(i; i 0); : : : ; J 0

 0n (i; i 0) with parameter "0, where

1 � i; i 0 � K , such that Js(i; i 0) is an (i; i 0)-HES which is a faithful extension of
Fs(i; i 0) for all s � 
n and J 0

s(i; i 0) is a faithful extension of F 0
s(i; i 0) for all s � 
 0n.

Then the set J of all these exceptional systems is as required in Lemma 2.7.4.
(SinceW0 contains f w1; w2g \ W , the `moreover part' of (a0) implies the `moreover
part' of Lemma 2.7.4(b).) �

3.4. The Case when e(A0; B 0) < D

The aim of this section is to prove Lemma 2.7.5. This lemma provides a de-
composition of the exceptional edges into exceptional systems in the case when
e(A0; B 0) < D . In this case, we do not need to prove any auxiliary lemmas �rst, as
we can apply those proved in the other two cases (Lemmas 3.2.6 and 3.3.1).

Proof of Lemma 2.7.5. Let "0 be a new constant such that" � "0 � �; 1=K and
set

(3.4.1) 2�n :=
n=2 � 1 � �n

K 2 :

Similarly as in the proof of Lemma 2.7.4 we have

(3.4.2) " � "0 � �; 1=K; � � 1:

We claim that G� can be decomposed into edge-disjoint spanning subgraphsH (i; i 0)
and H 00(i; i 0) (for all 1 � i; i 0 � K ) which satisfy the following properties, where
G0(i; i 0) := H (i; i 0) + H 00(i; i 0):

(b0
1) Each H (i; i 0) contains only A0A i -edges andB0B i 0-edges.

(b0
2) H 00(i; i 0) � G� [A0; B 0]. Moreover, all but at most "0n edges ofH 00(i; i 0) lie

in G� [A0 [ A i ; B0 [ B i 0].
(b0

3) e(H 00(i; i 0)) is even ande(H 00(i; i 0)) � 2�n .
(b0

4) �( H 00(i; i 0)) � e(H 00(i; i 0))=2.
(b0

5) dG0( i;i 0) (v) = (2 � � "0)n for all v 2 V0.

To see this, let us �rst consider the case wheneG � (A0; B 0) � 300"n . Apply
Lemma 2.5.2 to G� in order to obtain a decomposition of G� into edge-disjoint
spanning subgraphsH (i; i 0) and H 0(i; i 0) (for all 1 � i; i 0 � K ) which satisfy
Lemma 2.5.2(a1){(a 5). Set H 00(1; 1) :=

S
i;i 0� K H 0(i; i 0) = G� [A0; B 0] and H 00(i; i 0)

:= ; for all other pairs 1 � i; i 0 � K . Then (b0
1) follows from (a1). (b0

2) follows
from our de�nition of the H 00(i; i 0) and our assumption that eG � (A0; B 0) � 300"n <
"0n < �n . Together with Lemma 2.7.5(iv) this also implies (b0

3). (b0
4) follows from

Lemma 2.7.5(v). Note that by Lemma 2.7.5(i) and (iii), every v 2 V0 satis�es
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dG � (v) = n=2 � 1 � �n = 2 K 2�n . So, writing G(i; i 0) := H (i; i 0) + H 0(i; i 0), (a5)
implies that

dG0( i;i 0) (v) = dG(i;i 0) (v) � 300"n = (2 � � 4"=K 2)n � 300"n = (2 � � "0)n:

Thus (b0
5) holds too.

So let us next consider the case wheneG � (A0; B 0) > 300"n . Let W0 be the
set of all those verticesv 2 V (G) for which dG � [A 0;B 0](v) � 3eG � (A0; B 0)=8. Then
clearly jW0 j � 2. Moreover, eachv 2 V (G) n W0 satis�es

dG � [A 0;B 0](v) + 26 "n < 3eG � (A0; B 0)=8 + eG � (A0; B 0)=8 = eG � (A0; B 0)=2:(3.4.3)

Recall from Lemma 2.7.5(v) that dG � [A 0;B 0](w) � eG � (A0; B 0)=2 for eachw 2 W0.
So we can apply Lemma 3.3.1 toG� in order to obtain a decomposition ofG� into
edge-disjoint spanning subgraphsH (i; i 0) and H 00(i; i 0) (for all 1 � i; i 0 � K ) which
satisfy Lemma 3.3.1(b1){(b 7). Then (b1) and (b2) imply (b 0

1) and (b0
2). (b0

3) follows
from (b3), (3.4.1) and Lemma 2.7.5(v). Note that (b3), (b4) and (3.4.3) together
imply that

(3.4.4) dH 00( i;i 0) (v) �
eG � (A0; B 0)=2 � "n

K 2 �
e(H 00(i; i 0))

2
for all v 2 V0 nW0. Note that each v 2 A [ B satis�es dH 00( i;i 0) (v) � dG � [A 0;B 0](v) �
"0n by Lemma 2.7.5(iv) and (ESch3). Together with the fact that e(H 00(i; i 0)) �
2b300"n=(2K 2)c � 2"0n by (b3), this implies that (3.4.4) also holds for all v 2 A[ B .
Together with (b 7) this implies (b0

4). (b0
5) follows from (b5) and the fact that by

Lemma 2.7.5(i) and (iii) every v 2 V0 satis�es dG � (v) = n=2 � 1 � �n = 2 K 2�n .
So (b0

1){(b 0
5) hold in all cases.

We now decompose the localized subgraphsH 00(i; i 0) into exceptional system
candidates. For this, �x i; i 0 � K and write H 00 for H 00(i; i 0). By (b 0

4) we have
�( H 00) � e(H 00)=2 and so � 0(H 00) � e(H 00)=2. Apply Proposition 1.4.5 with
e(H 00)=2 playing the role of m to decomposeH 00into e(H 00)=2 edge-disjoint match-
ings, each of size 2. Note that�n � e(H 00)=2 � 0 by (b0

3). So we can add some empty
matchings to obtain a decomposition ofH 00into �n edge-disjointM 1; : : : ; M �n such
that each M s is either empty or has size 2. Let


 := � �
�

K 2 and 
 0 :=
�

K 2 :

Recall from (b0
2) that all but at most "0n � 
 0n edges ofH 00lie in G� [A0 [ A i ; B0 [

B i 0]. Hence by relabeling if necessary, we may assume thatM s � G� [A0 [ A i ; B0 [
B i 0] for every s � 
n . So by setting Fs(i; i 0) := M s for all s � 
n and F 0

s(i; i 0) :=
M 
n + s for all s � 
 0n we obtain a decomposition ofH 00 into edge-disjoint ex-
ceptional system candidatesF1(i; i 0); : : : ; F
n (i; i 0) and F 0

1(i; i 0); : : : ; F 0

 0n (i; i 0) such

that the following properties hold:
(a0) Fs(i; i 0) is an (i; i 0)-ESC for every s � 
n .
(b0) Each Fs(i; i 0) is either a Hamilton exceptional system candidate with

e(Fs(i; i 0)) = 2or a matching exceptional system candidate withe(Fs(i; i 0))
= 0. The analogue holds for eachF 0

s0(i; i 0).
Our next aim is to apply Lemma 3.2.6 with G� playing the role of G� , to extend the
above exceptional system candidates into exceptional systems.Clearly conditions
(i) and (ii) of Lemma 3.2.6 hold. (iii) follows from (b 0

1). (iv) and (v) follow from
(a0) and (b0). (vi) follows from Lemma 2.7.5(i),(iii). Finally, (vii) follows from (b 0

5)
sinceG0(i; i 0) plays the role of G� (i; i 0) in Lemma 3.2.6. Thus we can indeed apply
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Lemma 3.2.6 to obtain a decomposition ofG� into K 2�n edge-disjoint exceptional
systemsJ1(i; i 0); : : : ; J
n (i; i 0) and J 0

1(i; i 0); : : : ; J 0

 0n (i; i 0), where 1� i; i 0 � K , such

that Js(i; i 0) is an (i; i 0)-ES which is a faithful extension of Fs(i; i 0) for all s � 
n
and J 0

s(i; i 0) is a faithful extension of F 0
s(i; i 0) for all s � 
 0n. Then the set J of all

these exceptional systems is as required in Lemma 2.7.5. �





CHAPTER 4

The bipartite case

The aim of this chapter is to prove Theorems 1.3.5 and 1.3.8. Recall that The-
orem 1.3.8 guarantees many edge-disjoint Hamilton cycles in a graphG when G has
large minimum degree and is close to bipartite, whilst Theorem 1.3.5 guarantees
a Hamilton decomposition of G when G has su�ciently large minimum degree, is
regular and is close to bipartite. In Section 4.1 we give an outline of theproofs.
The results from Sections 4.2 and 4.3 are used in both the proofs of Theorems 1.3.5
and 1.3.8. In Sections 4.4 and 4.5 we build up machinery for the proof ofThe-
orem 1.3.5. We then prove Theorem 1.3.8 in Section 4.6 and Theorem 1.3.5in
Section 4.7.

Unlike in the previous chapters, in this chapter we view a matchingM as a set
of edges. (SojM j for example, denotes the number of edges inM .)

4.1. Overview of the Proofs of Theorems 1.3.5 and 1.3.8

Note that, unlike in Theorem 1.3.5, in Theorem 1.3.8 we do not require a com-
plete decomposition of our graphF into edge-disjoint Hamilton cycles. Therefore,
the proof of Theorem 1.3.5 is considerably more involved than the proof of The-
orem 1.3.8. Moreover, the ideas in the proof of Theorem 1.3.8 are all used in the
proof of Theorem 1.3.5 too.

4.1.1. Proof Overview for Theorem 1.3.8. Let F be a graph onn vertices
with � (F ) � (1=2 � o(1))n which is close to the balanced bipartite graphK n= 2;n= 2.
Further, suppose that G is a D-regular spanning subgraph ofF as in Theorem 1.3.8.
Then there is a partition A, B of V (F ) such that A and B are of roughly equal size
and most edges inF go betweenA and B . Our ultimate aim is to construct D=2
edge-disjoint Hamilton cycles inF .

Suppose �rst that, in the graph F , both A and B are independent sets of
equal size. SoF is an almost complete balanced bipartite graph. In this case, the
densest spanning even-regular subgraphG of F is also almost complete bipartite.
This means that one can extend existing techniques (developed e.g.in [6, 7, 9,
11, 31]) to �nd an approximate Hamilton decomposition. (In Chapter 5, usin g
such techniques, we prove an approximate decomposition result (Lemma 4.6.1)
which is suitable for our purposes. In particular, Lemma 4.6.1 is su�cient to prove
Theorem 1.3.8 in this special case.) The real di�culties arise when

(i) F is unbalanced (i.e. jAj 6= jB j);
(ii) F has vertices having high degree in bothA and B (these are called

exceptional vertices).
To illustrate (i), recall the following example due to Babai (which is the ex-

tremal construction for Corollary 1.1.5). Consider the graph F on n = 8 k + 2
vertices consisting of one vertex classA of size 4k +2 containing a perfect matching

95
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and no other edges, one empty vertex classB of size 4k, and all possible edges
betweenA and B . Thus the minimum degree ofF is 4k + 1 = n=2. Then one can
use Tutte's factor theorem to show that the largest even-regular spanning subgraph
G of F has degreeD = 2 k = ( n � 2)=4. Note that to prove Theorem 1.3.8 in this
case, each of theD=2 = k Hamilton cycles we �nd must contain exactly two of the
2k + 1 edges in A. In this way, we can `balance out' the di�erence in the vertex
class sizes.

More generally we will construct our Hamilton cycles in two steps. In the �rst
step, we �nd a path system J which balances out the vertex class sizes (so in the
above example,J would contain two edges inA). Then we extendJ into a Hamilton
cycle using onlyAB -edges inF . It turns out that the �rst step is the di�cult one.
It is easy to see that a path systemJ will balance out the sizes ofA and B (in the
sense that the number of uncovered vertices inA and B is the same) if and only if

eJ (A) � eJ (B ) = jAj � j B j:(4.1.1)

Note that any Hamilton cycle also satis�es this identity. So we need to �nd a set
of D=2 path systemsJ satisfying (4.1.1) (where D is the degree ofG). This is
achieved (amongst other things) in Sections 4.3.2 and 4.3.3.

As indicated above, our aim is to use Lemma 4.6.1 (our approximate decompo-
sition result for the bipartite case) in order to extend each suchJ into a Hamilton
cycle. To apply Lemma 4.6.1 we also need to extend the balancing path systemsJ
into `balanced exceptional (path) systems' which contain all the exceptional vertices
from (ii). This is achieved in Section 4.3.4. Lemma 4.6.1 also assumes thatthe path
systems are `localized' with respect to a given subpartition ofA; B (i.e. they are
induced by a small number of partition classes). Section 4.3.1 prepares the ground
for this. The balanced exceptional systems are the analogues of the exceptional
systems which we use in the two cliques case (i.e. in Chapter 2).

Finding the balanced exceptional systems is extremely di�cult if G contains
edges between the setA0 of exceptional vertices inA and the set B0 of exceptional
vertices in B . So in a preliminary step, we �nd and remove a small number of
edge-disjoint Hamilton cycles covering allA0B0-edges in Section 4.2. We put all
these steps together in Section 4.6. (Sections 4.4, 4.5 and 4.7 are only relevant for
the proof of Theorem 1.3.5.)

4.1.2. Proof Overview for Theorem 1.3.5. The main result of this chapter
is Theorem 1.3.5. Suppose thatG is a D-regular graph satisfying the conditions
of that theorem. Using the approach of the previous subsection,one can obtain an
approximate decomposition ofG, i.e. a set of edge-disjoint Hamilton cycles covering
almost all edges ofG. However, one does not have any control over the `leftover'
graph H , which makes a complete decomposition seem infeasible. As in the proof
of Theorem 1.3.3, we use the following strategy to overcome this issue and obtain
a decomposition ofG:

(1) �nd a (sparse) robustly decomposable graphGrob in G and let G0 denote
the leftover;

(2) �nd an approximate Hamilton decomposition of G0 and let H denote the
(very sparse) leftover;

(3) �nd a Hamilton decomposition of Grob [ H .

As before, it is of course far from obvious that such a graphGrob exists. By
assumption our graph G can be partitioned into two classesA and B of almost
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equal size such that almost all the edges inG go betweenA and B . If both A
and B are independent sets of equal size then the `bipartite' version of the robust
decomposition lemma of [21] guarantees our desired subgraphGrob of G. Of course,
in general our graphG will contain edges inA and B . Our aim is therefore to replace
such edges with `�ctive edges' betweenA and B , so that we can apply this version of
the robust decomposition lemma (Lemma 4.5.3). (We note here that Lemma 4.5.3
is designed to deal with bipartite graphs. So its statement is slightly di�erent to
the robust decomposition lemma (Lemma 2.9.4) that was applied in the proof of
Theorem 1.3.3.)

More precisely, similarly as in the proof of Theorem 1.3.8, we construct a collec-
tion of localized balanced exceptional systems. Together these path systems contain
all the edges inG[A] and G[B ]. Again, each balanced exceptional system balances
out the sizes ofA and B and covers the exceptional vertices inG (i.e. those vertices
having high degree into bothA and B ).

Similarly as in the two cliques case, we now introduce �ctive edges. Thistime,
by replacing edges of the balanced exceptional systems with �ctiveedges, we obtain
from G an auxiliary (multi)graph G� which only contains edges betweenA and B
and which does not contain the exceptional vertices ofG. This will allow us to ap-
ply the robust decomposition lemma. In particular this ensures thateach Hamilton
cycle obtained in G� contains a collection of �ctive edges corresponding to a sin-
gle balanced exceptional system (as before the set-up of the robust decomposition
lemma does allow for this). Each such Hamilton cycle inG� then corresponds to a
Hamilton cycle in G.

We now give an example of how we introduce �ctive edges. Letm be an integer
so that (m � 1)=2 is even. Setm0 := ( m � 1)=2 and m00:= ( m + 1) =2. De�ne the
graph G as follows: LetA and B be disjoint vertex sets of sizem. Let A1; A2 be a
partition of A and B1; B2 be a partition of B such that jA1 j = jB1 j = m00. Add all
edges betweenA and B . Add a matching M 1 = f e1; : : : ; em 0=2g covering precisely
the vertices of A2 and add a matching M 2 = f e0

1; : : : ; e0
m 0=2g covering precisely

the vertices of B2. Finally add a vertex v which sends an edge to every vertex
in A1 [ B1. So G is (m + 1)-regular (and v would be regarded as an exceptional
vertex).

Now pair up each edgeei with the edge e0
i . Write ei = x2i � 1x2i and e0

i =
y2i � 1y2i for each 1� i � m0=2. Let A1 = f a1; : : : ; am 00g and B1 = f b1; : : : ; bm 00g
and write f i := ai bi for all 1 � i � m00. Obtain G� from G by deleting v together
with the edges inM 1 [ M 2 and by adding the following �ctive edges: addf i for each
1 � i � m00and add x j yj for each 1� j � m0. Then G� is a balanced bipartite
(m + 1)-regular multigraph containing only edges betweenA and B .

First, note that any Hamilton cycle C � in G� that contains precisely one �ctive
edgef i for some 1� i � m00corresponds to a Hamilton cycleC in G, where we
replace the �ctive edge f i with ai v and bi v. Next, consider any Hamilton cycleC �

in G� that contains precisely three �ctive edges; f i for some 1� i � m00 together
with x2j � 1y2j � 1 and x2j y2j for some 1� j � m0=2. Further supposeC � traverses
the vertices ai ; bi ; x2j � 1; y2j � 1; x2j ; y2j in this order. Then C � corresponds to a
Hamilton cycle C in G, where we replace the �ctive edges withai v; bi v; ej and e0

j
(see Figure 4.1.1). Here the path systemJ formed by the edgesai v; bi v; ej and e0

j
is an example of a balanced exceptional system. The above ideas areformalized in
Section 4.4.
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x2j � 1 y2j � 1

x2j y2j

ai bi

v

f i

A B

Figure 4.1.1. Transforming the problem of �nding a Hamilton
cycle in G into �nding a Hamilton cycle in the balanced bipartite
graph G�

We can now summarize the steps leading to proof of Theorem 1.3.5. InSec-
tion 4.2, we �nd and remove a set of edge-disjoint Hamilton cycles covering all
edges inG[A0; B0]. We can then �nd the localized balanced exceptional systems
in Section 4.3. After this, we need to extend and combine them into certain path
systems and factors (which contain �ctive edges) in Section 4.4, before we can use
them as an `input' for the robust decomposition lemma in Section 4.5. Finally, all
these steps are combined in Section 4.7 to prove Theorem 1.3.5.

4.2. Eliminating Edges between the Exceptional Sets

Suppose thatG is a D-regular graph as in Theorem 1.3.5. The purpose of this
section is to prove Corollary 4.2.12. Roughly speaking, givenK 2 N, this corollary
states that one can delete a small number of edge-disjoint Hamiltoncycles fromG
to obtain a spanning subgraphG0 of G and a partition A; A 0; B; B 0 of V (G) such
that (amongst others) the following properties hold:

� almost all edges ofG0 join A [ A0 to B [ B0;
� j Aj = jB j is divisible by K ;
� every vertex in A has almost all its neighbours inB [ B0 and every vertex

in B has almost all its neighbours inA [ A0;
� A0 [ B0 is small and there are no edges betweenA0 and B0 in G0.

We will call ( G0; A; A 0; B; B 0) a bi-framework. (The formal de�nition of a bi-
framework is stated before Lemma 4.2.11.) BothA and B will then be split into
K clusters of equal size. Our assumption thatG is "ex-bipartite easily implies that
there is such a partition A; A 0; B; B 0 which satis�es all these properties apart from
the property that there are no edges betweenA0 and B0. So the main part of this
section shows that we can cover the collection of all edges betweenA0 and B0 by a
small number of edge-disjoint Hamilton cycles.

Since Corollary 4.2.12 will also be used in the proof of Theorem 1.3.8, instead
of working with regular graphs we need to consider so-called balanced graphs. We
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also need to �nd the above Hamilton cycles in the graphF � G rather than in G
itself (in the proof of Theorem 1.3.5 we will takeF to be equal to G).

More precisely, suppose thatG is a graph and that A0, B 0 is a partition of
V(G), where A0 = A0 [ A, B 0 = B0 [ B and A; A 0; B; B 0 are disjoint. Then we say
that G is D-balanced (with respect to(A; A 0; B; B 0)) if

(B1) eG (A0) � eG (B 0) = ( jA0j � j B 0j)D=2;
(B2) all vertices in A0 [ B0 have degree exactlyD .

Proposition 4.2.1 below implies that wheneverA; A 0; B; B 0 is a partition of the ver-
tex set of aD-regular graphH , then H is D-balanced with respect to (A; A 0; B; B 0).
Moreover, note that if G is DG -balanced with respect to (A; A 0; B; B 0) and H is a
spanning subgraph ofG which is DH -balanced with respect to (A; A 0; B; B 0), then
G� H is (DG � DH )-balanced with respect to (A; A 0; B; B 0). Furthermore, a graph
G is D-balanced with respect to (A; A 0; B; B 0) if and only if G is D-balanced with
respect to (B; B 0; A; A 0).

Proposition 4.2.1. Let H be a graph and letA0, B 0 be a partition of V (H ).
Suppose thatA0, A is a partition of A0 and that B0, B is a partition of B 0 such
that jAj = jB j. Suppose thatdH (v) = D for every v 2 A0 [ B0 and dH (v) = D 0 for
every v 2 A [ B . Then eH (A0) � eH (B 0) = ( jA0j � j B 0j)D=2:

Proof. Note that
X

x 2 A 0

dH (x; B 0) = eH (A0; B 0) =
X

y2 B 0

dH (y; A0):

Moreover,

2eH (A0) =
X

x 2 A 0

(D � dH (x; B 0)) +
X

x 2 A

(D 0 � dH (x; B 0))

= D jA0 j + D 0jAj �
X

x 2 A 0

dH (x; B 0)

and

2eH (B 0) =
X

y2 B 0

(D � dH (y; A0)) +
X

y2 B

(D 0 � dH (y; A0))

= D jB0j + D 0jB j �
X

y2 B 0

dH (y; A0):

Therefore

2eH (A0)� 2eH (B 0) = D(jA0 j�j B0j)+ D 0(jAj�j B j) = D(jA0 j�j B0j) = D(jA0j�j B 0j);

as desired. �

The following observation states that balancedness is preserved under suitable
modi�cations of the partition.

Proposition 4.2.2. Let H be D-balanced with respect to(A; A 0; B; B 0). Sup-
pose that A0

0; B 0
0 is a partition of A0 [ B0. Then H is D-balanced with respect to

(A; A 0
0; B; B 0

0).

Proof. Observe that the general result follows if we can show thatH is D-balanced
with respect to (A; A 0

0; B; B 0
0), where A0

0 = A0 [ f vg, B 0
0 = B0 n f vg and v 2 B0.

(B2) is trivially satis�ed in this case, so we only need to check (B1) for the new
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partition. For this, let A0 := A0 [ A and B 0 := B0 [ B . Now note that (B1) for the
original partition implies that

eH (A0
0 [ A) � eH (B 0

0 [ B ) = eH (A0) + dH (v; A0) � (eH (B 0) � dH (v; B 0))

= ( jA0j � j B 0j)D=2 + D = ( jA0
0 [ Aj � j B 0

0 [ B j)D=2:

Thus (B1) holds for the new partition. �

Suppose thatG is a graph andA0; B 0 is a partition of V (G). For every vertex
v 2 A0 we call dG (v; A0) the internal degree of v in G. Similarly, for every vertex
v 2 B 0 we call dG (v; B 0) the internal degree ofv in G.

Given a graphF and a spanning subgraphG of F , we say that (F; G; A; A 0; B;
B0) is an ("; " 0; K; D )-weak framework if the following holds, where A0 := A0 [ A,
B 0 := B0 [ B and n := jGj = jF j:

(WF1) A; A 0; B; B 0 forms a partition of V(G) = V (F );
(WF2) G is D-balanced with respect to (A; A 0; B; B 0);
(WF3) eG (A0); eG (B 0) � "n 2;
(WF4) jAj = jB j is divisible by K . Moreover, a + b � "n , where a := jA0j and

b := jB0j;
(WF5) all vertices in A [ B have internal degree at most"0n in F ;
(WF6) any vertex v has internal degree at mostdG (v)=2 in G.

Throughout the chapter, when referring to internal degrees without mentioning the
partition, we always mean with respect to the partition A0, B 0, where A0 = A0 [ A
and B 0 = B0 [ B . Moreover, a and b will always denote jA0j and jB0j.

We say that (F; G; A; A 0; B; B 0) is an ("; " 0; K; D )-pre-framework if it satis�es
(WF1){(WF5). The following observation states that pre-framew orks are preserved
if we remove suitable balanced subgraphs.

Proposition 4.2.3. Let "; " 0 > 0 and K; D G ; DH 2 N. Let (F; G; A; A 0; B; B 0)
be an ("; " 0; K; D G )-pre framework. Suppose thatH is a DH -regular spanning sub-
graph of F such that G \ H is DH -balanced with respect to(A; A 0; B; B 0). Let
F 0 := F � H and G0 := G� H . Then (F 0; G0; A; A 0; B; B 0) is an ("; " 0; K; D G � DH )-
pre framework.

Proof. Note that all required properties except possibly (WF2) are not a�ected by
removing edges. ButG0 satis�es (WF2) since G \ H is DH -balanced with respect
to (A; A 0; B; B 0). �

Lemma 4.2.4. Let 0 < 1=n � " � "0; 1=K � 1 and let D � n=200. Suppose
that F is a graph on n vertices which is " -bipartite and that G is a D-regular
spanning subgraph ofF . Then there is a partition A; A 0; B; B 0 of V (G) = V (F ) so
that (F; G; A; A 0; B; B 0) is an ("1=3; "0; K; D )-weak framework.

Proof. Let S1; S2 be a partition of V (F ) which is guaranteed by the assumption
that F is " -bipartite. Let S be the set of all those verticesx 2 S1 with dF (x; S1) �p

"n together with all those vertices x 2 S2 with dF (x; S2) �
p

"n . Since F is
" -bipartite, it follows that jSj � 4

p
"n .

Given a partition X; Y of V (F ), we say that v 2 X is bad for X; Y if dG (v; X ) >
dG (v; Y) and similarly that v 2 Y is bad for X; Y if dG (v; Y) > d G (v; X ). Suppose
that there is a vertex v 2 S which is bad for S1, S2. Then we movev into the class
which does not currently contain v to obtain a new partition S0

1, S0
2. We do not
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