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EDGE-DECOMPOSITIONS OF GRAPHS WITH HIGH MINIMUM DEGREE

BEN BARBER, DANIELA KÜHN, ALLAN LO AND DERYK OSTHUS

School of Mathematics, University of Birmingham, Birmingham, B15 2TT, UK

ABSTRACT. A fundamental theorem of Wilson states that, for every graph \( F \), every sufficiently large \( F \)-divisible clique has an \( F \)-decomposition. Here a graph \( G \) is \( F \)-divisible if \( e(F) \) divides \( e(G) \) and the greatest common divisor of the degrees of \( F \) divides the greatest common divisor of the degrees of \( G \), and \( G \) has an \( F \)-decomposition if the edges of \( G \) can be covered by edge-disjoint copies of \( F \). We extend this result to graphs \( G \) which are allowed to be far from complete. In particular, together with a result of Dross, our results imply that every sufficiently large \( K_3 \)-divisible graph of minimum degree at least \( 9n/10 + o(n) \) has a \( K_3 \)-decomposition. This significantly improves previous results towards the long-standing conjecture of Nash-Williams that every sufficiently large \( K_3 \)-divisible graph with minimum degree at least \( 3n/4 \) has a \( K_3 \)-decomposition. We also obtain the asymptotically correct minimum degree thresholds of \( 2n/3 + o(n) \) for the existence of a \( C_4 \)-decomposition, and of \( n/2 + o(n) \) for the existence of a \( C_{2\ell} \)-decomposition, where \( \ell \geq 3 \). Our main contribution is a general ‘iterative absorption’ method which turns an approximate or fractional decomposition into an exact one. In particular, our results imply that in order to prove an asymptotic version of Nash-Williams’ conjecture, it suffices to show that every \( K_3 \)-divisible graph with minimum degree at least \( 3n/4 + o(n) \) has an approximate \( K_3 \)-decomposition.

1. INTRODUCTION

Given a graph \( F \), a graph \( G \) has an \( F \)-decomposition (is \( F \)-decomposable), if the edges of \( G \) can be covered by edge-disjoint copies of \( F \). In this paper, we always consider decomposing a large graph \( G \) into edge-disjoint copies of some small fixed graph \( F \). The first such result was given by Kirkman [20] in 1847, who proved that the complete graph \( K_n \) has a \( K_3 \)-decomposition if and only if \( n \equiv 1, 3 \mod 6 \). To see that \( n \equiv 1, 3 \mod 6 \) is a necessary condition, note that if \( G \) has a \( K_3 \)-decomposition, then the degree of each vertex of \( G \) is even and \( e(G) \) is divisible by 3.

There are similar necessary conditions for the existence of an \( F \)-decomposition. For a graph \( G \), let \( \gcd(G) \) be the largest integer dividing the degree of every vertex of \( G \). Given a graph \( F \), we say that \( G \) is \( F \)-divisible if \( e(G) \) is divisible by \( e(F) \) and \( \gcd(G) \) is divisible by \( \gcd(F) \). Being \( F \)-divisible is a necessary condition for...
being $F$-decomposable. However, it is not sufficient: for example, $C_6$ does not have a $K_3$-decomposition. In this terminology, Kirkman proved that every $K_3$-divisible clique has a $K_3$-decomposition. The analogue of this for general graphs $F$ instead of $K_3$ was an open problem for a century until it was solved by Wilson \cite{30,31,32,33} in 1975. Wilson proved that, for every graph $F$, there exists an integer $n_0 = n_0(F)$ such that every $F$-divisible $K_n$ with $n \geq n_0$ has an $F$-decomposition.

1.1. **Decompositions of non-complete graphs.** In contrast, it is well known that the problem of deciding whether a general graph $G$ has an $F$-decomposition is NP-complete for every graph $F$ that contains a connected component with at least three edges \cite{5}. So a major question has been to determine the smallest minimum degree that guarantees an $F$-decomposition in any sufficiently large $F$-divisible graph $G$. Gustavsson \cite{14} showed that, for every fixed graph $F$, there exists $\varepsilon = \varepsilon(F) > 0$ and $n_0 = n_0(F)$ such that every $F$-divisible graph $G$ on $n \geq n_0$ vertices with minimum degree $\delta(G) \geq (1 - \varepsilon)n$ has an $F$-decomposition. (This proof has not been without criticism.) In a recent breakthrough, Keevash \cite{15} proved a hypergraph generalisation of Gustavsson’s theorem. His result actually states that every sufficiently large dense quasirandom hypergraph $G$ has a decomposition into cliques (subject to the necessary divisibility conditions). The special case when $G$ is a complete hypergraph settles a question regarding the existence of designs going back to the 19th century. Yuster \cite{34} determined the asymptotic minimum degree threshold which guarantees an $F$-decomposition in the case when $F$ is a bipartite graph with $\delta(F) = 1$ (which includes trees). More recently, he \cite{39} studied the problem of finding many edge-disjoint copies of a given graph $F$. For a survey regarding $F$-decomposition of hypergraphs, directed graphs and oriented graphs, we recommend \cite{37}.

In this paper, we substantially improve existing decomposition results when $F$ is an arbitrary graph. For $F = K_3$, Nash-Williams \cite{24} conjectured that every sufficiently large $K_3$-divisible graph $G$ on $n$ vertices with $\delta(G) \geq 3n/4$ has a $K_3$-decomposition. This conjecture is still wide open. For a general $K_r$, the following (folklore) conjecture is a natural extension of Nash-Williams’ conjecture. We describe the corresponding extremal construction in Proposition 1.5.

**Conjecture 1.1.** For every $r \in \mathbb{N}$ with $r \geq 2$, there exists an $n_0 = n_0(r)$ such that every $K_{r+1}$-divisible graph $G$ on $n \geq n_0$ vertices with $\delta(G) \geq (1 - 1/(r + 2))n$ has a $K_{r+1}$-decomposition.

Together with results by Dukes \cite{7,8} as well as Barber, Kühn, Lo, Montgomery and Osthus \cite{2}, our main result (Theorem 1.3) implies the following theorem, which gives the first significant step towards the conjectured bound and extends to decompositions into arbitrary graphs.

**Theorem 1.2.** Let $F$ be a graph, let

$$C := \min\{9\chi(F)^2(\chi(F) - 1)^2/2, 10^4\chi(F)^{3/2}\}$$

and let $t := \max\{C, 6e(F)\}$. Then for each $\varepsilon > 0$, there is an $n_0 = n_0(\varepsilon, F)$ such that every $F$-divisible graph $G$ on $n \geq n_0$ vertices with $\delta(G) \geq (1 - 1/t + \varepsilon)n$ has an $F$-decomposition.

Note that, for any $F$, we have $t \leq \min\{9|F|^2(|F| - 1)^2/2, 10^4|F|^2\}$. So $t = O(|F|^2)$. The best previous bound in this direction is the one given by Gustavsson \cite{14}; who claimed that, if $F$ is complete, then a minimum degree bound of $(1 - 10^{-37}|F|^{-94})n$ suffices.
1.2. Approximate $F$-decompositions. The main contribution of this paper is actually a result that turns an ‘approximate’ $F$-decomposition into an exact $F$-decomposition. Let $G$ be a graph on $n$ vertices. For a graph $F$ and $\eta \geq 0$, an $\eta$-approximate $F$-decomposition of $G$ is a set of edge-disjoint copies of $F$ covering all but at most $\eta m^2$ edges of $G$. Note that a 0-approximate $F$-decomposition is an $F$-decomposition. For $n \in \mathbb{N}$ and $\eta > 0$, let $\delta_F^\eta(n)$ be the infimum over all $\delta$ such that every graph $G$ on $n$ vertices with $\delta(G) \geq \delta n$ has an $\eta$-approximate $F$-decomposition. We define $\delta_F^0(n)$ in a similar way, except that we only consider $F$-divisible graphs. Let $\delta_F^\eta := \limsup_{n \to \infty} \delta_F^\eta(n)$ be the $\eta$-approximate $F$-decomposition threshold. Clearly $\delta_F^\eta \geq \delta_F^0$ for all $\eta' \leq \eta$. It turns out that there are $F$-divisible graphs with $\lim_{\eta \to 0} \delta_F^\eta = \delta_F^0$, and graphs for which this equality does not hold (see Section 12 for a further discussion).

Our main result relates the ‘decomposition threshold’ to the ‘approximate decomposition threshold’ and an additional minimum degree condition for $r$-regular graphs $F$. The dependence on $r$ is not far from best possible, since Proposition 1.5 shows that the term $1/3r$ cannot be replaced by anything larger than $1/(r + 2)$.

**Theorem 1.3.** Let $F$ be an $r$-regular graph. Then for each $\varepsilon > 0$, there exists an $n_0 = n_0(\varepsilon, F)$ and an $\eta = \eta(\varepsilon, F)$ such that every $F$-divisible graph $G$ on $n \geq n_0$ vertices with $\delta(G) \geq (\delta + \varepsilon)n$, where $\delta := \max\{\delta_F^0, 1-1/3r\}$, has an $F$-decomposition.

To derive Theorem 1.2 from Theorem 1.3, we will use a result of Haxell and Rödl [16] as well as a result of Yuster [36]. Roughly speaking, the result in [16] implies that the minimum degree which guarantees a fractional $F$-decomposition in a graph also guarantees an $\eta$-approximate $F$-decomposition. This allows us to replace the $\eta$-approximate $F$-decomposition threshold $\delta_F^\eta$ in Theorem 1.3 by the ‘fractional $F$-decomposition threshold’ (see Section 1 for more details). A result of Yuster [38] implies that we can consider the fractional $K_r(F)$-decomposition threshold instead of the fractional $F$-decomposition threshold. We will then use the results from [21, 8] as well as from [2], which guarantee a fractional $K_r$-decomposition of any graph on $n$ vertices with minimum degree at least $(1 - 2/(9r^2(r - 1)^2))n$ and minimum degree at least $(1 - 1/10^4 r^{3/2})n$, respectively. Any improvement in the fractional $K_r$-decomposition threshold would immediately imply better bounds in Theorem 1.2 (see Theorem 6.3).

Our proof of Theorem 1.3 gives a polynomial time randomized algorithm which produces a decomposition with high probability (see Section 11 for more details). Our argument here and that in [2] is purely combinatorial. In particular, the proofs of Theorems 4.7 and 6.3 together yield a combinatorial proof of Wilson’s theorem [30, 31, 32, 33] that every large $F$-divisible clique has an $F$-decomposition. (The original proof as well as that in Keevash [18] relied on algebraic tools.)

1.3. Further improvements: cycle decompositions. In Section 11 we state a version of Theorem 1.3 which is more technical but can be applied to give better bounds for many specific choices of $F$ (Theorem 11.1). For example, in Section 12 we apply this to derive the following result on cycle decompositions.
Theorem 1.4. (i) Let \( \ell \in \mathbb{N} \) with \( \ell \geq 4 \) be even, and let
\[
\delta := \begin{cases} 
1/2 & \text{if } \ell \geq 6; \\
2/3 & \text{if } \ell = 4.
\end{cases}
\]
Then for each \( \varepsilon > 0 \), there exists an \( n_0 = n_0(\varepsilon, \ell) \) such that every \( C_\ell \)-divisible graph \( G \) on \( n \geq n_0 \) vertices with \( \delta(G) \geq (\delta + \varepsilon)n \) has a \( C_\ell \)-decomposition.

(ii) Let \( \ell \in \mathbb{N} \) with \( \ell \geq 3 \) be odd. Then for each \( \varepsilon > 0 \), there exists an \( n_0 = n_0(\varepsilon, \ell) \) and an \( \eta = \eta(\varepsilon, \ell) \) such that every \( C_\ell \)-divisible graph \( G \) on \( n \geq n_0 \) vertices with \( \delta(G) \geq (\delta(\ell) + \varepsilon)n \) has a \( C_\ell \)-decomposition. Moreover, every \( C_\ell \)-divisible graph \( G \) on \( n \geq n_0 \) vertices with \( \delta(G) \geq (9/10 + \varepsilon)n \) has a \( C_\ell \)-decomposition.

Thus by Theorem 1.4(iii), it suffices to show that \( \delta_{C_3}^n \leq 3/4 \) in order to prove Conjecture 1.1 for \( r = 2 \) asymptotically. The value of the constant \( \delta \) in Theorem 1.4(i) is the best possible (see Propositions 12.1 and 12.2). The special case of Theorem 1.4(i) when \( \ell = 4 \) improves a result of Bryant and Cavenagh [4], who showed that every \( C_4 \)-divisible graph \( G \) on \( n \) vertices with minimum degree at least \( (31/32 + o(1))n \) has a \( C_4 \)-decomposition.

Related results on clique-decompositions of \( r \)-partite graphs have been obtained by Barber, Kühn, Lo, Osthus and Taylor [3]. (These can be combined with results on fractional decompositions of \( r \)-partite graphs by Dukes [9] and Montgomery [23].) Clique-decompositions in the \( r \)-partite setting are of particular interest since they translate into results on the completion of (mutually orthogonal) latin squares. There is also further work in progress (by Glock, Kühn, Lo, Montgomery and Osthus) on general decomposition results in the non-partite setting.

1.4. Extremal graphs for Conjecture 1.1. The following example from [27] shows that the minimum degree condition in Conjecture 1.1 is optimal. We include a proof for completeness.

Proposition 1.5. For every \( r \in \mathbb{N} \) with \( r \geq 2 \), there exist infinitely many \( n \) such that there exists a \( K_{r+1} \)-divisible graph \( G \) on \( n \) vertices with \( \delta(G) = \lfloor (1 - 1/(r+2))n \rfloor - 1 \) without a \( K_{r+1} \)-decomposition.

Proof. Let \( \ell, s \in \mathbb{N} \). We first consider the case when \( r := 2\ell \). Let \( h := (sr+1)(r+1) \). Let \( K_{2\ell+2} - M \) be the subgraph of \( K_{2\ell+2} \) left after removing a perfect matching. Let \( G^2_h \) be the graph constructed by blowing up each vertex of \( K_{2\ell+2} - M \) to a copy of \( K_h \). Thus \( G^2_h \) has \( n := (r+2)h \) vertices and is \( d \)-regular with \( d := (h-1) + rh = (r+1)n/(r+2) - 1 \). Since \( r \) divides \( d \) and \( r + 1 \) divides \( h \), \( h(r+1) \) divides \( e(G^2_h) \), implying that \( G^2_h \) is \( K_{r+1} \)-divisible. Call an edge internal in \( G^2_h \) if it lies entirely within one of the copies of \( K_h \). The number of internal edges is \( t^2_h : = (r+2)(r+1)/2 \). Since \( G^2_h \) is a blow-up of \( K_{r+2} - M \), each copy of \( K_{r+1} \) in \( G^2_h \) must contain at least \( r/2 \) internal edges. Thus the number of edge-disjoint copies of \( K_{r+1} \) in \( G^2_h \) is at most \( t^2_h/(r/2) < e(G^2_h)/(r+1)/2 \). Therefore \( G^2_h \) does not have a \( K_{r+1} \)-decomposition.

For \( r := 2\ell + 1 \), let \( h := (s(r+1) + 1)r \). Let \( G^{2\ell+1}_h \) be the graph obtained from \( G^2_h \) by adding a set \( W \) of \( h+1 \) new vertices and joining each new vertex to each vertex in \( V(G^2_h) \). Note that \( G^{2\ell+1}_h \) has \( n := (r+2)h+1 \) vertices and is \( d \)-regular with \( d := (r+1)h = (r+1)(n-1)/(r+2) = [(1 - 1/(r+2))n] - 1 \). Since \( r(r+1) \) divides \( d \), \( (r+1)/2 \) divides \( e(G^{2\ell+1}_h) \), implying that \( G^{2\ell+1}_h \) is \( K_{r+1} \)-divisible. Let the internal edges of \( G^{2\ell+1}_h \) be the internal edges of \( G^{2\ell}_h \). Thus the number of internal
edges is \( I^{2\ell+1}_h := (r + 1)^{h+1} \). Note that each copy of \( K_{r+1} \) in \( G^{2\ell+1}_h \) must contain at least \((r - 1)/2\) internal edges. Moreover, if \( K_{r+1} \) contains precisely \((r - 1)/2\) internal edges, then \( K_{r+1} \) must contain a vertex in \( W \). Hence there are at most \( d(W)/r = (r + 1)(h + 1)(s(r + 1) + 1) \) edge-disjoint copies of \( K_{r+1} \) in \( G^{2\ell+1}_h \) that contain precisely \((r - 1)/2\) internal edges. Therefore, the number of edge-disjoint copies of \( K_{r+1} \) in \( G^{2\ell+1}_h \) is at most

\[
(r + 1)(h + 1)(s(r + 1) + 1) + \frac{I^{2\ell+1}_h - (r + 1)(h + 1)(s(r + 1) + 1)^{r-1}}{(r + 1)/2} - h(h - 1) + 2(h + 1)(s(r + 1) + 1) = (s(r + 1) + 1)((r + 2)h - (r - 2)) < (s(r + 1) + 1)((r + 2)h + 1) = e(G^{2\ell+1}_h)_{r-1}^{1/2}.
\]

Therefore \( G^{2\ell+1}_h \) does not have a \( K_{r+1} \)-decomposition.

\[\square\]

2. Sketches of proofs

2.1. Proof of Theorem 1.2 using Theorem 1.3. The idea of this proof is quite natural. Given graphs \( F \) and \( G \) as in Theorem 1.2, we find an \( F \)-decomposable regular graph \( R \) such that both the degree \( r \) of \( R \) and the \( \eta \)-approximate decomposition threshold \( \delta_R^\eta \) are not too large. By removing a small number of copies of \( F \) from \( G \), we may assume that \( G \) is also \( R \)-divisible. By Theorem 1.3 \( G \) has an \( R \)-decomposition and so an \( F \)-decomposition, provided \( \delta(G) \geq \max\{\delta_R^\eta, 1 - 1/3r\} \). This reduction is carried out in Section 6.

To obtain the explicit bound on \( \delta(G) \), we apply results of Dukes [7, 8] as well as Barber, Kühn, Lo, Montgomery and Osthus [2] on fractional decompositions in graphs of large minimum degree together with a result of Haxell and Rödl [16] relating fractional decompositions to approximate decompositions. We collect these tools in Section 4.

2.2. Proof of Theorem 1.3. The proof of Theorem 1.3 develops an ‘iterative absorbing’ approach. The original absorbing method was first used for finding \( K_3 \)-factors (that is, a spanning union of vertex-disjoint copies of \( K_3 \)) by Krivelevich [21] and for finding Hamilton cycles in hypergraphs by Rödl, Ručínský and Szemerédi [26]. An absorbing approach for finding decompositions was first used by Kühn and Osthus [22].

More precisely, the basic idea behind the proof of Theorem 1.3 can be described as follows. Let \( G \) be a graph as in Theorem 1.3. Suppose that we can find an \( F \)-divisible subgraph \( A^* \) of \( G \) with small maximum degree which is an \( F \)-absorber in the following sense: \( A^* \cup H^* \) has an \( F \)-decomposition whenever \( H^* \) is a sparse \( F \)-divisible graph on \( V(G) \) which is edge-disjoint from \( A^* \). Let \( G' \) be the subgraph of \( G \) remaining after removing the edges of \( A^* \). Since \( A^* \) has small maximum degree, \( \delta(G') \geq (\delta_R^\eta + \varepsilon/2)n \). By the definition of \( \delta_R^\eta \), \( G' \) has an \( \eta \)-approximate \( F \)-decomposition \( \mathcal{F} \). Let \( H^* \) be the leftover (that is, the subgraph of \( G' \) remaining after removing all edges in \( \mathcal{F} \)). Note that \( H^* \) is also \( F \)-divisible. Since \( A^* \cup H^* \) has an \( F \)-decomposition, so does \( G \).

Unfortunately, this naive approach fails for the following reason: we have no control on the leftover \( H^* \). A first attempt at obtaining \( A^* \) would be to construct it as the edge-disjoint union of graphs \( A \) such that each such \( A \) has an \( F \)-decomposition and, for each possible leftover graph \( H^* \), there is a distinct \( A \) so that \( A \cup H^* \) has
an $F$-decomposition. However, a typical leftover graph $H^*$ has $\eta n^2$ edges, so the number of possibilities for $H^*$ is exponential in $n$. So we have no hope of finding all the required graphs $A$ in $G$ (and thus to construct $A^*$). To overcome this problem, we reduce the number of possible configurations of $H^*$ (in turn reducing the number of graphs $A$ required) as follows. Roughly speaking, we iteratively find approximate decompositions of the leftover so that eventually our final leftover $H^*$ only has $O(n)$ edges whose location is very constrained—so one can view this step as finding a ‘near optimal’ $F$-decomposition.

To illustrate this, suppose that $m \in \mathbb{N}$ is bounded and $n$ is divisible by $m$. Let $\mathcal{P} := \{V_1, \ldots, V_q\}$ be a partition of $V(G)$ into parts of size $m$ (so $q = n/m$). We further suppose that $H^*$ is a vertex-disjoint union of $F$-divisible graphs $H^*_1, \ldots, H^*_q$ such that $V(H^*_i) \subseteq V_i$ for each $i$. Hence to construct $A^*$, we only need to find one $A$ for each possible $H^*_i$. (To be more precise, $A^*$ will now consist of edge-disjoint graphs $A$ such that each $A$ has an $F$-decomposition and, for each possible $H^*_i$, there is a distinct $A$ so that $A \cup H^*_i$ has an $F$-decomposition.) For a fixed $i$, there are at most $2^{(|V_i|)} = 2^{(m)}$ possible configurations of $H^*_i$. Since $m$ is bounded, in order to construct $A^*$ we would only need to find $q 2^{(m)} = 2^{(m)} n/m$ different $A$. Essentially, this is what Lemma 8.1 achieves.

We now describe in more detail the iterative approach which achieves the above setting. Recall that $G'$ is the subgraph of $G$ remaining after removing all the edges of $A^*$. Since $A^*$ has small maximum degree, $G'$ has roughly the same properties as $G$. Our new objective is to find edge-disjoint copies of $F$ covering all edges of $G'$ that do not lie entirely within $V_i$ for some $i$. Since each $V_i$ has bounded size, these edge-disjoint copies of $F$ will cover all but at most a linear number of edges of $G'$. As indicated above, we use an iterative approach to achieve this. We proceed as follows. Let $k \in \mathbb{N}$. Let $\mathcal{P}_1$ be an equipartition of $V(G)$ into $k$ parts, and let $G_1$ be the $k$-partite subgraph of $G'$ induced by $\mathcal{P}_1$ (here $k$ is large but bounded). Suppose that we can cover the edges of $G_1$ by copies of $F$ which use only a small proportion of the edges not in $G_1$. Call the leftover graph $H_1$. Let $\mathcal{P}_2$ be an equipartition of $V(G)$ into $k^2$ parts obtained by dividing each $V \in \mathcal{P}_1$ into $k$ parts. Let $G_2$ be the $k^2$-partite subgraph of $H_1$ induced by $\mathcal{P}_2$. Each component of $G_2$ will form a $k$-partite graph lying within some $V \in \mathcal{P}_1$. So by applying the same argument to each component of $G_2$ in turn and iterating $\log_k(n/m)$ times we obtain an equipartition $\mathcal{P} = \mathcal{P}_1$ of $V(G)$ with $|V| = m$ for each $V \in \mathcal{P}$ such that all edges of $G'$ that do not lie entirely within some $V \in \mathcal{P}$ can be covered by edge-disjoint copies of $F$.

In Section 5, we prove an embedding lemma that allows us to find certain subgraphs in a dense graph. We will use this throughout the paper. The formal definition of $\mathcal{P}_1, \mathcal{P}_2, \ldots, \mathcal{P}_\ell$ is given in Section 7. We construct the absorber graph $A^*$ in Section 8. The ‘near optimal’ decomposition result is proved in Sections 9 and 10. Finally, we prove Theorem 1.3 in Section 11.

3. Notation

Let $G$ be a graph, and let $\mathcal{P} := \{V_1, \ldots, V_k\}$ be a partition of $V(G)$. We write $G[V_1]$ for the subgraph of $G$ induced by the vertex set $V_1$, $G[V_1, V_2]$ for the bipartite subgraph induced by the vertex classes $V_1$ and $V_2$, and $G[\mathcal{P}] := G[V_1, \ldots, V_k]$ for the $k$-partite subgraph of $G$ induced by the $k$-partition $\mathcal{P}$. Write $V_{\leq i}$ for $V_1 \cup \cdots \cup V_{i-1}$ and $V_{\leq i}$ for $V_{i} \cup \cdots \cup V_k$. We say that $\mathcal{P}$ is equitable (or $k$-equitable) if $|V_i| - |V_j| \leq 1$ for all $1 \leq i, j \leq k$. For $V \subseteq V(G)$, $\mathcal{P}[V]$ denotes the restriction of $\mathcal{P}$ to $V$. Note
that a $k$-equitable refinement of a $k$-equitable partition $\mathcal{P}$ (obtained by taking a $k$-equitable partition of each $V \in \mathcal{P}$) is a $k^2$-equitable partition of $V(G)$.

Given a graph $G$ and disjoint $U, V \subseteq V(G)$, let $e_G(U) := e(G[U])$ and $e_G(U, V) := e(G[U, V])$. For sets $S, V \subseteq V(G)$, we write $N_G(S, V) := \{v \in V : xv \in E(G) \text{ for all } x \in S\}$, and $d_G(S, V) := |N_G(S, V)|$. If $S = \{v\}$ is a singleton, we instead write $N_G(v, V)$ and $d_G(v, V)$. We sometimes omit the subscript $G$ if it is clear from the context.

For graphs $G$ and $H$, we write $G - H$ for the graph with vertex set $V(G)$ and edge set $E(G) \setminus E(H)$, and $G \setminus H$ for the subgraph of $G$ induced by the vertex set $V(G) \setminus V(H)$. For a set of edges $E$, we write $V(E)$ for the set of all endvertices of edges in $E$. We write $G \cup E$ for the graph with vertex set $V(G) \cup V(E)$ and edge set $E(G) \cup E$.

For $r \in \mathbb{N}$, a graph $G$ is $r$-divisible if $r$ divides the degree $d(v)$ of $v$ for all $v \in V(G)$.

For an integer $p$ and a graph $F$, we write $pF$ for the graph consisting of $p$ vertex-disjoint copies of $F$. If $G$ is a graph and $pF$ is a spanning subgraph of $G$, then $pF$ is an $F$-factor in $G$.

The constants in the hierarchies used to state our results are chosen from right to left. For example, if we claim that a result holds whenever $0 < 1/n \ll a \ll b \ll c \leq 1$ (where $n$ is the order of the graph), then there is a non-decreasing function $f : (0, 1] \to (0, 1]$ such that the result holds for all $0 < a, b, c \leq 1$ and all $n \in \mathbb{N}$ with $b \leq f(c), a \leq f(b)$ and $1/n \leq f(a)$. Hierarchies with more constants are defined in a similar way. We write $a = b \pm c$ to mean $a \in [b - c, b + c]$.

4. Fractional and approximate $F$-decompositions

Let $F$ and $G$ be graphs. Define $p_F(G)$ to be the maximum number of edges in $G$ that can be covered by edge-disjoint copies of $F$. So if $G$ has an $\eta$-approximate $F$-decomposition, then $e(G) - p_F(G) \leq \eta n^2$ (where $G$ has $n$ vertices).

**Theorem 4.1** (Yuster [38]). Let $F$ be a graph with $\chi := \chi(F)$. For all $\eta > 0$, there exists an $n_0 = n_0(\eta, F)$ such that every graph $G$ on $n \geq n_0$ vertices satisfies $p_F(G) \geq pK_\chi(G) - \eta n^2$.

**Corollary 4.2.** Let $F$ be a graph with $\chi := \chi(F)$. Then $\delta^\eta_F \leq \delta_{\eta F}^{n/2}$ for all $\eta > 0$.

**Proof.** Let $\eta > 0$ and let $G$ be a sufficiently large graph on $n$ vertices with $\delta(G) > \delta^\eta_{\eta F}(n)n$. By the definition of $\delta^\eta_{\eta F}(n)$ and Theorem 4.1,

$$e(G) \leq pk^\eta_{\chi}(G) + \eta n^2 / 2 \leq p_F(G) + \eta n^2.$$

Therefore $\delta^\eta_F(n) \leq \delta_{\eta F}^{n/2}(n)$ for all sufficiently large $n$, implying $\delta^\eta_F \leq \delta_{\eta F}^{n/2}$.

Write $\nu_F(G) := p_F(G)/e(F)$ for the maximum number of edge-disjoint copies of $F$ in $G$. If $G$ has an $F$-decomposition, then $\nu_F(G) = e(G)/e(F)$. We now introduce a fractional version of $\nu_F(G)$. Let $(G)$ denote the set of copies of $F$ in $G$. A function $\psi$ from $(G)$ to $[0, 1]$ is a fractional $F$-packing of $G$ if $\sum_{F \in (G)} e \in F, \psi(F) \leq 1$ for each $e \in E(G)$. The weight of $\psi$ is $|\psi| := \sum_{F \in (G)} \psi(F)$.

Let $\nu^\ast_F(G)$ be the maximum value of $|\psi|$ over all fractional $F$-packings $\psi$ of $G$. Clearly, $\nu^\ast_F(G) \geq \nu_F(G)$. If $\nu^\ast_F(G) = e(G)/e(F)$, then we say that $G$ has a fractional $F$-decomposition.

In fact, $\nu_F(G)$ and $\nu^\ast_F(G)$ are closely related. Haxell and Rödl [16] proved that any fractional packing can be converted into a genuine integer packing that covers only slightly fewer edges. (An alternative proof was given by Yuster [36].)
Theorem 4.3. \cite{16} Let $F$ be a graph and let $\eta > 0$. Then there is an $n_0 = n_0(F, \eta)$ such that for every graph $G$ on $n \geq n_0$ vertices, $\nu_F(G) \geq \nu_F^*(G) - \eta n^2$.

For a graph $F$ and $n \in \mathbb{N}$, let $\delta_F^*(n)$ be the infimum over all $\delta$ such that every graph $G$ on $n$ vertices with $\delta(G) \geq \delta n$ has a fractional $F$-decomposition. Let $\delta_F^* := \limsup_{n \to \infty} \delta_F^*(n)$ be the fractional $F$-decomposition threshold. The following corollary is an immediate consequence of Theorem 4.3 and the definitions of $\delta_F^*$ and $\delta_F^*$.

Corollary 4.4. For every graph $F$ and every $\eta > 0$, we have $\delta_F^\eta \leq \delta_F^*$.

Together with Corollary 4.2 we get the following corollary.

Corollary 4.5. For every graph $F$ and every $\eta > 0$, we have $\delta_F^\eta \leq \delta_{K_3(F)}^\eta$.

For $F = K_{r+1}$, Yuster \cite{35} proved that $\delta_{K_{r+1}}^* \leq 1 - 1/(9(r+1)^{10})$. The best known bound on $\delta_{K_{r+1}}^*$ is given in \cite{7, 8} for small values of $r$ and in \cite{2} for large values of $r$.

Theorem 4.6 (Dukes \cite{7, 8}). For $r \in \mathbb{N}$ with $r \geq 2$, $\delta_{K_{r+1}}^* \leq 1 - 2/(9(r+1)^2 + 2)$.

Theorem 4.7 (Barber, Kühn, Lo, Montgomery, Osthus \cite{2}). For $r \in \mathbb{N}$ with $r \geq 2$, $\delta_{K_{r+1}}^* \leq 1 - 1/(10^4(r+1)^{3/2})$.

For the case when $r = 2$ (that is $\delta_{K_3}^*$), Garaschuk \cite{13} improved the bound to $\delta_{K_3}^* < 0.956$. Recently this was further improved by Dross \cite{9}.

Theorem 4.8 (Dross \cite{9}). We have that $\delta_{K_3}^* \leq 9/10$.

5. Finding subgraphs

In this section we will prove a result guaranteeing that in our given graph $G$ we can always remove certain subgraphs that we need without significantly reducing the minimum degree of $G$. (These subgraphs might for example be the absorbers and parity graphs defined in Sections \cite{8} and \cite{9})

Let $G$ and $H$ be graphs. Suppose that for each vertex of $H$ we specify a set of vertices of $G$. We will seek a copy of $H$ in $G$ that is compatible with this specification. More formally, let $\mathcal{P}$ be a partition of $V(G)$. We say that a graph $H$ is a $\mathcal{P}$-labelled graph if

- each vertex of $H$ is labelled either $V(G)$, $\{v\}$ for some $v \in V(G)$, or $V$ for some $V \in \mathcal{P}$;
- the vertices labelled by singletons have distinct labels and form an independent set in $H$.

We call the vertices labelled by singletons root vertices; the other vertices are free vertices.

An embedding of $H$ into $G$ compatible with its labelling is an injective graph homomorphism $\phi : H \to G$ such that each vertex gets mapped to an element of its label.

Given a graph $H$ and $U \subseteq V(H)$ with $\epsilon(H[U]) = 0$, we define the degeneracy of $H$ rooted at $U$ to be the least $d$ for which there is an ordering $v_1, \ldots, v_b$ of the vertices of $H$ such that

- there is an $a$ such that $U = \{v_1, \ldots, v_a\}$;
- for $a < j \leq b$, $v_j$ is adjacent to at most $d$ of the $v_i$ with $i < j$. 


The order of \(v_1,\ldots,v_a\) is not important as \(U\) is an independent set of \(H\). Note that the requirement that the vertices in \(U\) come first means that the degeneracy of \(H\) rooted at \(U\) might be larger than the usual degeneracy of \(H\). The degeneracy of a \(P\)-labelled graph \(H\) is the degeneracy of \(H\) rooted at \(U\), where \(U\) is the set of root vertices of \(H\).

We now prove a very general lemma guaranteeing that, provided the common neighbourhoods of sets of up to \(d\) vertices are sufficiently large, we can embed any collection of \(P\)-labelled graphs that does not use any root label too many times.

**Lemma 5.1.** Let \(n, k, d, b, s, m \in \mathbb{N}\) with \(1/n \ll 1/k, 1/d, 1/b\). Let \(G\) be a graph on \(n\) vertices and let \(P = \{V_1, \ldots, V_k\}\) be an equitable partition of \(V(G)\) such that \(d_G(S, V_i) \geq 2db(\sqrt{m} + s + 1)\) for each \(1 \leq i \leq k\) and \(S \subseteq V(G)\) with \(|S| \leq d\). Let \(H_1, \ldots, H_m\) be \(P\)-labelled graphs such that

1. for each \(1 \leq i \leq m\), \(|H_i| \leq b\);
2. the degeneracy of each \(H_i\) is at most \(d\);
3. for each \(v \in V(G)\), the number of indices \(1 \leq i \leq m\) such that some vertex of \(H_i\) is labelled \(\{v\}\) is at most \(s\).

Then there exist edge disjoint embeddings \(\phi(H_1), \ldots, \phi(H_m)\) of \(H_1, \ldots, H_m\) compatible with their labellings such that the subgraph \(H := \bigcup_{i=1}^{m} \phi(H_i)\) of \(G\) satisfies \(\Delta(H) \leq 2b(\sqrt{m} + s)\).

**Proof.** For each \(v \in V(G)\) and each \(0 \leq j \leq m\), let \(s(v, j)\) be the number of indices \(1 \leq i \leq j\) such that some vertex of \(H_i\) is labelled \(\{v\}\); so \(s(v, j) \leq s\).

Suppose that, for some \(1 \leq j \leq m\), we have already embedded \(H_1, \ldots, H_{j-1}\) such that

\[
d_G(v, j) \leq b(\sqrt{m} + s(v, j - 1) + 1),
\]

where \(G_{j-1}\) consists of the subgraph of \(G\) used to embed \(H_1, \ldots, H_{j-1}\). Our next aim is to embed \(H_j\) into \(G - G_{j-1}\) such that (5.1) holds with \(j\) replaced by \(j + 1\). By (ii), we can order the vertices of \(H_j\) such that root vertices of \(H_j\) precede free vertices of \(H_j\) and each free vertex is preceded by at most \(d\) of its neighbours. Suppose that we have already embedded some vertices of \(H_j\) one by one in this order and that the next vertex of \(H_j\) to be embedded is \(x\).

Let \(B := \{v \in V(G) : d_G(v, j) \geq b\sqrt{m}\}\) be the set of vertices that are in danger of being used too many times. Since \(e(H_i) \leq \binom{|H_i|}{2} \leq \binom{s}{2}\) for each \(i\), we have \(2e(G_{j-1}) \leq b^2m\). So we have that

\[
|B| \leq b^2m/b\sqrt{m} = b\sqrt{m}.
\]

If \(x\) is a root vertex, then we can embed \(x\) at its assigned position because we have yet to embed any of its neighbours.

If \(x\) is a free vertex, then at most \(d\) of its neighbours have already been embedded. Let \(U\) be the set of images of these neighbours, and let \(V\) be the label of \(x\). Now

\[
d_{G-G_{j-1}}(U, V) \geq d_G(U, V) - \sum_{u \in U} d_{G_{j-1}}(u, V)
\]

\[
\geq 2db(\sqrt{m} + s + 1) - db(\sqrt{m} + s + 1) > b\sqrt{m} + b \geq |B| + |H_j|.
\]

So we can choose a suitable image for \(x\) outside of \(B\).

Suppose that we have completed the embedding of \(H_j\). We will now check that (5.1) holds with \(j\) replaced by \(j + 1\). Clearly (5.1) holds for every \(v \in V(G) \setminus B\). But
if \( v \in B \), then (5.1) holds for \( v \) as well because free vertices of \( H_j \) were embedded outside of \( B \) and, if \( v \) is the image of a root vertex of \( H_j \), then \( s(v,j) = s(v,j-1) + 1 \).

Finally observe that, by (5.1), \( \Delta(H) = \Delta(G_m) \leq b(\sqrt{m} + s(v,m) + 1) \leq 2b(\sqrt{m} + s) \).

The following lemma follows immediately from Lemma 5.1 but has conditions that will be slightly more convenient to check.

**Lemma 5.2.** Let \( n, k, d, b, \varepsilon \in \mathbb{N} \) and let \( \eta, \varepsilon > 0 \) with \( 1/n \ll \eta \ll 1/d, 1/b, 1/k \). Let \( G \) be a graph on \( n \) vertices, and let \( \mathcal{P} = \{V_1, \ldots, V_k\} \) be an equitable partition of \( V(G) \) such that, for each \( 1 \leq i \leq k \) and each \( S \subseteq V(G) \) with \( |S| \leq d \), \( d_G(S, V_i) \geq \varepsilon |V_i| \).

Let \( m \leq \eta n^2 \) and let \( H_1, \ldots, H_m \) be \( \mathcal{P} \)-labelled graphs such that

1. For each \( 1 \leq i \leq m \), \( |H_i| \leq b \);
2. The degeneracy of each \( H_i \) is at most \( d \);
3. For each \( v \in V(G) \), the number of indices \( 1 \leq i \leq m \) such that some vertex of \( H_i \) is labelled \( \{v\} \) is at most \( \eta m \).

Then there exist edge-disjoint embeddings \( \phi(H_1), \ldots, \phi(H_m) \) of \( H_1, \ldots, H_m \) compatible with their labellings such that the subgraph \( H := \bigcup_{i=1}^m \phi(H_i) \) of \( G \) satisfies \( \Delta(H) \leq \varepsilon n \).

6. **Deriving Theorem 1.2 from Theorem 1.3**

In this section we extend Theorem 1.3, which applies to regular graphs \( F \), to Theorem 1.2 which does not require the assumption of regularity. Our approach is to combine multiple copies of \( F \) into a regular graph \( R \) and then apply Theorem 1.3 to \( R \). We cannot do this immediately, as an \( F \)-divisible graph \( G \) need not in general also be \( R \)-divisible. We can however ensure that the extra divisibility conditions hold by removing a small number of copies of \( F \) from \( G \).

We first prove that we can combine multiple copies of \( F \) to obtain a regular graph whose degree and chromatic number are not too large.

**Lemma 6.1.** Let \( F \) be a graph. There is an \( F \)-decomposable \( r \)-regular graph \( R \) with \( r = 2e(F) \) and \( \chi(R) = \chi(F) \).

We now give the main idea of the proof. Throughout the proof of the lemma, we write \([a] := \{0, 1, \ldots, a - 1\}\), thought of as the set of residue classes modulo \( a \). Let \( k := \chi(F) \) and fix a \( k \)-colouring of \( F \). Let \( t \) be the size of the largest colour class.

By adding isolated vertices to \( F \) if necessary, we may assume that \( V(F) = [k] \times [t] \) with the \( k \) colour classes of \( F \) being \( \{i\} \times [t] \) for each \( i \in [k] \) (so there is no edge between \((x_1, y_1) \) and \((x_2, y_2) \) if \( x_1 = x_2 \)).

For any injective function \( \theta \) defined on the vertex set of a graph \( H \), let \( \theta(H) \) be the graph on the vertex set \( \theta(V(H)) \) for which \( \theta : V(H) \rightarrow \theta(V(H)) \) is an isomorphism. Thus for \( w \in [k] \times [t] \), \( F + w \) is the graph obtained from \( F \) by translating each vertex by \( w \) inside \([k] \times [t]\). (To be precise, \( F + w := \theta_w(F) \), where \( \theta_w : (a, b) \mapsto (a + i, b + j) \) with \( w = (i, j) \).) Note that \( F + w \) is still \( k \)-partite with the \( k \) colour classes being \( \{i\} \times [t] \) for each \( i \in [k] \). Since each vertex of \( F \) is assigned to each possible position in \([k] \times [t] = V(F) \) exactly once under these translations, for each \( x \in V(F) \) we have that \( \sum_{w \in [k] \times [t]} d_{F+w}(x) = 2e(F) \). We would like to take \( R \) to be \( \bigcup_{w \in [k] \times [t]} F + w \). However, that might produce multiple edges, so we will actually take more copies of \( F \) spread across a larger vertex set. In this way, we can achieve a similar result without producing multiple edges.
More precisely, the vertex set of $R$ will be $V := [k] \times [t] \times [k^2t]$. (The length
of the third dimension is chosen so that the multiplication maps $x \mapsto ax$ from $[kt]$ to
$[k^2t]$ are injective for $a \in [k] \setminus \{0\}$.) We will embed copies of $F$ in $k^2t$ sets of disjoints
$[k] \times [t]$ 'slices' of $V$. Intuitively, these sets of slices will be taken at different angles
to ensure that we do not create multiple edges.

**Proof of Lemma 6.1.** Let $k := \chi(F)$ and fix a $k$-colouring of $F$. Let $t$ be the size
of the largest colour class. By adding isolated vertices to $F$ if necessary, we may
assume that $V(F) = [k] \times [t]$ with the $k$ colour classes of $F$ being $\{i\} \times [t]$ for each
$i \in [k]$. Let $V := [k] \times [t] \times [k^2t]$.

For $\ell \in [k^2t]$ and $s \in [kt]$, let $\phi_{\ell,s} : [k] \times [t] \rightarrow V$ be defined by $\phi_{\ell,s}(x,y) := (x,y,\ell + xs)$. Define the slice $\Phi_{\ell,s}$ to be $\{\phi_{\ell,s}(x,y) : (x,y) \in [k] \times [t]\}$. Note that,
for fixed $s$, the set $\{\Phi_{0,s}, \ldots, \Phi_{k^2t-1,s}\}$ of slices forms a partition of $V$.

For $w \in [k] \times [t]$, observe that $\phi_{\ell,s}(F + w)$ is $k$-partite with $k$-colourings induced
by projections onto the first coordinate of $V$. Indeed, recall that $F + w$ has colour
classes $\{0\} \times [t], \{1\} \times [t], \ldots, \{k-1\} \times [t]$ and $\phi_{\ell,s}$ preserves first coordinates. So $\phi_{\ell,s}(F + w)$ has no edges between vertices which agree in the first coordinate.

We will show that, given two points $v_1 = (x_1,y_1,z_1)$ and $v_2 = (x_2,y_2,z_2)$ with
$x_1 \neq x_2$, there is at most one pair $(\ell,s)$ such that $v_1$ and $v_2$ are contained in
$\Phi_{\ell,s}$. Indeed, suppose that $v_1$ and $v_2$ are contained in both $\Phi_{\ell,s}$ and $\Phi_{\ell',s'}$. Then $z_1 = \ell + x_1s = \ell + x_1s'$ and $z_2 = \ell + x_2s = \ell + x_2s'$, so $z_2 - z_1 = (x_2-x_1)s = (x_2-x_1)s'$. It follows that $s = s'$ since the map $u \mapsto (x_1 - x_2)u$ from $[kt]$ to $[k^2t]$ is injective, hence also that $\ell = z_1 - x_1s = z_1 - x_1s' = \ell'$. Recall that $\phi_{\ell,s}(F + w)$ never has an
edge between two vertices which agree in the first coordinate. So for any $w,w'$, we have that $\phi_{\ell,s}(F + w)$ and $\phi_{\ell,s}(F + w')$ are edge-disjoint whenever $(\ell,s) \neq (\ell',s')$.

Now fix an enumeration $w_0, \ldots, w_{kt-1}$ of $[k] \times [t]$. Define $R := \bigcup_{\ell \in [k^2t], s \in [kt]} \phi_{\ell,s}(F + w_s)$ with vertex set $V$. Clearly, $R$ has an $F$-decomposition, is $k$-partite (with colour
classes $\{i\} \times [t] \times [k^2t]$ for $i \in [k]$), and has no multiple edges. Since $\Phi_{0,s}, \ldots, \Phi_{k^2t-1,s}$
partition $V$ for each $s \in [kt]$, for any vertex $v = (x,y,z) \in V$ and any $s \in [kt]$ there
is precisely one $\ell \in [k^2t]$ such that $v$ is a vertex of $\phi_{\ell,s}(F + w_s)$. Thus

$$d_R(v) = \sum_{s \in [kt]} d_{F + w_s}((x,y)) = \sum_{u \in V(F)} d_F(u) = 2e(F).$$

Hence $R$ is $2e(F)$-regular. \hfill $\square$

We next show that, given a graph $F$, we can turn an $F$-divisible graph into an $R$-divisible graph by removing a small number of copies of $F$.

**Lemma 6.2.** Let $F$ be a graph and let $R$ be an $F$-decomposable $r$-regular graph
with $r = 2e(F)$. Let $\varepsilon > 0$. Then there exists an $n_0 = n_0(\varepsilon,F,R)$ such that,
for $n \geq n_0$, the following holds. Let $G$ be an $F$-divisible graph on $n$ vertices with
$\delta(G) \geq (1 - 1/r + 2\varepsilon)n$. Then there is an $F$-decomposable subgraph $H$ of $G$ such
that $\Delta(H) \leq \varepsilon n$ and $G - H$ is $R$-divisible.

**Proof.** Choose $0 \leq t < e(R)/e(F)$ such that $e(G) \equiv te(F) \mod e(R)$. Let $F_1, F_2, \ldots, F_t$ be $t$ vertex-disjoint copies of $F$ in $G$, and let $G_0 := G - F_1 - \cdots - F_t$. Then $G_0$
remains $F$-divisible and $e(G_0)$ is divisible by $e(R)$. Note that $\delta(G_0) \geq (1 - 1/r + \varepsilon)n$.

Consider an $F$-decomposition $F$ of $R$ and fix an $F' \in F$. Let $D \subseteq \mathbb{N}$ be the set
of vertex degrees of $F$. For each $d \in D$, let $v_d$ be a vertex of $F'$ with $d_{F'}(v_d) = d$,
and let $S_d$ be the star consisting of $v_d$ together with the incident edges of $F'$. Let
$R_d$ be the graph obtained from $R - S_d$ by adding a new vertex $v'_d$ attached to the
For each $R$ assume that these copies are vertex disjoint. Let the copy of $v$ be divisible by $gcd(F)$, so there exists a multiset $T_i$, with $d \in D$ for all $d \in T_i$ such that $\sum_{d \in T_i} d \equiv a_i \mod r$. Moreover, since there exist only $r$ possible values for $a_i$, we may assume that there exists a $c = c(F)$ such that $|T_i| \leq c$ for all $i$.

Let $P_0 := \{V(G)\}$ be the trivial partition of $V(G)$. For each $1 \leq i \leq n - 1$ and each $d \in T_i$, choose a $P_0$-labelled copy of $R_d$ such that the copy of $v_d'$ is labelled $\{u_i\}$, the copy of $u_d$ is labelled $\{u_{i+1}\}$ and all other vertices are labelled $V(G)$ (we may assume that these copies are vertex disjoint). Let $R_i$ be the set of copies of $R_d$ (one for each $d \in T_i$). Let $R := \bigcup_{i=1}^{n-1} R_i$. So $|R_i| = |T_i| \leq c$ for all $i$ and $|R| \leq c(n - 1)$.

Fix an enumeration $u_1, \ldots, u_n$ of $V(G)$ and, for each $1 \leq i \leq n - 1$, choose $0 \leq a_i < r$ such that $\sum_{j=1}^{n} d_{G_0}(u_j) \equiv a_i \mod r$. Since both $R$ and $G_0$ are $F$-divisible, each $a_i$ is divisible by $gcd(F)$, so there exists a multiset $T_i$, with $d \in D$ for all $d \in T_i$ such that $\sum_{d \in T_i} d \equiv a_i \mod r$. Moreover, since there exist only $r$ possible values for $a_i$, we may assume that there exists a $c = c(F)$ such that $|T_i| \leq c$ for all $i$.

Let $P_0 := \{V(G)\}$ be the trivial partition of $V(G)$. For each $1 \leq i \leq n - 1$ and each $d \in T_i$, choose a $P_0$-labelled copy of $R_d$ such that the copy of $v_d'$ is labelled $\{u_i\}$, the copy of $u_d$ is labelled $\{u_{i+1}\}$ and all other vertices are labelled $V(G)$ (we may assume that these copies are vertex disjoint). Let $R_i$ be the set of copies of $R_d$ (one for each $d \in T_i$). Let $R := \bigcup_{i=1}^{n-1} R_i$. So $|R_i| = |T_i| \leq c$ for all $i$ and $|R| \leq c(n - 1)$.

For each $i$, the number of indices such that some vertex of $R_d$ in $R$ is labelled $\{u_i\}$ is at most $|T_i| + |T_{i-1}| \leq 2c$. (Here $|T_0| = |T_n| = 0$.) Recall that each copy of $R_d$ has degeneracy at most $r$ since $\Delta(R_d) = r$. Pick $\eta$ such that $1/n < \eta < 1/r, 1/f$ and apply Lemma 5.2 with $G_0$, $1$, $[R] + 1$, $r$, $\varepsilon/2$, $P_0$, $R$ playing the roles of $G$, $k$, $b$, $d$, $\varepsilon$, $P$, $\{H_1, \ldots, H_m\}$. We obtain edge-disjoint embeddings $\phi(R_d)$ for all $R_d \in R$ into $G_0$, which are compatible with their labelling and such that $\Delta(\bigcup_{R_d \in R} \phi(R_d)) \leq \varepsilon n/2$.

Let $H_0 := \bigcup_{R_d \in R} \phi(R_d)$; so $\Delta(H_0) \leq \varepsilon n/2$.

Let $G_1 := G_0 - H_0$. Note that, for each $1 \leq i \leq n - 1$ and each $R_d \in R_i$, we have $d_{\phi(R_d)}(u_i) \equiv d \mod r$, $d_{\phi(R_d)}(u_{i+1}) \equiv -d \mod r$, and $d_{\phi(R_d)}(u_j) \equiv 0 \mod r$ for each $j \notin \{i, i + 1\}$. Recall that $\sum_{d \in T_i} d \equiv a_i \equiv \sum_{j=1}^{n} d_{G_0}(u_j) \mod r$ for each $1 \leq i \leq n - 1$. We have that

$$d_{H_0}(u_i) = \sum_{R_d \in R_i} d_{\phi(R_d)}(u_i) \equiv \sum_{R_d \in R_i} d_{\phi(R_d)}(u_{i+1}) \mod r,$$

so $r$ divides $d_{G_1}(u_i)$. Similarly, for $2 \leq i \leq n - 1$ we have that

$$d_{H_0}(u_i) = \sum_{j=1}^{n-1} \sum_{R_d \in R_j} d_{\phi(R_d)}(u_i) \equiv \sum_{R_d \in R_{i-1}} d_{\phi(R_d)}(u_i) + \sum_{R_d \in R_i} d_{\phi(R_d)}(u_i) \mod r,$$

$$d_{H_0}(u_i) \equiv -d \sum_{d \in T_{i-1}} d + \sum_{d' \in T_i} d' \equiv -a_{i-1} + a_i \equiv d_{G_0}(u_i) \mod r,$$

so $r$ divides $d_{G_1}(u_i)$. Recall that $e(R)$ divides $e(G_0)$ and $r = 2e(F)$, so $r$ divides $2e(G_0)$. Finally, for $i = n$ we have that

$$d_{H_0}(u_n) \equiv \sum_{R_d \in R_{n-1}} d_{\phi(R_d)}(u_n) \equiv -\sum_{d \in T_{n-1}} d \equiv -\sum_{j=1}^{n-1} d_{G_0}(u_j) \mod r,$$

so $d_{G_1}(u_n) \equiv \sum_{j=1}^{n} d_{G_0}(u_j) \equiv 2e(G_0) \equiv 0 \mod r$. Hence $G_1$ is $r$-divisible. Since $G_1$ was obtained from $G_0$ by deleting graphs with $e(R)$ edges, $e(G_1)$ is divisible by $e(R)$, so $G_1$ is $R$-divisible. Take $H := H_0 \cup F_1 \cup \cdots \cup F_t$ and observe that $\Delta(H) \leq \varepsilon n/2 + tr \leq \varepsilon n$. \hfill \Box

We now prove the following theorem, which together with Theorems 4.6 and 4.7 implies Theorem 1.2.
Theorem 6.3. Let $F$ be a graph. Then for each $\varepsilon > 0$, there exists an $n_0 = n_0(\varepsilon, F)$ and an $\eta = \eta(\varepsilon, F)$ such that every $F$-divisible graph $G$ on $n \geq n_0$ vertices with $\delta(G) \geq (\delta + \varepsilon)n$, where $\delta := \max\{\delta^{R}_{X,F}, 1 - 1/6e(F)\}$, has an $F$-decomposition.

Proof. Choose $n_0 \in \mathbb{N}$ and $\eta > 0$ such that $1/n_0 \ll \eta \ll \varepsilon, 1/|F|$. Let $n \geq n_0$ and let $G$ be an $F$-divisible graph on $n$ vertices with $\delta(G) \geq (\delta + \varepsilon)n$. By Lemma 6.1 there is an $F$-decomposable $r$-regular graph $R$ with $r = 2e(F)$ and $\chi(R) = \chi(F)$. By Lemma 6.2 there is an $F$-decomposable subgraph $H$ of $G$ such that $\Delta(H) \leq \varepsilon n/2$ and $G' := G - H$ is $R$-divisible.

Corollary 4.5 implies that $\delta^R_R \leq \delta^*_R$. Thus $\delta(G') \geq \delta(G) - \Delta(H) \geq (\delta^R_R + \varepsilon/2)n$. Moreover, $1/6e(F) = 1/3r$. So Theorem 4.3 implies that $G'$ has an $R$-decomposition, hence also an $F$-decomposition. □

7. Random subgraphs and partitions

Let $m, n, N \in \mathbb{N}$ with max$\{m, n\} < N$. Recall that the hypergeometric distribution with parameters $N,n$ and $m$ is the distribution of the random variable $X$ defined as follows. Let $S$ be a random subset of $\{1, 2, \ldots, N\}$ of size $n$ and let $X := |S \cap \{1, 2, \ldots, m\}|$. We use the following simple form of Hoeffding’s inequality, which we shall apply to both binomial and hypergeometric random variables.

Lemma 7.1 (see [17, Remark 2.5 and Theorem 2.10]). Let $X \sim B(n, p)$ or let $X$ have a hypergeometric distribution with parameters $N,n,m$. Then

$$\mathbb{P}(|X - \mathbb{E}(X)| \geq t) \leq 2e^{-2t^2/n}.$$ 

The following lemma is a simple consequence of Lemma 7.1.

Lemma 7.2. Let $k, s \in \mathbb{N}$ and let $0 < \gamma, \rho < 1$. There is an $n_0 = n_0(k,s,\gamma)$ such that the following holds. Let $G$ be a graph on $n \geq n_0$ vertices and let $V_1, \ldots, V_k$ be an equitable partition of its vertex set. Let $H$ be a graph on $V(G)$. Then there is a subgraph $R$ of $G$ such that, for each $1 \leq i \leq k$ and each $S \subseteq V(G)$ with $|S| \leq s$,

$$d_R(S, V_i) = \rho^{|S|}d_G(S, V_i) \pm \gamma|V_i|$$

and for each $x, y \in V(G)$,

$$d_H(y, N_R(x, V_i)) = \rho d_H(y, N_G(x, V_i)) \pm \gamma n.$$ 

Proof. Let $R$ be a random subgraph of $G$ in which each edge is retained with probability $\rho$, independently from all other edges. By Lemma 7.3, for each $1 \leq i \leq k$ and each $S \subseteq V(G)$ with $|S| \leq s$,

$$\mathbb{P}(|d_R(S, V_i) - \rho^{|S|}d_G(S, V_i)| \geq \gamma|V_i|) \leq 2e^{-2(\gamma|V_i|)^2/|V_i|} \leq 2e^{-2\gamma^2|V_i|/n}.$$ 

Similarly, for each $x, y \in V(G)$,

$$\mathbb{P}(|d_H(y, N_R(x, V_i)) - \rho d_H(y, N_G(x, V_i))| \geq \gamma n) \leq 2e^{-2\gamma^2n}.$$ 

Since there are only at most $k(n + 1)^s + kn^2$ conditions to check and each fails with probability exponentially small in $n$, some choice of $R$ has the required properties if $n$ is sufficiently large. □

Let $G$ be a graph. For $k \in \mathbb{N}$ and $\delta > 0$, a $(k, \delta)$-partition for $G$ is an equitable partition $\mathcal{P} = \{V_1, \ldots, V_k\}$ of $V(G)$ such that, for each $1 \leq i \leq k$ and each $v \in V(G)$,

$$d_G(v, V_i) \geq \delta|V_i|.$$ 

We will often use the fact that if $\mathcal{P}$ is a $(k, \delta + \varepsilon)$-partition for
G and H is a subgraph of G with \( \Delta(H) \leq \varepsilon n/2k \), then \( \mathcal{P} \) is a \((k, \delta)\)-partition for \( G - H \).

**Proposition 7.3.** Let \( k \in \mathbb{N} \), and let \( 0 < \delta < 1 \). Then there exists an \( n_0 = n_0(k) \) such that any graph \( G \) on \( n \geq n_0 \) vertices with \( \delta(G) \geq \delta n \) has a \((k, \delta - 2n^{-1/3})\)-partition.

**Proof.** Consider a random equitable partition of \( V(G) \) into \( V_1, \ldots, V_k \) with \( |V_1| \leq |V_2| \leq \cdots \leq |V_k| \). Consider any \( 1 \leq i \leq k \) and any \( v \in V(G) \). Note that \( d(v, V_i) = |V_i \cap N(v)| \) has a hypergeometric distribution with parameters \( n, |V_i| \) and \( d(v) \). Thus, for each \( 1 \leq i \leq k \) and for each \( v \in V(G) \), by Lemma 7.1 we have that

\[
\mathbb{P}(d(v, V_i) \leq \delta |V_i| - n^{2/3}/k) \leq 2e^{-2n^{1/3}/k}.
\]

So for \( n \) sufficiently large we can choose an equitable partition \( V_1, \ldots, V_k \) such that, for each \( i \leq k \) and \( v \in V(G) \),

\[
d(v, V_i) \geq \delta |V_i| - n^{2/3}/k \geq (\delta - 2n^{-1/3})|V_i|,
\]

as required. \( \square \)

Let \( \mathcal{P}_1 \) be a partition of \( V(G) \) and for each \( 1 \leq i \leq \ell \), let \( \mathcal{P}_i \) be a refinement of \( \mathcal{P}_{i-1} \). We call \( \mathcal{P}_1, \ldots, \mathcal{P}_\ell \) a \((k, \delta, m)\)-partition sequence for \( G \) if

(i) \( \mathcal{P}_1 \) is a \((k, \delta)\)-partition for \( G \);

(ii) for each \( 2 \leq i \leq \ell \) and each \( V \in \mathcal{P}_{i-1} \), \( \mathcal{P}_i[V] \) is a \((k, \delta)\)-partition for \( G[V] \);

(iii) for each \( V \in \mathcal{P}_\ell \), \( |V| = m \) or \( m - 1 \).

Note that (i) and (ii) imply that each \( \mathcal{P}_i \) is an equitable partition of \( V(G) \).

**Lemma 7.4.** Let \( k \in \mathbb{N} \) with \( k \geq 2 \), and let \( \delta, \varepsilon > 0 \). There exists an \( m_0 = m_0(k, \varepsilon) \) such that for all \( m' \geq m_0 \), any graph \( G \) on \( n \geq m' \) vertices with \( \delta(G) \geq \delta n \) has a \((k, \delta, \varepsilon, m)\)-partition sequence for some \( m' \leq m \leq km' \).

**Proof.** Take \( m_0 \geq \max\{n_0(k), 1000/\varepsilon^3\} \), where \( n_0 \) is the function from Proposition 7.3 and let \( m' \geq m_0 \). Let \( \ell := \lfloor \log_k (n/m') \rfloor \). Define \( \mathcal{P}_0, \ldots, \mathcal{P}_\ell \) as follows. Let \( \mathcal{P}_0 := \{V(G)\} \). For \( j \in \mathbb{N} \), let \( a_j := n^{-1/3} + (n/k)^{-1/3} + \cdots + (n/k^{j-1})^{-1/3} \). Suppose that for some \( 1 \leq i \leq \ell \) we have already chosen \( \mathcal{P}_0, \ldots, \mathcal{P}_{i-1} \) such that, for each \( 1 \leq j \leq i - 1 \) and each \( V \in \mathcal{P}_{j-1} \), \( \mathcal{P}_j[V] \) is a \((k, \delta - 2a_j)\)-partition for \( G[V] \). Since \( |V| + 1 \geq n/k^{i-1} \geq n/k^{\ell-1} \geq m_0 \), for each \( V \in \mathcal{P}_{i-1} \) we can choose by Proposition 7.3 a \((k, \delta - 2a_i)\)-partition for \( G[V] \). Observing that

\[
a_\ell \leq \frac{(n/k^{\ell})^{-1/3}}{k^{1/3} - 1} \leq \frac{(m')^{-1/3}}{2^{1/3} - 1} \leq \frac{m_0^{-1/3}}{2^{1/3} - 1} \leq \frac{\varepsilon}{2}
\]

completes the proof with \( m = \lceil n/k^{\ell} \rceil \). \( \square \)

8. Absorbers

Let \( F \) be an \( r \)-regular graph. Suppose that \( G \) is an \( F \)-divisible graph on \( n \) vertices with large minimum degree. Let \( \mathcal{P}_1, \ldots, \mathcal{P}_\ell \) be a \((k, \delta, m)\)-partition sequence for \( G \) given by Lemma 7.4. In our proof of Theorem 1.3 we will choose the partition so that \( m \) is bounded (i.e. each \( V \in \mathcal{P}_\ell \) has bounded size). In Section 10 we will show that \( G \) can be decomposed into many copies of \( F \) and a leftover graph \( H^* \) such that \( e(H^*[\mathcal{P}_\ell]) = 0 \). Our aim in this section is to prove the following lemma. It guarantees the existence of an ‘absorber’ \( A^* \) in a dense graph \( G \), which can absorb this leftover
Lemma 8.1. Suppose that \( n, m, r, f \in \mathbb{N} \) and \( \varepsilon > 0 \) with \( 1/n \ll 1/m \ll 1/r, 1/f, \varepsilon \). Let \( \delta := 1 - 1/3r + \varepsilon \), and let \( q := \lfloor n/m \rfloor \). Suppose that \( F \) is an \( r \)-regular graph on \( f \) vertices and \( G \) is a graph on \( n \) vertices. Let \( \mathcal{P} = \{V_1, \ldots, V_q\} \) be an equitable partition of \( V(G) \) such that, for each \( 1 \leq i \leq q \), \( |V_i| = m \) or \( m - 1 \). Suppose that \( \delta(G[\mathcal{P}]) \geq \delta n \) and \( \delta(G[V_i]) \geq \delta|V_i| \) for each \( 1 \leq i \leq q \). Then \( G \) contains an \( F \)-divisible subgraph \( A^* \) such that

(i) \( \Delta(A^*[\mathcal{P}]) \leq e^2n \) and \( \Delta(A^*[V_i]) \leq r \) for each \( 1 \leq i \leq q \), and

(ii) if \( H^* \) is an \( F \)-divisible graph on \( V(G) \) that is edge-disjoint from \( A^* \) and has \( e(H^*[\mathcal{P}]) = 0 \), then \( A^* \cup H^* \) has an \( F \)-decomposition.

Note that Lemma 8.1 implies that \( A^* \) itself has an \( F \)-decomposition (by taking \( H^* \) to be the empty graph). The crucial building blocks for the graph \( A^* \) in Lemma 8.1 are \( F \)-absorbers. An \( F \)-absorber for a graph \( H \) is a graph \( A \) such that

- \( A \) and \( H \cup A \) each have \( F \)-decompositions;
- \( A[V(H)] \) is empty.

Here, we sketch the proof of Lemma 8.1. The graph \( A^* \) given by Lemma 8.1 will consist of an edge-disjoint union of a set \( \mathcal{A} \) of \( F \)-absorbers and a set \( \mathcal{M} \) of ‘edge-movers’. These graphs have low degeneracy and will be found using Lemma 5.2. The edge-movers will ensure that each \( H^*[V_i] \) can be assumed to be \( F \)-divisible. Then for each \( 1 \leq i \leq q \), \( A \) will contain an \( F \)-absorber \( A_i \) for \( H^*[V_i] \).

In the next subsection we explicitly construct an \( F \)-absorber for a given \( F \)-divisible graph \( H \) (where we may think of \( H \) as one of the possibilities for \( H^*[V_i] \)). We will construct this \( F \)-absorber \( A \) in a series of steps: \( A \) will consist of two ‘transformers’ \( T_1 \) and \( T_2 \), where \( T_1 \) will transform \( H \) into a specific graph \( L_h \) with \( h := e(H) \) and \( T_2 \) will transform \( L_h \) into \( p \) vertex-disjoint copies of \( F \), where \( p := e(H)/e(F) \). This latter graph is trivially \( F \)-decomposable. Notice that if an \( F \)-absorber for \( H \) exists, then \( H \) is \( F \)-divisible. Therefore, for the rest of this section, all graphs \( H \) are assumed to be \( F \)-divisible.

8.1. An \( F \)-absorber for a given graph \( H \). Given an \( r \)-regular graph \( F \) and two vertex-disjoint graphs \( H \) and \( H' \), an \((H, H')_F\)-transformer is a graph \( T \) such that

- \( T \cup H \) and \( T \cup H' \) each have \( F \)-decompositions;
- \( V(H \cup H') \subseteq V(T) \) and \( T[V(H \cup H')] \) is empty.

Thus if \( \emptyset \) is an empty graph, then an \((H, \emptyset)_F\)-transformer is an \( F \)-absorber for \( H \). Write \( H \sim_F H' \) if there exists an \((H, H')_F\)-transformer. The relation \( \sim_F \) is clearly symmetric. We now show that it is transitive on collections of vertex-disjoint graphs.

Proposition 8.2. Let \( r \in \mathbb{N} \) and let \( F \) be an \( r \)-regular graph. Suppose that \( H \) and \( H'' \) are vertex-disjoint graphs. Let \( T_1 \) be an \((H, H')_F\)-transformer, and let \( T_2 \) be an \((H', H'')_F\)-transformer such that \( V(T_1) \cap V(T_2) = V(H') \). Then \( T := T_1 \cup H' \cup T_2 \) is an \((H, H'')_F\)-transformer.

Proof. Observe that \( T \cup H = (T_1 \cup H) \cup (T_2 \cup H') \) and \( T \cup H'' = (T_1 \cup H') \cup (T_2 \cup H'') \) each have \( F \)-decompositions. 

We will show that in fact \( H \sim_F H' \) for all vertex-disjoint \( F \)-divisible graphs \( H \) and \( H' \). Since the empty graph is \( F \)-divisible, this in turn implies that every such
Proof. Let \( H_0 = H \) and \( H_s = H' \);

(i) \( (N_H(x_i) \cup \{x_i\}) \cap (N_H(y_i) \cup \{y_i\}) = \emptyset \) for all \( i \);

(ii) for each \( 0 \leq i < s \), \( H_{i+1} \) is obtained from \( H_i \) by identifying the vertices \( x_i \) and \( y_i \).

Condition (ii) ensures that the identifications do not produce multiple edges. Note that if \( H' \) can be obtained from \( H \) by identifying vertices, then there exists a graph homomorphism \( \phi : H \to H' \) from \( H \) to \( H' \) that is edge-bijective. Recall that a graph \( H \) is \( r \)-divisible if \( r \) divides \( d(v) \) for all \( v \in V(H) \).

Fact 8.3. Let \( r \in \mathbb{N} \) and let \( H \) be an \( r \)-regular graph. Then there is an \( r \)-regular graph \( H_0 \) such that \( H \) can be obtained from \( H_0 \) by identifying vertices.

Proof. Split each vertex of degree \( sr \) in \( H \) into \( s \) new vertices each of degree \( r \).

Fact 8.3 and the next lemma together imply that, for every \( F \)-divisible graph \( H' \), there is some \( r \)-regular graph \( H \) such that \( H \sim_F H' \). Recall that the degeneracy of a graph \( H' \) rooted at \( U \subseteq V(H') \) was defined in Section 5.

Lemma 8.4. Let \( r, f \in \mathbb{N} \) and let \( F \) be an \( r \)-regular graph on \( f \) vertices. Let \( H \) be an \( r \)-regular graph. Let \( H' \) be a copy of a graph obtained from \( H \) by identifying vertices. Suppose that \( H \) and \( H' \) are vertex-disjoint. Then \( H \sim_F H' \). Moreover, there exists an \((H, H')_F\)-transformer \( T \) such that the degeneracy of \( T \) rooted at \( V(H \cup H') \) is at most \( 3r \) and \(|T| \leq fr|H| + |H'| + fe(H)\).

Proof. Let \( uv \) be an edge of \( F \) and let \( u, v, z_1, \ldots, z_{f-2} \) be the vertices of \( F \). Let \( N_F(u) = \{v, z_1, \ldots, z_r-1\} \) and \( N_F(v) = \{u, z_1, \ldots, z_r-1\} \). (The indices \( a_i \) and \( b_i \) will be fixed throughout the rest of the proof.)

Let \( \phi : H \to H' \) be a graph homomorphism from \( H \) to \( H' \) that is edge-bijective. Orient the edges of \( H \) arbitrarily. Then \( \phi \) induces an orientation of \( H' \). Throughout the rest of the proof, we view \( H \) and \( H' \) as oriented graphs and we write \( xy \) for the oriented edge from \( x \) to \( y \).

For each \( e \in E(H) \), let \( Z_e := \{z_1^{(e)}, \ldots, z_{f-2}^{(e)}\} \) be a set of \( f-2 \) vertices such that \( V(H), V(H'), Z_e \) and \( Z_e' \) are disjoint for all distinct \( e, e' \in E(H) \). Define a graph \( T_1 \) as follows:

(i) \( V(T_1) := V(H) \cup V(H') \cup \bigcup_{e \in E(H)} Z_e \);

(ii) \( E_1 := \{xz_a^{(xy)}, yz_b^{(xy)} : 1 \leq i \leq r-1 \text{ and } xy \in E(H)\} \);

(iii) \( E_2 := \{z_i^{(xy)}z_j^{(xy)} : z_i, z_j \in E(F) \text{ and } xy \in E(H)\} \);

(iv) \( E_3 := \{\phi(x)z_a^{(xy)}, \phi(y)z_b^{(xy)} : 1 \leq i \leq r-1 \text{ and } xy \in E(H)\} \);

(v) \( E(T_1) := E_1 \cup E_2 \cup E_3 \).

Note that \( T_1[V(H \cup H')] \) is empty. Note also that \( H \cup E_1 \cup E_2 \) can be decomposed into \( e(H) \) copies of \( F \), where each copy of \( F \) has vertex set \( \{x, y\} \cup Z^{(xy)} \) for some edge \( xy \in E(H) \). Similarly, \( H' \cup E_2 \cup E_3 \) can be decomposed into \( e(H) \) copies of \( F \). In summary,

\[ H \cup E_1 \cup E_2 \text{ and } H' \cup E_2 \cup E_3 \text{ each have } F \text{-decompositions.} \quad (8.1) \]
Note that every vertex \( z \in V(T_1) \setminus V(H \cup H') \) satisfies
\[
d_{T_1}(z) \leq \max\{r, 1 + (r - 1) + 1, 2 + (r - 2) + 2\} = r + 2. \tag{8.2}
\]

We will now construct an additional graph \( T_2 \) such that both \( T_2 \cup E_1 \) and \( T_2 \cup E_3 \) have an \( F \)-decomposition. It will then follow that \( T_1 \cup T_2 \) is an \((H, H')_F\)-transformer. Note that \( E_1 \) is the edge-disjoint union of \(|H|\) stars \( K_{1,r(r-1)} \) with centres in \( V(H) \).

We will obtain \( T_2 \) by viewing each star \( K_{1,r(r-1)} \) as the union of \( r - 1 \) smaller stars \( K_{1,r} \), whose leaves form independent sets in \( T_1 \), and extending each of the smaller stars to a copy of \( F \).

For each \( x \in V(H) \), each neighbour \( y \) of \( x \) in \( H \) and each \( 1 \leq j \leq r - 1 \), let \( u_{xy}^{(j)} := z_{a_{xy}}^{(j)} \) if the edge between \( x \) and \( y \) in \( H \) is directed toward \( y \); otherwise let \( u_{xy}^{(j)} := z_{b_{xy}}^{(j)} \). For each \( x \in V(H) \) and each \( 1 \leq j \leq r - 1 \), let \( N^x := \{ u_{xy}^{(j)} : y \in N_H(x) \} \). The \( N^x \) partition \( N_T(x) \) and each \( N^x \) forms an independent set in \( T_1 \).

For each \( x \in V(H) \) and each \( 1 \leq j \leq r - 1 \), let \( W^x_j \) be a set of \( f - (r + 1) \) new vertices, disjoint from both \( V(T_1) \) and the other \( W^x_j \). Fix a vertex \( x_0 \in V(F) \). Define a graph \( T^x_j \) on vertex set \( V(T^x_j) := N^x \cup W^x_j \) such that \( T^x_j \) is isomorphic to \( F \setminus x_0 \) and the image of \( N_F(x_0) \) is precisely \( N^x \). Then the \( T^x_j \) are edge-disjoint and, for each \( x \in V(H) \) and each \( 1 \leq j \leq r - 1 \), both \( T_1 \{ \{ x \} \cup N^x \} \cup T^x_j \) and \( T_1 \{ \{ \phi(x) \} \cup N^x \} \cup T^{x'}_j \) are copies of \( F \). Let \( T_2 := \bigcup_{x \in V(H)} \bigcup_{j=1}^{r-1} T^x_j \) and let \( T := T_1 \cup T_2 \). See Figure 1 for an example with \( F = C_6 \).

We now claim that \( T \) is an \((H, H')_F\)-transformer. Note that \( T_2 \) is edge-disjoint from \( T_1 \). Since \( T_2 [V(H \cup H')] = \emptyset \), \( T[V(H \cup H')] = \emptyset \). Note that \( T_2 \cup E_1 \) has an \( F \)-decomposition into \((r-1)|H|\) copies of \( F \), where each copy of \( F \) has vertex set \( \{ x \} \cup V(T^x_j) \) for some \( x \in V(H) \) and some \( 1 \leq j \leq r - 1 \). Together with \( 8.1 \), this implies that \( T \cup H' = (T_2 \cup E_1) \cup (E_2 \cup E_3 \cup H') \) has an \( F \)-decomposition. Similarly \( T_2 \cup E_3 \) has an \( F \)-decomposition into \((r-1)|H|\) copies of \( F \), where each \( F \) has vertex set \( \{ \phi(x) \} \cup V(T^{x'}_j) \) for some \( x \in V(H) \) and some \( 1 \leq j \leq r - 1 \). So \( T \cup H = (T_2 \cup E_3) \cup (H \cup E_1 \cup E_2) \) also has an \( F \)-decomposition. Hence \( T \) is indeed an \((H, H')_F\)-transformer.

Note that each vertex in \( W^x_j \) has degree \( r \) in \( T \). By \( 8.2 \), each vertex \( z \in V(T_1) \setminus V(H \cup H') \) has degree at most \( r+2+2(r-1) = 3r \) in \( T \). Therefore, \( T \) has degeneracy at most \( 3r \) rooted at \( V(H \cup H') \) and \( |T| = |H| + |H'| + (f-2)e(H) + (f-r-1)(r-1)|H| \leq fr|H| + |H'| + fe(H) \).

We remark that if the girth of \( F \) is large, then the degeneracy of the \((H, H')_F\)-transformer constructed in the proof of Lemma 8.4 rooted at \( V(H \cup H') \), is in fact smaller than \( 3r \). We will use this fact, captured by the following lemma, in Section 12.

**Lemma 8.5.** Let \( r, f \in \mathbb{N} \) and let \( F \) be an \( f \)-regular graph on \( f \) vertices. Suppose that \( F \) contains a vertex which is not contained in any triangle in \( F \). Let \( H \) be an \( r \)-regular graph. Let \( H' \) be a copy of a graph obtained from \( H \) by identifying vertices. Suppose that \( H \) and \( H' \) are vertex-disjoint. Then \( H \sim_F H' \). Moreover, there exists an \((H, H')_F\)-transformer \( T \) such that

(i) the degeneracy of \( T \) rooted at \( V(H \cup H') \) is at most \( r + 1 \);  
(ii) if \( F \) contains an edge \( uv \) that is not contained in any triangle or cycle of length 4 in \( F \), then the degeneracy of \( T \) rooted at \( V(H \cup H') \) is at most \( r \).
Figure 1. An \((H, H')_C^6\)-transformer, where \(H\) and \(H'\) are vertex-disjoint copies of \(C_8\).

Proof. Let \(x_0\) be a vertex of \(F\) which is not contained in any triangle in \(F\). So \(N_F(x_0)\) is an independent set in \(F\). Also, \(F\) must contain an edge \(uv\) which is not contained in a triangle (since \(r \geq 1\), we can take any edge incident to \(x_0\)). So \(N_F(u)\) and \(N_F(v)\) are disjoint. Moreover, if \(uv\) is not contained in any cycle of length 4, then \(N_F(u) \setminus \{v\}\) and \(N_F(v) \setminus \{u\}\) are disjoint sets of vertices with no edges between them.

Let \(u, v, z_1, \ldots, z_{r-2}\) be the vertices of \(F\). Let \(N_F(u) = \{v, z_{a_1}, \ldots, z_{a_{r-1}}\}\) and \(N_F(v) = \{u, z_{b_1}, \ldots, z_{b_{r-1}}\}\). Let \(T\) be the \((H, H')_F\)-transformer as defined in the proof of Lemma 8.4 (with \(x_0\) playing the role of \(x_0\) in the proof of Lemma 8.4). To see that the degeneracy of \(T\) rooted at \(V(H \cup H')\) is as desired, consider the vertices in \(H, H', T_1 \setminus (H \cup H')\) and \(T_2 \setminus T_1\) in that order with the vertices of \(T_1 \setminus (H \cup H')\) ordered such that for each edge \(xy \in E(H)\), the vertices \(z_{[xy]}^{(a_1)}, \ldots, z_{[xy]}^{(a_{r-1})}, z_{[xy]}^{(b_1)}, \ldots, z_{[xy]}^{(b_{r-1})}\) come before \(z_{[xy]}^{(j)}\) for \(j \notin \{a_1, \ldots, a_{r-1}, b_1, \ldots, b_{r-1}\}\).

Recall that the relation \(\sim_F\) is transitive (on vertex-disjoint graphs) by Proposition 8.2. By Lemma 8.4 to show that \(H \sim_F H'\) it suffices to show that there exists an \(r\)-regular graph \(H_0\) (vertex-disjoint from both \(H\) and \(H'\)) so that we can obtain both \(H\) and \(H'\) from a copy of \(H_0\) by identifying vertices. In Lemma 8.7 we will construct such an \(H_0\) for \(r\)-divisible graphs \(H\) and \(H'\) with the same number of edges.
Furthermore, we can choose a copy of $F$ which is vertex-disjoint from $H$. Delete $xy$ from $H$ and join $uv$ from $F'$ and join $x$ to $u$ and join $y$ to $v$ (see Figure 2).

If $x \in V(H)$, then $H$ with a copy of $F$ attached to $x$ via $v$ is the graph obtained from $F' \cup H$ by identifying $x$ and $v$ (where as before, $F'$ is a copy of $F$ which is vertex-disjoint from $H$).

**Fact 8.6.** Let $F$ be an $r$-regular graph and let $uv \in E(F)$. Suppose that the graph $H'$ is obtained from a graph $H$ by $F$-expanding an edge $xy \in E(H)$ via $(u,v)$. Then the graph obtained from $H'$ by identifying $x$ and $v$ is $H$ with a copy of $F$ attached to $x$ via $v$.

Recall that we have fixed an edge $uv$ of $F$. An $F$-expanded loop $L$ is the $F$-expansion of an edge $xy$ via $(u,v)$ with the vertices $x$ and $y$ identified. Write $L_h$ for $h$ vertex-disjoint copies of $L$ with their distinguished vertices identified. (The edge $uv \in E(F)$ used in $F$-expansions is always the same, so $L_h$ is uniquely defined.)

**Lemma 8.7.** Let $r,f \in \mathbb{N}$ and let $F$ be an $r$-regular graph on $f$ vertices. Suppose that $H$ is an $r$-divisible graph with $h := e(H)$, and that $L_h$ is vertex-disjoint from $H$. Then $H \sim_F L_h$. Moreover, there exists an $(H,L_h)_F$-transformer $T$ such that the degeneracy of $T$ rooted at $V(H \cup L_h)$ is at most $3r$ and $|T| \leq |H| + |L_h| + 7f^2rh$.

**Proof.** Recall that we have fixed an edge $uv$ of $F$. For each edge $e \in E(H)$, attach a copy of $F$ to one of its endpoints (chosen arbitrarily) via $v$; call the resulting graph $H_{att}$. Note that $|H_{att}| = |H| + (f-1)h$ and $e(H_{att}) = (e(F) + 1)h$. Let $H_{exp}$ be the graph obtained from $H$ by $F$-expanding every edge in $H$ via $(u,v)$. By Fact 8.6 we can choose $H_{exp}$ and $H_{att}$ such that $H_{att}$ can be obtained from $H_{exp}$ by identifying vertices. By Fact 8.3, there is an $r$-regular graph $H_0$ such that $H_{exp}$ (and so also $H_{att}$ can be obtained from (a copy of) $H_0$ by identifying vertices.

Lemma 8.4 implies that $H_0 \sim_F H_{att}$ and that there exists an $(H_0,H_{att})_F$-transformer $T_1$ such that the degeneracy of $T_1$ rooted at $V(H_0 \cup H_{att})$ is at most $3r$ and

$$|T_1| \leq fr|H_0| + |H_{att}| + f e(H_0).$$

Furthermore, we can choose $T_1$ such that $V(T_1) \cap V(L_h) = \emptyset$.

In $H_{exp}$ the original vertices of $H$ are non-adjacent with disjoint neighbourhoods, so by identifying all original vertices of $H$ we obtain a copy of $L_h$ from $H_{exp}$. Hence $L_h$ can also be obtained from $H_0$ by identifying vertices, so Lemma 8.4 implies that there exists an $(H_0,L_h)_F$-transformer $T_2$ such that the degeneracy of $T_2$ rooted at
Furthermore, we can choose $T_2$ such that $V(T_1) \cap V(T_2) = V(H_0)$. So $T_1$ and $T_2$ are edge-disjoint.

By Proposition 8.2, $T_2 \cup H_0 \cup T_2$ is an $(H_{att}, L_h)_{F}$-transformer. Define the graph $T$ to be $(H_{att} - H) \cup T_1 \cup H_0 \cup T_2$. Since $H_{att} - H$ trivially has an $F$-decomposition, it follows that $T$ is an $(H, L_h)_{F}$-transformer. To see that $T$ has degeneracy at most $3r$ rooted at $V(H \cup L_h)$, consider the vertices in $H \cup L_h, H_{att} \setminus H, H_0, T_1 \setminus (H_{att} \cup H_0)$ and $T_2 \setminus (L_h \cup H_0)$ in that order.

Recall that $|H_{att}| = |H| + (f - 1)h$ and $e(H_0) = e(H_{att}) = (e(F) + 1)h \leq rfh$. Since $H_0$ is $r$-regular, $|H_0| = 2e(H_0)/r \leq 2fh$. By (8.3) and (8.4),

$$|T| = |T_1| + |T_2| - |H_0| \leq |H_{att}| + |L_h| + 2fr|H_0| + 2fe(H_0) \leq |H| + |L_h| + 7f^2 rh.$$ 

This completes the proof of the lemma.

We can now combine Lemma 8.7 and Proposition 8.2 to show that every $F$-divisible graph $H$ has an $F$-absorber. Recall that $pF$ consists of $p$ vertex-disjoint copies of $F$.

**Lemma 8.8.** Let $r, f \in \mathbb{N}$ and let $F$ be an $r$-regular graph on $f$ vertices. Let $H$ be an $F$-divisible graph. Then there is an $F$-absorber $A$ for $H$ such that the degeneracy of $A$ rooted at $V(H)$ is at most $3r$ and $|A| \leq 9f^2 r |H|^2$.

**Proof.** Let $h := e(H)$ and let $p := e(H)/e(F)$. Let $H, L_h$ and $pF$ be vertex-disjoint. By Lemma 8.7, there exists an $(H, L_h)_{F}$-transformer $T_1$ such that the degeneracy of $T_1$ rooted at $V(H \cup L_h)$ is at most $3r$ and

$$|T_1| \leq |H| + |L_h| + 7f^2 rh \leq |L_h| + 4f^2 r |H|^2.$$ 

Similarly by Lemma 8.7, there exists an $(L_h, pF)_{F}$-transformer $T_2$ such that the degeneracy of $T_2$ rooted at $V(L_h \cup pF)$ is at most $3r$ and

$$|T_2| \leq |pF| + |L_h| + 7f^2 rh = pf + hf + 1 + 7f^2 rh \leq 5f^2 r |H|^2.$$ 

Furthermore, we can choose $T_1$ and $T_2$ such that $V(T_1) \cap V(T_2) = V(L_h)$. Let $A' := T_1 \cup L_h \cup T_2$ and let $A := A' \cup pF$. By Proposition 8.2, $A'$ is an $(H, pF)_{F}$-transformer. Thus $A$ is an $F$-absorber for $H$ with $|A| = |T_1| + |T_2| - |L_h| \leq 9f^2 r |H|^2$. To see that the degeneracy of $A$ rooted at $V(H)$ is at most $3r$, consider the vertices in $H, L_h, pF$ and $T_1 \setminus (H \cup L_h)$ and $T_2 \setminus (pF \cup L_h)$ in that order (with the vertices of $L_h$ ordered such that the distinguished vertex comes first).

**8.2. Proof of Lemma 8.1.** Let $H$ be an $F$-divisible graph and let $P = \{V_1, \ldots, V_q\}$ be a partition of its vertex set with $e(H[P]) = 0$. (So $H$ is the disjoint union of the $H[V_i]$.) We would like to absorb $H$ by using Lemma 8.8 to find an $F$-absorber for each graph $H[V_i]$ separately. However, note that some $H[V_i]$ might not be $F$-divisible, as $e(H[V_i])$ might not be divisible by $e(F)$ for some $1 \leq i \leq q$. We will use ‘edge-movers’ to fix this problem. We first make the following simple observation, which will be used in the construction of these edge-movers.
Proposition 8.9. Let $r \in \mathbb{N}$ and let

$$a := a_r = \begin{cases} r & \text{if } r \text{ is odd}, \\ r/2 & \text{if } r \text{ is even}. \end{cases}$$

(i) Let $H$ be an $r$-divisible graph. Then $e(H)$ is divisible by $a$.

(ii) Let $f \in \mathbb{N}$ and let $F$ be an $r$-regular graph on $f$ vertices. If $r$ is odd, then let $Q$ be an $r$-regular bipartite graph with each vertex class having size $f + 1$. If $r$ is even, then let $Q$ be an $r$-regular graph on $2f + 1$ vertices consisting of $r/2$ edge-disjoint Hamilton cycles on $V(Q)$. Then $e(Q) \equiv a \mod e(F)$.

Proof. (i) holds since $2e(H) = \sum_{v \in V(H)} d_H(v) = pf$ for some $p \in \mathbb{N}$.

To see (ii), note that $e(F) = rf/2$. If $r$ is odd, then $e(Q) = rf + r$; if $r$ is even, then $e(Q) = rf + r/2$.

Let $U$ and $V$ be disjoint vertex sets. Let $r, f \in \mathbb{N}$ and let $F$ be an $r$-regular graph on $f$ vertices. A $(U, V)_F$-edge-mover is a graph $M$ such that

(i) $E(M)$ can be partitioned into $E(Q), E(\tilde{Q})$ and $E(A)$;

(ii) $Q$ is $r$-regular and $V(Q) \subseteq U$;

(iii) $\tilde{Q}$ is $r$-regular and $V(\tilde{Q}) \subseteq V$;

(iv) $e(Q) \equiv a \mod e(F)$ and $e(\tilde{Q}) \equiv -a \mod e(F)$, where $a$ is as defined in Proposition 8.9.

(v) $A$ is an $F$-absorber for $Q \cup \tilde{Q}$.

Since $A$ is an $F$-absorber for $Q \cup \tilde{Q}$, both $M$ and $A$ have $F$-decompositions. Roughly speaking, a $(U, V)_F$-edge-mover allows us to move $a \mod e(F)$ edges from $V$ to $U$ (by adding $Q$ and $\tilde{Q}$ to the existing graph).

We are now ready to prove Lemma 8.1. In the proof, we find the copies of $Q$ and $\tilde{Q}$ in $G - G[P]$, and the $F$-absorbers in $G[P]$.

Proof of Lemma 8.1. Let $a$ and $Q$ be as defined in Proposition 8.9. Let $\tilde{Q} := (f-1)Q$. Thus $\chi(Q) = \chi(\tilde{Q}) \leq r + 1$. Note that $\delta(G[V_i]) \geq (1 - 1/r + \varepsilon)|V_i|$ and $1/|V_i| \ll 1/r, 1/f$. So by the Erdős–Stone–Simonovits theorem [10, 28], for each $1 \leq i < q$, we can find $f$ copies of $Q$ in $G[V_i]$, and, for each $1 < i \leq q$, we can find $f$ copies of $\tilde{Q}$ in $G[V_i]$ so that all of these copies are vertex-disjoint. Call these copies $Q_1, \ldots, Q_f$ and $\tilde{Q}_1, \ldots, \tilde{Q}_f$, respectively.

Proposition 8.9(ii) implies that $Q_j \cup \tilde{Q}_{j+1}$ is $F$-divisible for all $1 \leq i < q$ and all $1 \leq j \leq f$. Apply Lemma 8.8 to obtain an $F$-absorber $A'_j$ for $Q_j \cup \tilde{Q}_{j+1}$ such that the degeneracy of $A'_j$ rooted at $V(Q_j \cup \tilde{Q}_{j+1})$ is at most $3r$ and $|A'_j| \leq 9f^2rm^2$ (with room to spare).

Let $H_1, \ldots, H_p$ be an enumeration of all $F$-divisible graphs $H$ such that $V(H) \subseteq V_i$ for some $1 \leq i \leq q$. Since $|V_i| \leq m$ for all $1 \leq i \leq q$, for each $i$ there are at most $2\binom{q}{i}$ many $H_j$ with $V(H_j) \subseteq V_i$. Thus $p \leq 2\binom{q}{2}q$. For each $1 \leq j' \leq p$, apply Lemma 8.8 to obtain an $F$-absorber $A_{j'}$ for $H_{j'}$ such that the degeneracy of $A_{j'}$ rooted at $V(H_{j'})$ is at most $3r$ and $|A_{j'}| \leq 9f^2rm^2$.

We now find the $F$-absorbers $A_i$ and $A_j$ in $G[P]$ as follows. The number of $F$-absorbers we need to find is $(q - 1)f + p$, and each of these $F$-absorbers has order at most $b := 9f^2rm^2$. Let $P_0 := \{V(G)\}$ be the trivial partition of $V(G)$. Note that we can view each of the $A_i$ and $A_{j'}$ as a $P_0$-labelled graph. (For example,
the $P_0$-labelled graph $A'_1$ is such that each $v \in V(Q_j^i \cup \tilde{Q}_j^{i+1})$ is labelled \{\{v\} and every other vertex of $A'_1$ is labelled $V(G)$.) Note that each $v \in V(G)$ is a root for at most $1 + 2^{\Theta(n)}$ of the $A'_1$ and $A_j'$. Since $\delta(G'[P]) \geq (1 - 1/3r + \varepsilon)n$, we have $d_{G'[P]}(S) \geq \varepsilon n$ for any $S \subseteq V(G)$ with $|S| \leq 3r$. Pick $\eta$ with $1/n \ll \eta \ll 1/m$ and apply Lemma 5.2 with $G'[P], 1, 3r, \varepsilon^2, P_0, A'_1, A'_2, \ldots, A'_p, A_1, A_2, \ldots, A_p$ playing the roles of $G, k, d, \varepsilon, P, H_1, \ldots, H_m$. We obtain edge-disjoint embeddings $\phi(A'_1), \phi(A'_2), \ldots, \phi(A_q^{-1}), \phi(A_1), \ldots, \phi(A_p)$ of $A'_1, A'_2, \ldots, A_q^{-1}, A_1, \ldots, A_p$ into $G'[P]$, which are compatible with their labelling and, moreover,

$$\Delta \left( \bigcup_{i=1}^{q-1} \bigcup_{j=1}^{f} \phi(A'_j) \cup \bigcup_{j'=1}^{p} \phi(A_{j'}) \right) \leq \varepsilon^2 n. \quad (8.5)$$

For each $1 \leq i < q$ and each $1 \leq j \leq f$, let $M_j := Q_j^i \cup \tilde{Q}_j^{i+1} \cup \phi(A'_j)$. Using Proposition 8.9,\footnote{This refers to a previous proposition.} it is easy to check that $M_j$ is an $(V_i, V_{i+1})$-edge-mover. Let $M := \bigcup_{j=1}^{q-1} \bigcup_{j=1}^{f} M_j$, and let $A^* := M \cup \bigcup_{j=1}^{p} \phi(A_j')$.

We now show that $A^*$ has the desired properties. Since $A^*$ is an edge-disjoint union of $F$-absorbers and edge-movers, $A^*$ is $F$-divisible. Note that $A^*[V_i] = \bigcup_{j=1}^{f} Q_j^i$, $\forall^*[V_i] = \bigcup_{j=1}^{f} \tilde{Q}_j^i$ and, for each $1 \leq i < q$, $A^*[V_i] = \bigcup_{j=1}^{f} Q_j^i \cup \tilde{Q}_j^i$. Thus $\Delta(A^*[V_i]) = r$ for each $1 \leq i \leq q$. Moreover, $\Delta(A^*[P]) \leq \varepsilon^2 n$ by (8.5).

Let $H'$ be an $F$-divisible graph on $V(G)$ that is edge-disjoint from $A^*$ and has $e(H'[P]) = 0$. First we show that $H' \cup M$ can be decomposed into a graph $H'$ and a set $\mathcal{F}$ of edge-disjoint copies of $F$ such that $e(H'\cup\mathcal{F}) = 0$ and for each $1 \leq i \leq q$, $H'[V_i]$ is $F$-divisible. Recall the definition of $a$ from Proposition 8.9.\footnote{This is another reference to a previous proposition.} Proposition 8.9(i) applied to $H'[V_{i-1}]$ tells us that, for each $1 \leq i \leq q$, we have $e(H'[V_{i-1}]) \equiv -p_i a \mod e(F)$ for some integer $p_i$ with $0 \leq p_i < f$. Set $p_0 := 0$. For each $1 \leq i < q$, add $Q_1^i, Q_2^i, \ldots, Q_{p_i}^i, \tilde{Q}_1^i, \ldots, \tilde{Q}_{p_i}^i$ to $H'$ to obtain $H'$. Since each $Q_j^i \cup \tilde{Q}_j^{i+1}$ is $F$-divisible, so is $H'$. Also, for each $1 \leq i < q$,

$$e(H'[V_i]) = e(H^*[V_i]) + \sum_{j=1}^{p_i} e(Q_j^i) + \sum_{j'=1}^{p_i-1} e(\tilde{Q}_j^{i+1})$$

$$e(H'[V_q]) = e(H^*[V_q]) + \sum_{j'=1}^{p_q-1} e(\tilde{Q}_j^{i+1}) \equiv e(H^*[V_q]) - p_{q-1} a \mod e(F)$$

Moreover, since $H^*$ is $F$-divisible,

$$e(H'[V_q]) = e(H^*[V_q]) + \sum_{j'=1}^{p_q-1} e(\tilde{Q}_j^{i+1}) \equiv e(H^*[V_q]) - p_{q-1} a \mod e(F)$$

Therefore $H'[V_i]$ is $F$-divisible for each $1 \leq i \leq q$. Note that $M - H'$ can be decomposed into $\phi(A'_1), \ldots, \phi(A'_p), M_j'_{p+1}, \ldots, M_j'$ for each $1 \leq i < q$, each of which has an $F$-decomposition. Hence $H^* \cup M$ can be decomposed into a graph $H'$ and a set $\mathcal{F}$ of edge-disjoint copies of $F$ such that $e(H'\cup\mathcal{F}) = 0$ and for each $1 \leq i \leq q$, $H'[V_i]$ is $F$-divisible as claimed.

Since each $H'[V_i]$ is $F$-divisible, there exists a $1 \leq j'_i \leq p$ such that $A_j'$ is an $F$-absorber for $H'[V_i]$. Note that the indices $j'_i$ are distinct for different $1 \leq i \leq q$. 
Therefore $H' \cup \bigcup_{j=1}^{n} \phi(A_j)$ has an $F$-decomposition $\mathcal{F}'$, so $H^* \cup A^*$ has an $F$-decomposition $\mathcal{F} \cup \mathcal{F}'$. This completes the proof of the lemma. □

8.3. A strengthening of Lemma 8.1 for certain graphs $F$. Let $F$ be an $r$-regular graph on $f$ vertices. Define $d_F$ to be the smallest integer $d$ such that for every pair of vertex-disjoint graphs $H, H'$ such that $H$ is $r$-regular and $H'$ can be obtained from a copy of $H$ by identifying vertices, there exists an $(H,H')_F$-transformer $T$ such that the degeneracy of $T$ rooted at $V(H \cup H')$ is at most $d$.

With this terminology, Lemma 8.4 has the following immediate corollary.

**Corollary 8.10.** Let $r, f \in \mathbb{N}$ and let $F$ be an $r$-regular graph on $f$ vertices. Then $d_F \leq 3r$.

Our argument in Section 8.1 actually gives the following lemma, which corresponds to Lemma 8.8. We omit its proof since it is virtually identical to the proof of Lemma 8.8 (with $d_F$ in place of $3r$).

**Lemma 8.11.** Let $r, f \in \mathbb{N}$ and let $F$ be an $r$-regular graph on $f$ vertices. Then there is an $F$-absorber $A$ for $H$ such that the degeneracy of $A$ rooted at $V(H)$ is at most $d_F$.

Furthermore, by replacing Lemma 8.8 with Lemma 8.11 in the proof of Lemma 8.1, we get the following stronger lemma. Note that we do not have an explicit bound on the number of vertices of $F$-absorbers $A$ for $H$ of degeneracy $d_F$. However, there is a function $g$ so that $|A| \leq g(|H|)$, and such a bound is all we need to apply Lemma 8.2.

**Lemma 8.12.** Suppose that $n, m, r, f \in \mathbb{N}$ and $\varepsilon > 0$ with $1/n \ll 1/m \ll 1/r, 1/f, \varepsilon$. Suppose that $F$ is an $r$-regular graph on $f$ vertices. Let $\delta := 1 - \min\{1/r, 1/d_F\} + \varepsilon$, and let $q := \lfloor n/m \rfloor$. Let $G$ be a graph on $n$ vertices. Let $P = \{V_1, \ldots, V_q\}$ be an equitable partition of $V(G)$ such that, for each $1 \leq i \leq q$, $|V_i| = m$ or $m-1$. Suppose that $\delta(G[P]) \geq \delta n$ and $\delta(G[V_i]) \geq \delta|V_i|$ for each $1 \leq i \leq q$. Then $G$ contains an $F$-divisible subgraph $A^*$ such that

(i) $\Delta(A^*[P]) \leq \varepsilon^2 n$ and $\Delta(A^*[V_i]) \leq r$ for each $1 \leq i \leq q$, and

(ii) if $H^*$ is an $F$-divisible graph on $V(G)$ that is edge-disjoint from $A^*$ and has $e(H^*[P]) = 0$, then $A^* \cup H^*$ has an $F$-decomposition.

9. Parity graphs

Let $F$ be an $r$-regular graph, let $x$ be a vertex of $F$, and let $F_x := F[N_F(x)]$. Let $G$ be an $F$-divisible graph with a $(k, \delta)$-partition $\mathcal{P} = \{V_1, \ldots, V_k\}$, and suppose that $G[\mathcal{P}]$ is sparse. Our aim is to use a small number of edges from $G - G[\mathcal{P}]$ to cover all edges of $G[\mathcal{P}]$ by copies of $F$. We will do this by, for each $1 \leq i < j \leq k$ and each $v \in V_i$, finding an $F_x$-factor in $N_{G}(v, V_j)$. We will then extend each copy of $F_x$ to a copy of $F - x$ using Lemma 5.2. Together with the edges incident to $v$, these copies of $F - x$ will form copies of $F$. An obvious necessary condition for this to work is that each $d_G(v, V_j)$ is divisible by $r$. In this section we show that we can find certain structures, which we call parity graphs, that can be used to ensure that this divisibility condition holds.

Let $U$ and $V$ be disjoint vertex sets and let $x, y \in U$. Let $F$ be an $r$-regular graph. An $xy$-shifter with parameters $U, V, F$ is a graph $S$ with $V(S) \subseteq U \cup V$ such that $xy \notin E(S)$ and
(i) \(d_S(x, V) \equiv -1 \mod r\), \(d_S(y, V) \equiv 1 \mod r\) and, for all \(u \in U \setminus \{x, y\}\),
\(d_S(u, V) \equiv 0 \mod r\);
(ii) \(S\) has an \(F\)-decomposition.

Condition (i) allows us to move excess degree \((\mod r)\) from \(x\) to \(y\).

Let \(uv \in E(F)\). For a graph \(H\) and an edge \(xy \in E(H)\), \(H\) with a copy of \(F\) glued along \(xy\) via \(uv\) is a graph obtained from \(H\) by adding a copy \(F'\) of \(F\) that is vertex-disjoint from \(H\) and identifying \(u\) with \(x\) and \(v\) with \(y\).

**Proposition 9.1.** Let \(r, f \in \mathbb{N}\) and let \(F\) be an \(r\)-regular graph on \(f\) vertices. Let \(U\) and \(V\) be disjoint vertex sets with \(|U| \geq r+2\) and \(|V| \geq \binom{r+1}{2}(f-2)\), and let \(x, y \in U\). Then there exists an \((x, y)\)-shifter \(S\) with parameters \(U, V, F\) with \(r+2\) vertices in \(U\), \(\binom{r+1}{2}(f-2)\) vertices in \(V\) and degeneracy at most \(r\) rooted at \(\{x, y\}\).

**Proof.** Pick \(r\) distinct vertices \(u_1, \ldots, u_r\) in \(U \setminus \{x, y\}\). We first define a subgraph \(S_0\) of \(S\) on vertex set \(\{x, y, u_1, \ldots, u_r\} \subseteq U\). Join \(x\) to \(u_1\), join \(y\) to \(u_2, \ldots, u_r\) and join \(u_1, \ldots, u_r\) completely. (So if \(x\) and \(y\) were identified we would obtain a copy of \(K_{r+1}\).) Thus \(d_{S_0}(x) = 1, d_{S_0}(y) = r - 1,\) and \(d_{S_0}(u_j) = r\) for \(1 \leq j \leq r\).

Let \(uv \in E(F)\). Let \(S\) be the graph obtained from \(S_0\) by gluing a copy of \(F\) along each edge of \(S_0\) via \(uv\) such that \(V(F) \setminus \{u, v\} \subseteq V\) (and these sets are disjoint for different copies). Then \(S\) has an \(F\)-decomposition, \(d_S(x, V) = r - 1,\) \(d_S(y, V) = (r - 1)^2\) and \(d_S(u_j, V) = r(r - 1)\) for each \(1 \leq j \leq r\). Ordering \(V(S)\) such that \(x\) and \(y\) are the first two vertices, and all other vertices in \(S_0\) precede those in \(S \setminus S_0\), shows that the degeneracy of \(S\) is at most \(r\). □

Let \(\mathcal{P} = \{V_1, \ldots, V_k\}\) be an equitable partition of a vertex set \(V\). An \(F\)-parity graph with respect to \(\mathcal{P}\) is an \(F\)-decomposable graph \(P\) on \(V\) such that, for every \(r\)-divisible graph \(G\) on \(V\) that is edge-disjoint from \(P\), there is a subgraph \(P'\) of \(P\) such that

(P1) for each \(2 \leq i \leq k\) and each \(x \in V_{<i}\), \(r\) divides \(d_{G \cup P'}(x, V_i)\);
(P2) \(P - P'\) has an \(F\)-decomposition.

Next we show that \(F\)-parity graphs exist.

**Proposition 9.2.** Let \(r, f, k \in \mathbb{N}\) and let \(F\) be an \(r\)-regular graph on \(f\) vertices.
Let \(\mathcal{P} = \{V_1, \ldots, V_k\}\) be an equitable partition of a vertex set \(V\). Let \(P_2, \ldots, P_k\) be edge-disjoint graphs on \(V\) such that, for each \(2 \leq i \leq k\),

- \(P_i\) is the edge-disjoint union of \(E_i\) and \(D_i\);
- \(E_i\) is the edge-disjoint union of \(r-1\) copies of \(F\), each with \(2\) adjacent vertices in \(V_i\) and \(f-2\) vertices in \(V_{i-1}\);
- \(D_i\) is the edge-disjoint union of \(r-1\) \(u_j u_{j+1}\)-shifters with parameters \(V_{<i}, V_i, F\) for each \(1 \leq j < |V_{<i}|\), where \(u_1, \ldots, u_{|V_{<i}|}\) is an enumeration of \(V_{<i}\).

Then \(P := P_2 \cup \cdots \cup P_k\) is an \(F\)-parity graph with respect to \(\mathcal{P}\).

**Proof.** The proof is by induction on \(k\). If \(k = 1\), then there is nothing to prove, so assume that \(k \geq 2\). Since each \(D_i\) has an \(F\)-decomposition, so does \(P\).

Let \(G\) be an \(r\)-divisible graph on \(V\) that is edge-disjoint from \(P\). First we show that there is a subgraph \(P'_k\) of \(P\) such that

(i) for each \(x \in V_{<k}\), \(r\) divides \(d_{G \cup P'_k}(x, V_k)\);
(ii) \(P_k - P'_k\) has an \(F\)-decomposition.
Suppose that \( e_G(V_k) \equiv t \mod r \), where \( 0 < t \leq r \). Form a graph \( G_0 \) from \( G \) by adding \( r - t \) of the copies of \( F \) from \( E_k \) to \( G \). Then \( 2e_{G_0}(V_k) \equiv 0 \mod r \), so

\[
\sum_{v \in V_{<k}} d_{G_0}(v, V_k) = e_{G_0}(V_{<k}, V_k) = \sum_{v \in V_k} d_{G_0}(v) - 2e_{G_0}(V_k) \equiv 0 \mod r. \tag{9.1}
\]

Let \( \ell := |V_{<k}| \) and let \( u_1, \ldots, u_\ell \) be the enumeration of \( V_{<k} \) used in the definition of \( D_k \).

Let \( 0 \leq t_1 < r \) be such that \( d_{G_0}(u_1, V_k) \equiv t_1 \mod r \). Add \( t_1 \) of the \( u_1 \) shifts in \( D_k \) to \( G_0 \) to obtain \( G_1 \) in which \( d_{G_1}(u_1, V_k) \equiv 0 \mod r \) and \( d_{G_1}(u_i, V_k) \equiv d_{G_0}(u_i, V_k) \mod r \) for all \( 3 \leq i \leq \ell \).

Let \( 0 \leq t_2 < r \) be such that \( d_{G_1}(u_2, V_k) \equiv t_2 \mod r \). Add \( t_2 \) of the \( u_2 \) shifts in \( D_k \) to \( G_1 \) to obtain \( G_2 \) in which \( d_{G_2}(u_1, V_k) \equiv d_{G_2}(u_2, V_k) \equiv 0 \mod r \) and \( d_{G_2}(u_i, V_k) \equiv d_{G_1}(u_i, V_k) \mod r \) for all \( 4 \leq i \leq \ell \).

Continuing in this way, we eventually obtain \( G_{\ell-1} \) in which \( d_{G_{\ell-1}}(u_i, V_k) \equiv 0 \mod r \) for each \( 1 \leq i \leq \ell - 1 \). Note that

\[
d_{G_{\ell-1}}(u_\ell, V_k) \equiv d_{G_{\ell-2}}(u_\ell, V_k) + d_{G_{\ell-2}}(u_{\ell-1}, V_k) \mod r
\]

\[
= d_{G_\ell}(u_\ell, V_k) + d_{G_{\ell-1}}(u_{\ell-1}, V_k) + d_{G_{\ell-1}}(u_{\ell-2}, V_k) \mod r
\]

\[
= \sum_{v \in V_{<k}} d_{G_\ell}(v, V_k) \equiv 0 \mod r,
\]

where the last equality holds by (9.1). Let \( P_k' := G_{\ell-1} - G \); then (i) holds. Observe also that \( P_k - P_k' \) consists of some copies of \( F \) from \( E_k \) and some shifts from \( D_k \), each of which has an \( F \)-decomposition, so (ii) holds.

Let \( G^* := (G \cup P_k')|_{V_{<k-1}} \), \( P^* := P_2 \cup \cdots \cup P_k - 1 \) and \( P^* := \{V_1, \ldots, V_{k-1}\} \). Note that \( G^* \) and \( P^* \) are edge-disjoint. Recall that \( G, P_k \) and \( P_k - P_k' \) are \( r \)-divisible. So \( G \cup P_k' \) is \( r \)-divisible. Thus (i) implies that \( G^* \) is also \( r \)-divisible. By the induction hypothesis, \( P^* \) is an \( F \)-parity graph with respect to \( P^* \). Therefore, there exists a subgraph \( P_0 \) of \( P^* \) such that for each \( 2 \leq i \leq k - 1 \) and each \( x \in V_{<i} \), \( r \) divides \( d_{G \cup P_0}(x, V_i) \) and \( P^* - P_0 \) has an \( F \)-decomposition. Let \( P' := P_0 \cup P_k' \). Then \( P' \) satisfies (P2). Note that \((G \cup P')(V_{<k}, V_k) = (G \cup P_k')(V_{<k}, V_k) \) and \((G \cup P')(V_{<i}, V_i) = (G^* \cup P_0)(V_{<i}, V_i) \) for all \( 1 \leq i < k \). Thus \( P' \) satisfies (P1). Therefore \( P' \) is an \( F \)-parity graph with respect to \( \mathcal{P} \).

The next lemma finds an \( F \)-parity graph \( P \) as in Proposition 9.2 within a dense graph \( G \) using Lemma 5.2.

**Lemma 9.3.** Let \( r, f \in \mathbb{N} \) and let \( F \) be an \( r \)-regular graph on \( f \) vertices. Let \( \gamma > 0 \). Then there exists an \( n_0 = n_0(k, \gamma, F) \) such that the following holds. Let \( G \) be a graph on \( n \geq n_0 \) vertices and let \( \mathcal{P} = \{V_1, \ldots, V_k\} \) be a \((k, \delta)\)-partition for \( G \) with \( \delta \geq 1 - 1/r + \gamma \). Then \( G \) contains an \( F \)-parity graph \( P \) with respect to \( \mathcal{P} \) such that \( \Delta(P) \leq \gamma n \).

**Proof.** It is enough to show that we can embed a graph \( P \) as described in Proposition 9.2 into \( G \) in such a way that the maximum degree of the image of the embedding is not too large. We will assign labels to the graphs making up \( P \) and then check that the conditions of Lemma 5.2 hold.

For each \( 2 \leq i \leq k \) and each \( 1 \leq j \leq r - 1 \), let \( F'_{i,j} \) be a \( \mathcal{P} \)-labelled copy of \( F \) with 2 adjacent vertices labelled \( V_i \) and \( f - 2 \) vertices labelled \( V_{i-1} \).

For each \( 2 \leq i \leq k \), let \( n_{<i} := |V_{<i}| \) and let \( u_{1,i}, \ldots, u_{n_{<i},i} \) be an enumeration of the vertices of \( V_{<i} \). For each \( 2 \leq i \leq k \) and each \( 1 \leq j < n_{<i} \), apply Proposition 9.1
to obtain a \( u_j^i u_{j+1}^i \)-shifter \( S_{i,j} \) with parameters \( V_{<i}, V_i, F \) such that \( |S_{i,j}| = r + 2 + (r+1)(f - 2) \) and \( S_{i,j} \) has degeneracy at most \( r \) rooted at \( \{u_j^i, u_{j+1}^i\} \). We may view \( S_{i,j} \) as a \( P \)-labelled graph by giving \( u_j^i \) the label \( \{u_i^i\} \), giving \( u_{j+1}^i \) the label \( \{u_{i+1}^i\} \), giving \( u \) the label \( V \) for all \( u \in V(S_{i,j}) \cap V_i \) and giving \( \phi \) the label \( V_{<i} \) for all \( u' \in (V(S_{i,j}) \cap V_{<i}) \backslash \{u_j^i, u_{j+1}^i\} \). Let \( S'_{i,j,1}, \ldots, S'_{i,j,r-1} \) be \( r - 1 \) copies of \( S_{i,j} \), and let

\[
F := \bigcup_{i=2}^k \bigcup_{\ell=1}^{r-1} \left( \{F'_{i,\ell}\} \cup \bigcup_{j=1}^{n_{<i}-1} \{S'_{i,j,\ell}\} \right).
\]

So \( F \) is a family of \( P \)-labelled graphs and \( |F| \leq \gamma n \). For each \( F' \in F \), \( |F'| \leq r + 2 + (r+1)(f - 2) \) and \( F' \) has degeneracy at most \( r \). Furthermore, each \( v \in V(G) \) is a root vertex for at most \( 2r k \) members of \( F \). Since \( P \) is a \((k, \delta)\)-partition for \( G \) with \( \delta \geq 1 - 1/r + \gamma \), we have that \( d_G(S_{i,j}) \geq \gamma |V_i| \) for each \( S \subseteq V(G) \) with \(|S| \leq r \) and each \( 1 \leq i \leq k \). Therefore we can apply Lemma \([5.2] \) to find edge-disjoint embeddings \( \phi(F') \) for each \( F' \in F \) in such a way that \( |\Delta(\bigcup_{F' \in F} \phi(F'))| \leq \gamma n \). Take \( P := \bigcup_{F' \in F} \phi(F') \). By Proposition \([9.2] \) \( P \) is an \( F \)-parity graph with respect to \( P \).

10. Near optimal decompositions

Let \( G \) be a dense graph as defined in Theorem \([1.3] \) and let \( P_1, \ldots, P_\ell \) be a \((k, \delta + \varepsilon, m)\)-partition sequence for \( G \). In Section \([8] \) we constructed a graph \( A^* \) that can ‘absorb’ any \( F \)-divisible graph \( H^* \) satisfying \( e(H^*[P_\ell]) = 0 \). Our aim in this section is to show that we can indeed decompose \( G \) into edge-disjoint copies of \( F \) and such a remainder \( H^* \). More precisely, in this section, we prove the following lemma, which guarantees the existence of such a ‘near optimal’ \( F \)-decomposition (in particular note that, as \( m \) is bounded, \( e(H^*) \) is at most linear in \( n \)).

Lemma 10.1. Let \( r, f, m, k, \ell, \varepsilon, \eta \in \mathbb{N} \) and let \( \varepsilon, \eta > 0 \) with \( 1/m \ll \eta < 1/k \ll \varepsilon, 1/r, 1/f \). Let \( F \) be an \( r \)-regular graph on \( f \) vertices and let \( G \) be an \( r \)-divisible graph. Let \( \delta := \max\{\delta_F^n, 1 - 1/(r + 1)\} \). Suppose that \( P_1, \ldots, P_\ell \) is a \((k, \delta + \varepsilon, m)\)-partition sequence for \( G \). Then there exists a subgraph \( H^* \) of \( \bigcup_{V \subseteq P_\ell} G[V] \) such that \( G - H^* \) has an \( F \)-decomposition. In particular, if \( G \) is \( F \)-divisible, then so is \( H^* \).

Recall that the definition of \( \delta_F^n \) implies that \( G \) contains an \( n \)-approximate \( F \)-decomposition. We would like the remainder \( H^* \) in Lemma \([10.1] \) to contain no edges of \( G[P_\ell] \), but the definition of \( \delta_F^n \) does not guarantee this. The key idea of the proof of Lemma \([10.1] \) is to proceed via an iterative process, which repeatedly invokes the definition of \( \delta_F^n \). More precisely, suppose that we are able to prove the following result:

(1) \( P \) is a \((k, \delta)\)-partition for a graph \( G \), then \( G[P] \) can be covered by edge-disjoint copies of \( F \) in \( G \) which use only a small number of edges from \( G - G[P] \).

Suppose that we apply (1) with \( P = P_1 \). We are then left with edges in \( G - G[P_1] = \bigcup_{V \subseteq P_1} G[V] \). But since \( P_1, \ldots, P_\ell \) is a \((k, \delta + \varepsilon, m)\) partition sequence and we have used very few edges of \( G - G[P_1] \), we have for each \( V \subseteq P_1 \) that \( P_2[V] \) is a \((k, \delta)\)-partition of the remaining part of \( G[V] \). So we can apply (1) to each part to cover the remaining edges of \( G[P_2] \) by edge-disjoint copies of \( F \), using only a few edges from \( G - G[P_2] \). Continuing in this way, we eventually obtain edge-disjoint copies of \( F \) covering all edges of \( G - G[P_\ell] \), which implies Lemma \([10.1] \) (To avoid our bound on
the minimum degree deteriorating in each step, we actually prove a stronger version of (†) which gives us more control on the edges we use from \( G - G[P] \).)

The rest of this section is divided into three subsections. In Section 10.1 we show that we can find an approximate \( F \)-decomposition of \( G[P] \) such that the remainder has low maximum degree (at the cost of using a small number of additional edges from \( G - G[P] \)). In Section 10.2 we show how such a remainder of low maximum degree can be covered by copies of \( F \). In Section 10.3 we give a formal statement of (†) and perform the iteration described above.

10.1. Bounding the maximum degree of the remainder graph. Consider an \( \eta \)-approximate \( F \)-decomposition \( \mathcal{F} \) of \( G[P] \) guaranteed by the definition of \( \delta_2^P \). Let \( H \) be the remainder of \( G[P] \) (after removing all the edges of \( \mathcal{F} \)), and suppose that \( d_H(x, V) \) is large for some \( V \subseteq \mathcal{P} \) and some \( x \in V(G) \setminus V \). Note that \( x \) together with a copy of \( K_r \) that lies in \( N_H(x, V) \) forms a copy of \( K_{r+1} \). Using some additional vertices and edges inside \( V \), we can then extend a spanning subgraph of this copy of \( K_{r+1} \) to a copy of \( F \). So we can reduce \( d_H(x, V) \) by finding vertex-disjoint copies of \( K_r \) lying entirely in \( N_H(x, V) \), which are then extended into copies of \( F \). This is formalised in Lemma 10.6.

To find the above copies of \( K_r \) we shall use the Hajnal–Szemerédi theorem [15].

\textbf{Theorem 10.2 ([15]).} Let \( r \in \mathbb{N} \) with \( r \geq 2 \). Every graph \( G \) on \( n \) vertices with \( \delta(G) \geq (1 - 1/r)n \) contains \( \lfloor n/r \rfloor \) vertex-disjoint copies of \( K_r \).

\textbf{Lemma 10.3.} Let \( r, k, n \in \mathbb{N} \) and let \( \gamma > 0 \) with \( 1/n < \gamma, 1/k, 1/r \). Let \( H \) be a graph on \( n \) vertices. Let \( U, V \subseteq V(H) \) be disjoint with \( |V| \geq \lfloor n/k \rfloor \). Suppose that, for each \( x \in U \) and each \( y \in V \),

(i) \( r \) divides \( d_H(x, V) \);
(ii) \( \delta(H[N_H(x, V)]) \geq (1 - 1/r)d_H(x, V) + \gamma|V| \);
(iii) \( d_H(y, U) \leq \gamma|V|/r \).

Then there is a subgraph \( H_V \) of \( H[V] \) such that \( H[U, V] \cup H_V \) has a \( K_{r+1} \)-decomposition and \( \Delta(H_V) \leq \gamma|V| \).

\textbf{Proof.} For each \( x \in U \) in turn we will choose a \( K_r \)-factor from the unused part of \( H[N_H(x, V)] \) and take \( H_V \) to be the union of these edge-disjoint \( K_r \)-factors.

We claim that we can choose these \( K_r \)-factors greedily. Indeed, suppose we seek a \( K_r \)-factor for \( x \in U \). Consider any vertex \( y \in N_H(x, V) \). By (iii), at most \( rd_H(y, U) \leq \gamma|V| \) of the edges at \( y \) in \( H[N_H(x, V)] \) have been used already. So by (i) and Theorem 10.2 there exists a \( K_r \)-factor in the unused part of \( H[N_H(x, V)] \).

Since at most \( rd_H(y, U) \leq \gamma|V| \) edges are used at each \( y \in V \), we have that \( \Delta(H_V) \leq \gamma|V| \). \( \square \)

\textbf{Lemma 10.4.} Let \( r, f, k, n \in \mathbb{N} \) and let \( \eta, \gamma > 0 \) with \( 1/n < \eta < \gamma, 1/k, 1/r, 1/f \). Let \( F \) be an \( r \)-regular graph on \( f \) vertices and let \( H \) be a graph on \( n \) vertices. Let \( U, V \subseteq V(H) \) be disjoint with \( |V| \geq \lfloor n/k \rfloor \). Suppose that, for each \( x \in U \) and each \( y \in V \),

(i) \( r \) divides \( d_H(x, V) \);
(ii) \( \delta(H[N_H(x, V)]) \geq (1 - 1/r)d_H(x, V) + \gamma|V| \);
(iii) \( d_H(y, U) \leq \eta|V| \);
(iv) \( \delta(H[V]) \geq (1 - 1/r + 2\gamma)|V| \).

Then there is a subgraph \( H'_V \) of \( H[V] \) such that \( H[U, V] \cup H'_V \) has an \( F \)-decomposition and \( \Delta(H'_V) \leq 2\gamma|V| \).
Proof. By Lemma 10.3 there is a subgraph \( H_V \) of \( H[V] \) such that \( H[U,V] \cup H_V \) has a \( K_{r+1} \)-decomposition and \( \Delta(H_V) \leq \gamma |V| \). Choose such an \( H_V \) with as few edges as possible, and let \( W_1, \ldots, W_p \) be an enumeration of a \( K_{r+1} \)-decomposition of \( H[U,V] \cup H_V \). By the minimality of \( H_V \), each \( W_j \) has vertex set \( \{w_j\} \cup W_j' \) with \( w_j \in U \) and \( W_j' \subseteq V \). Note that

\[
p \leq \sum_{y \in V} d_H(y,U) \leq \eta |V|^2.
\]

Let \( H' := H[V] - H_V; \) then \( |H'| = |V| \) and \( \delta(H') \geq (1 - 1/r + \gamma) |V| \) by (iv). Let \( u \in V(F) \) and let \( F^* := F \backslash \{u\} - F[N_F(u)] \). Note that \( F^* \) trivially has degeneracy at most \( r \) rooted at \( N_F(u) \). Let \( F_1^*, \ldots, F_p^* \) be copies of \( F^* \). We now embed \( F_1^*, \ldots, F_p^* \) into \( H' \) in such a way that, for each \( F_j^* \), the image of \( N_F(u) \) is precisely \( W_j' \) as follows. Let \( \mathcal{P}_0 := \{V\} \) be the trivial partition of \( V \). We view each \( F_j^* \) as a \( \mathcal{P}_0 \)-labelled graph such that the root vertices of \( F_j^* \) are precisely \( N_F(u) \), and the union of their labels is \( W_j' \); each other vertex of \( F^* \) is labelled \( V \). By (iii), there are at most \( d_H(y,U) \leq \eta |V|^2 \) indices \( j \) with \( 1 \leq j \leq p \) such that some vertex of \( F_j^* \) is labelled \( \{y\} \). Since \( \delta(H') \geq (1 - 1/r + \gamma) |V| \), we have that \( d_H'(S) \geq |V| \) for each \( S \subseteq V \) with \( |S| \leq r \). So by Lemma 5.2, with \( H', 1, r, \gamma, p, F_1^*, \ldots, F_p^* \) playing the roles of \( G, k, d, b, \varepsilon, \mathcal{P}, H_1, \ldots, H_m \), there exist edge-disjoint embeddings \( \phi(F_1^*), \ldots, \phi(F_p^*) \) of \( F_1^*, \ldots, F_p^* \) into \( H' \) which are compatible with their labelling such that

\[
\Delta(\bigcup_{j=1}^p \phi(F_j^*)) \leq \gamma |V|.
\]

Each \( W_j \cup \phi(F_j^*) \) contains a copy \( F_j \) of \( F \) such that \( H[U,V] \subseteq \bigcup_{j=1}^p F_j \). Let \( H'_V := \bigcup F_j[V] \). Note that \( H[U,V] \cup H'_V \) has an \( F \)-decomposition and \( \Delta(H'_V) \leq \Delta(H_V) + \Delta(\bigcup_{j=1}^p \phi(F_j^*)) \leq 2\gamma |V| \). \( \square \)

Proposition 10.5. Let \( r, k \in \mathbb{N} \) and let \( \varepsilon \geq 0 \). Let \( G \) be a graph and let \( \mathcal{P} \) be a \((k, 1 - 1/(r + 1) + \varepsilon)\)-partition for \( G \). Let \( x \in V(G) \) and let \( V \in \mathcal{P} \). Then

\[
\delta(G[N_G(x,V)]) \geq (1 - 1/r)d_G(x,V) + \varepsilon |V|.
\]

Proof. Let \( y \in N_G(x,V) \). Since \( d_G(y,V), d_G(x,V) \geq (1 - 1/(r + 1) + \varepsilon) |V| \),

\[
d_G(y,V) \leq d_G(x,V) + d_G(y,V) - |V| \geq d_G(x,V) - \frac{|V|}{r + 1} + \varepsilon |V| \geq (1 - 1/r)d_G(x,V) + \varepsilon |V|.
\]

Lemma 10.6. Let \( r, f, k, n \in \mathbb{N} \) and let \( \gamma, \eta, \varepsilon > 0 \) with \( 1/n < \eta < \gamma < 1/k < \varepsilon, 1/r, 1/f \). Let \( F \) be an \( r \)-regular graph on \( f \) vertices and let \( G \) be a graph on \( n \) vertices. Let \( \delta := \max\{\delta_F, 1 - 1/(r + 1)\} \). Suppose that \( \mathcal{P} = \{V_1, \ldots, V_k\} \) is a \((k, \delta + \varepsilon)\)-partition for \( G \). Then there is a subgraph \( H \) of \( G \) such that

(a) \( G - H \) has an \( F \)-decomposition;
(b) \( \Delta(H[V]) \leq \gamma n \).
(c) for each \( 1 \leq i \leq k \), \( \Delta(G[V_i] - H[V_i]) \leq 2\gamma |V_i| \).

Proof. Let \( 0 < \eta, \varepsilon < 1 \) with \( \eta < \varepsilon < \gamma \), and let \( G' \) be a subgraph of \( G[\mathcal{P}] \) such that

\( (G1) \) \( \Delta(G') \leq 2\eta n; \)
\( (G2) \) for every \( S \subseteq V(G) \) with \( |S| \leq r \), \( d_{G'}(S,V(G)) \geq q^r \varepsilon n/2 \).

(To see that such a subgraph \( G' \) exists, first note that since \( \mathcal{P} \) is a \((k, 1 - 1/r + \varepsilon)\)-partition, for each \( S \subseteq V(G) \) with \( |S| \leq r \), we have that \( d_{G[\mathcal{P}]}(S,V(G)) \geq \varepsilon n \). Consider a random subgraph of \( G[\mathcal{P}] \) in which each edge is retained independently with probability \( q \); then \((G1) \) and \((G2) \) are satisfied with high probability.)
Note that \( \delta(G[\mathcal{P}] - G') \geq (\delta + \varepsilon)(n - [n/k]) - \Delta(G') \geq \delta_k' n, \) so by the definition of \( \delta_k' \), there exists an \( \eta \)-approximate \( F \)-decomposition \( \mathcal{F}_0 \) of \( G[\mathcal{P}] - G' \). Let \( G_0 \) be the subgraph of \( G[\mathcal{P}] - G' \) which consists of the uncovered edges; so \( e(G_0) \leq \eta n^2 \).

To satisfy (b) our next aim is to cover the edges of \( G_0 \) incident to vertices of high degree in \( G_0 \) by copies of \( F \). But we know very little about the neighbourhoods of the high degree vertices, so we cannot achieve this directly. Instead our first step will be to transform the approximate \( F \)-decomposition \( \mathcal{F}_0 \) into an approximate \( F \)-decomposition \( \mathcal{F}_1 \) such that \( \bigcup \mathcal{F}_1 \) contains no edge of \( G \) incident to a vertex of high degree in \( G_0 \).

Let \( B := \{ v \in V(G) : d_{G_0}(v) > \eta^{1/2} n \} \) and let \( A := V(G) \setminus B \); observe that \( |B| \leq 2\eta^{1/2} n \). Let \( \mathcal{F}' := \{ F \in \mathcal{F}_0 : V(F) \cap B = \emptyset \} \), and enumerate the elements of \( \mathcal{F}' \) as \( F^{(1)}, \ldots, F^{(m)} \). For each \( 1 \leq i \leq m \), let \( F^{(i)}_0 := F^{(i)} - B \), let \( R_i := \{ v \in V(F^{(i)}_0) : d_{F^{(i)}_0}(v, B) \geq 1 \} \) and let \( F^{(i)}_1 := F^{(i)}[R_i, B] \cup F^{(i)}[B] \). Note that \( F^{(i)}_0 \) and \( F^{(i)}_1 \) form a decomposition of \( F^{(i)} \). We consider each \( F^{(i)}_1 \) to be rooted at \( R_i \) and label the non-root vertices \( A \). We will replace each \( F^{(i)} \) by a copy of \( F \) in \( G' \cup F^{(i)}_0 \) that contains \( F^{(i)}_0 \) but contains no vertex of \( B \). Note that each \( v \in A \) is in at most \( |B| \leq 2\eta^{1/2} n \) of the \( R_i \).

Now let \( G'' := G'[A] \) and let \( n'' := |G''| \). Note that \( R_i \subseteq A \) for each \( 1 \leq i \leq m \) and, for each \( S \subseteq A \) with \( |S| \leq r \),

\[
d_{G''}(S, V(G'')) \geq d_{G'}(S, V(G)) - |B| \geq q^r \varepsilon n/2 - 2\eta^{1/2} n \geq q^{r+1} n''.
\]

Then by Lemma 5.2 with \( G'', 1, r, f, 2\eta^{1/2}, q^{r+1}, \{ A \}, F^{(1)}_1, \ldots, F^{(m)}_1 \) playing the roles of \( G, k, d, b, \eta, \varepsilon, \mathcal{P}, H_1, \ldots, H_m \), there exist edge-disjoint embeddings \( \phi(F^{(1)}_1), \ldots, \phi(F^{(m)}_1) \) of \( F^{(1)}_1, \ldots, F^{(m)}_1 \) into \( G'' \) which are compatible with their labellings.

Let \( \mathcal{F}_1 := \{ \phi(F^{(i)}_1) \cup F^{(i)}_0 : 1 \leq i \leq m \} \cup (\mathcal{F}_0 \setminus \mathcal{F}') \). Then \( \mathcal{F}_1 \) is a collection of edge-disjoint copies of \( F \) with \( |\mathcal{F}_1| = |\mathcal{F}_0| \) and no edge of \( \bigcup \mathcal{F}_1 \) is incident to \( B \). Let \( H' := G[\mathcal{P}] \setminus \bigcup \mathcal{F}_1 \). Then \( \mathcal{F}_1 \) is an \( F \)-decomposition of \( G[\mathcal{P}] - H' \), and

\[
N_{H'}(v) = N_{G[\mathcal{P}]}(v) \quad \text{for all } v \in B. \tag{10.1}
\]

Moreover,

\[
d_{H'}(v) \leq d_{G_0}(v) + d_{G'}(v) \leq \eta^{1/2} n + 2qn \leq 3qn \tag{10.2}
\]

for all \( v \in A \).

We now find a set \( \mathcal{F}_3 \) of edge-disjoint copies of \( F \) that cover most of the edges incident to \( B \) in \( H' \). To do this we will use some edges of \( G - G[\mathcal{P}] \).

For each \( 1 \leq i \leq k \), let \( B_i := B \setminus V_i \) and let \( V_i' := V_i \setminus B \). Let \( H^*_i \) be the graph on vertex set \( V(G) \) with \( E(H^*_i) := E(H'[B_i, V'_i]) \cup E(G[V'_i]) \). Note that the \( H^*_i \) are edge-disjoint. By removing at most \( r - 1 \) edges incident to each \( v \in B_i \) from \( H^*_i \), we obtain a spanning subgraph \( H'_i \) of \( H^*_i \) which has the property that \( r \) divides \( d_{H'_i}(v, V'_i) \) for all \( v \in B_i \).

We aim to apply Lemma 10.4 to each \( H'_i \) with \( B_i, V'_i, 4gk \) playing the roles of \( U, V, \eta \). We now check that conditions (i)–(iv) of Lemma 10.4 hold for \( H'_i \).

Condition (i) holds by our construction. Note that for all \( v \in B_i \), \( 10.1 \) implies that \( d_{G}(v, V'_i) \leq d_{H'_i}(v, V'_i) + |B| + r - 1 \) (recall that we deleted at most additional \( r - 1 \) edges at \( v \) to obtain \( H'_i \) from \( H^*_i \)). Recall that \( \mathcal{P} \) is a \( (k, 1 - 1/(r + 1) + \varepsilon) \)-partition
Lemma 10.7. Let $G$ from Lemma 10.6 with a random subgraph of $I$. In Section 10.3 we will justify this assumption by combining the low degree remainder when apply Lemma 10.4 directly, as the greedy algorithm used to prove Lemma 10.3 fails of the other neighbourhoods that we consider. 

Let $n \approx 10.2.$ Covering a pseudorandom remainder. Proposition 10.8. Let $X_1, \ldots, X_n$ be Bernoulli random variables such that, for any $1 \leq s \leq n$ and any $x_1, \ldots, x_{s-1} \in \{0,1\}$, 

$$\mathbb{P}(X_s = 1 \mid X_1 = x_1, \ldots, X_{s-1} = x_{s-1}) \leq p.$$ 

Let $X := \sum_{i \in [n]} X_i$ and let $B \sim B(n, p).$ Then $\mathbb{P}(X \geq a) \leq \mathbb{P}(B \geq a)$ for any $a \geq 0.$
Proof of Lemma 10.7. Let \( t := [8k\rho^{3/2}n] \), and let \( H_j := H[U_j] \) for all \( 1 \leq j \leq p \). We construct \( T_1, \ldots, T_p \) in turn using a randomised algorithm. Suppose that we have already found \( T_1, \ldots, T_{s-1} \) for some \( 1 \leq s \leq p \); we will find \( T_s \) as follows.

Let \( G_{s-1} := \bigcup_{i=1}^{s-1} T_i \) be the subgraph of \( H \) consisting of the edges that have already been used. Let \( H'_s := H_s - G_{s-1}[U_s] \). If \( \Delta(G_{s-1}[U_s]) > r\rho^{3/2}n \), then let \( A_1, \ldots, A_t \) be empty graphs on \( U_s \). If \( \Delta(G_{s-1}[U_s]) \leq r\rho^{3/2}n \), then \( \delta(H'_s) \geq (1 - 1/r)|H'_s| + 8k\rho^{3/2}n \geq (1 - 1/r)|H'_s| + (r - 1)(t - 1) \) by (ii). So by (i) and Theorem 10.2, there exist \( t \) edge-disjoint \( K_r \)-factors \( A_1, \ldots, A_t \) in \( H'_s \).

In either case, we have found edge-disjoint subgraphs \( A_1, \ldots, A_t \) of \( H'_s \). Pick \( 1 \leq i \leq t \) uniformly at random and set \( T_s := A_i \). To prove the lemma, it suffices to show that, with positive probability,

\[
\Delta(G_{s-1}[U_s]) \leq r\rho^{3/2}n \quad \text{for all } 1 \leq s \leq p. \tag{10.3}
\]

Consider \( 1 \leq j \leq p \) and \( u \in U_j \). For \( 1 \leq s \leq p \), let \( Y_{s,j}^u \) be the indicator function of the event that \( T_s \) contains an edge incident to \( u \) in \( H_j \). Let \( X_{s,j}^u := \sum_{s=1}^{p} Y_{s,j}^u \). Note that if \( Y_{s,j}^u = 1 \), then at most \( r - 1 \) edges at \( u \) in \( H_j \) are used for \( T_s \), so \( d_{G_p}(u, U_j) \leq rX_{s,j}^u \). Therefore to prove (10.3) it suffices to show that \( X_{s,j}^u \leq r\rho^{3/2}n \) for all \( 1 \leq j \leq p \) and \( u \in U_j \).

Fix \( 1 \leq j \leq p \) and \( u \in U_j \). Let \( J_{s,j}^u \) be the set of indices \( s \neq j \) such that \( u \in U_s \). By (iv) \( |J_{s,j}^u| \leq 2kp \). Note that \( Y_{s,j}^u = 0 \) for all \( s \notin J_{s,j}^u \cup \{j\} \). So

\[
X_{s,j}^u \leq 1 + \sum_{s \in J_{s,j}^u} Y_{s,j}^u. \tag{10.4}
\]

Let \( s_1, \ldots, s_{|J_{s,j}^u|} \) be the enumeration of \( J_{s,j}^u \) such that \( s_b < s_{b+1} \) for all \( 1 \leq b \leq |J_{s,j}^u| \).

For \( b \leq |J_{s,j}^u| \), note that \( d_{H_{s_b}}(u, U_j) \leq |U_j \cap U_{s_b}| \leq 2\rho^2n \) by (iii). So at most \( 2\rho^2n \) of the subgraphs \( A_i \) that we picked in \( H_{s_b}' \) contain an edge incident to \( u \) in \( H_j \). This implies that

\[
\mathbb{P}(Y_{s_b,j}^u = 1 \mid Y_{s_1,j}^u = y_1, \ldots, Y_{s_{b-1},j}^u = y_{b-1}) \leq \frac{2\rho^2n/t}{\rho^{3/2}n} \leq \frac{\rho^{1/2}}{4k}
\]

for all \( y_1, \ldots, y_{b-1} \in \{0,1\} \) and all \( 1 \leq b \leq |J_{s,j}^u| \). Let \( B \sim B(|J_{s,j}^u|, \rho^{1/2}/4k) \). By (10.4), Proposition 10.8, Lemma 7.1 and the fact that \( |J_{s,j}^u| \leq 2kp \) we have that

\[
\mathbb{P}(X_{s,j}^u > \rho^{3/2}n) \leq \mathbb{P}(\sum_{s \in J_{s,j}^u} Y_{s,j}^u > 3\rho^{3/2}n/4) \leq \mathbb{P}(B > 3\rho^{3/2}n/4) \leq \mathbb{P}(|B - \mathbb{E}(B)| > \rho^{3/2}n/4) \leq 2e^{-\rho^2n/16k}.
\]

Since there are at most \( kn^2 \) pairs \((j,u)\), there is a choice of \( T_1, \ldots, T_p \) such that \( X_{s,j}^u \leq \rho^{3/2}n \) for all \( 1 \leq j \leq p \) and all \( u \in U_j \), provided \( n \) is sufficiently large.

We now use Lemma 10.7 to prove the corresponding version of Lemma 10.3.

**Corollary 10.9.** Let \( r, k, n \in \mathbb{N} \) and let \( \rho > 0 \) with \( 1/n \ll 1/r, 1/k, \rho \leq 1 \). Let \( H \) be a graph on \( n \) vertices. Let \( U, V \subseteq V(H) \) be disjoint with \( |V| \geq [n/k] \). Suppose that, for all distinct \( x, x' \in U \) and each \( y \in V \),

(i) \( r \) divides \( d_H(x, V) \);
(ii) \( \delta(H[N_H(x, V)]) \geq (1 - 1/r)d_H(x, V) + 9rk\rho^{3/2}|V| \);
(iii) \( |N_H(x, V) \cap N_H(x', V)| \leq 2\rho^2|V| \);
(iv) \( d_H(y, U) \leq 2k\rho|V| \).

We can now use Lemma 10.7 to prove the corresponding version of Lemma 10.3.
Then there is a subgraph $H_V$ of $H[V]$ such that $H[U,V] \cup H_V$ has a $K_{r+1}$-decomposition and $\Delta(H_V) \leq 2rk\rho|V|$.

Proof. Let $p := |U|$; note that $p \leq k|V|$. Let $u_1, \ldots, u_p$ be an enumeration of $U$. Let $U_j := N_H(u_j, V)$ for all $1 \leq j \leq p$. Apply Lemma 10.7 with $H[V], |V|$ playing the roles of $H, n$ to obtain edge-disjoint subgraphs $T_1, \ldots, T_p$ in $H[V]$ such that each $T_j$ is a $K_r$-factor in $H[U_j]$. Let $H_V := \bigcup_{j=1}^p (H \{u_j\}, U_j \cup T_j)$ has a $K_{r+1}$-decomposition. Since $d_{H_V}(y) \leq rd_H(y, U) \leq 2rk|V|$ for each $y \in V$ by (iv), we have $\Delta(H_V) \leq 2rk\rho|V|$. □

The following lemma follows from Corollary 10.9 in the same way that Lemma 10.3 follows from Lemma 10.7 so we omit a detailed proof.

Lemma 10.10. Let $r, k, n, f \in \mathbb{N}$ and let $\alpha, \rho > 0$ with $1/n \ll \rho \ll \alpha, 1/k, 1/r, 1/f \leq 1$. Let $F$ be an $r$-regular graph on $f$ vertices and let $H$ be a graph on $n$ vertices. Let $U, V \subseteq V(H)$ be disjoint with $|V| \geq n/k$. Suppose that, for all distinct $x, x' \in U$ and each $y \in V$,

(i) $r$ divides $d_H(x, V)$;
(ii) $\delta(H[N_H(x, V)]) \geq (1 - 1/r)d_H(x, V) + 9rk\rho^3/2|V|$;
(iii) $|N_H(x, V) \cap N_H(x', V)| \leq 2\rho^2|V|$;
(iv) $d_H(y, U) \leq 2k\rho|V|$;
(v) $\delta(H[V]) \geq (1 - 1/r + 2\alpha)|V|$.

Then there is a subgraph $H'_V$ of $H[V]$ such that $H[U,V] \cup H'_V$ has an $F$-decomposition and $\Delta(H'_V) \leq 2\alpha|V|$.

Lemma 10.10 easily implies the following corollary.

Corollary 10.11. Let $r, k, n, f \in \mathbb{N}$ and let $\alpha, \rho > 0$ with $1/n \ll \rho \ll \alpha, 1/k, 1/r, 1/f \leq 1$. Let $F$ be an $r$-regular graph on $f$ vertices and let $H$ be a graph on $n$ vertices. Let $\mathcal{P} = \{V_1, \ldots, V_k\}$ be an equitable partition of $V(H)$. Suppose that, for each $2 \leq i \leq k$, all distinct $x, x' \in V_{<i}$ and each $y \in V_i$,

(i) $r$ divides $d_H(x, V_i)$;
(ii) $\delta(H[N_H(x, V_i)]) \geq (1 - 1/r)d_H(x, V_i) + 9rk\rho^3/2|V_i|$;
(iii) $|N_H(x, V_i) \cap N_H(x', V_i)| \leq 2\rho^2|V_i|$;
(iv) $d_H(y, V_{<i}) \leq 2k\rho|V_i|$;
(v) $\delta(H[V_i]) \geq (1 - 1/r + 2\alpha)|V_i|$.

Then there is a subgraph $H_0$ of $H - H[\mathcal{P}]$ such that $H[\mathcal{P}] \cup H_0$ has an $F$-decomposition and $\Delta(H_0) \leq 2\alpha n$. 

Proof. For each $2 \leq i \leq k$, let $U_i := V_{<i}$, and let $H_i$ be the graph on $V(H)$ with $E(H_i) := E(H[U_i, V_i]) \cup E(H[V_i])$. Note that $H_2, \ldots, H_k$ are pairwise edge-disjoint and $H[\mathcal{P}] \subseteq \bigcup_{i=2}^k H_i$. We apply Lemma 10.10 to each $H_i$ with $U_i, V_i$ playing the roles of $U, V$ to obtain a subgraph $H_i'$ of $H_i[V_i]$ such that $H_i[U_i, V_i] \cup H_i'$ has an $F$-decomposition and $\Delta(H_i') \leq 2\alpha|V_i|$. Let $H_0 := \bigcup_{i=2}^k H_i'$. Note that $H[\mathcal{P}] \cup H_0 = \bigcup_{i=2}^k (H_i[V_i, V_i] \cup H_i')$ has an $F$-decomposition and $\Delta(H_0) = \max_{2 \leq i \leq k} \Delta(H_i') \leq 2\alpha n$ since $V(H_i') \subseteq V_i$ for each $i$. □

10.3. Proof of Lemma 10.1. We now present the formal version of the statement (i) at the beginning of Section 10. Recall that if $\mathcal{P}$ is a $(k, \delta + \varepsilon)$-partition for $G$ and $H$ is a subgraph of $G$ with $\Delta(H) \leq \varepsilon n/2k$, then $\mathcal{P}$ is a $(k, \delta)$-partition for $G - H$. 


Lemma 10.12. Let \( r, f, k, n \in \mathbb{N} \) and let \( \eta, \varepsilon > 0 \) with \( 1/n \ll \eta \ll 1/k \ll \varepsilon, 1/r, 1/f \). Let \( F \) be an \( r \)-regular graph on \( f \) vertices. Let \( G \) be an \( r \)-divisible graph on \( n \) vertices and let \( G_0 \) be a subgraph of \( G - G(P) \). Let \( \delta := \max\{\delta_0^F, 1 - 1/(r + 1)\} \). Suppose that \( \mathcal{P} = \{V_1, \ldots, V_k\} \) is a \( (k, \delta + 3\varepsilon) \)-partition for \( G - G_0 \). Then there is a subgraph \( H \) of \( G - G(P) - G_0 \) such that \( G(P) \cup H \) has an \( F \)-decomposition and \( \Delta(H) \leq \varepsilon n/2k^2 \).

In our application of Lemma 10.12 the graph \( G_0 \) will consist of edges which will be used in later iterations and are therefore not allowed to be used in the current one, so \( H \) needs to avoid \( G_0 \).

The proof of Lemma 10.12 uses Corollary 10.11. In order to guarantee that condition (ii) of Corollary 10.11 will hold, we first remove a sparse random graph \( R \). We then add \( R \) back to the remainder graph \( H \) obtained from Lemma 10.6 so that \( H(P) \) essentially behaves like a random subgraph of \( G(P) \).

Proof of Lemma 10.12. Choose \( \gamma, \rho \) such that \( 1/n \ll \eta \ll \gamma \ll \rho \ll 1/k \ll \varepsilon, 1/r, 1/f \). Let \( G_1 := G - G_0 \) and let \( G_1' := G_1 - G(P) \). By Lemma 7.2, there is a subgraph \( R \) of \( G_1(P) \) such that, for each \( 1 \leq i \leq k \) and all distinct \( x, y \in V(G) \),

\[
\begin{align*}
  d_R(x, V_i) &= \rho d_{G_1(P)}(x, V_i) + \gamma|V_i|; \\
  d_R(x, y) &= \rho^2 d_{G_1(P)}(x, y) + \gamma|V_i| \leq (\rho^2 + \gamma)|V_i|; \\
  d_{G_1'}(y, N_R(x, V_i)) &\geq \rho d_{G_1(P)}(y, N_{G_1}(x, V_i)) - \gamma n. 
\end{align*}
\]

For each \( 2 \leq i \leq k \), each \( x \in V_{<i} \) and each \( y \in N_{G_1}(x, V_i) \), we have \( d_{G_1'}(y, N_{G_1}(x, V_i)) = d_{G_1}(y, N_{G_1}(x, V_i)) \), so (10.7) and Proposition 10.5 imply that

\[
\begin{align*}
  d_{G_1'}(y, N_R(x, V_i)) &\geq \rho ((1/1-r)d_{G_1}(x, V_i) + \varepsilon|V_i|) - \gamma n \\
  &\geq (1 - 1/r)\rho d_{G_1}(x, V_i) + 10r\rho^3/2|V_i|. 
\end{align*}
\]

Let \( G_2 := G_1 - R \). Note that \( \mathcal{P} \) is a \( (k, \delta + 2\varepsilon) \)-partition for \( G_2 \) since \( \rho \ll \varepsilon \). By Lemma 9.3, \( G_2 \) contains an \( F \)-parity graph \( P \) with respect to \( \mathcal{P} \) such that

\[
\Delta(P) \leq \gamma n. 
\]

Let \( G_3 := G_2 - P \). Note that \( \mathcal{P} \) is a \( (k, \delta + \varepsilon) \)-partition for \( G_3 \) as \( \gamma \ll \varepsilon \). Apply Lemma 10.6 to \( G_3 \) to obtain a subgraph \( G_4 \) of \( G_3 \) such that

\[
\begin{align*}
  &\text{(a) } G_3 - G_4 \text{ has an } F \text{-decomposition } \mathcal{F}_1; \\
  &\text{(b) } \Delta(G_4(P)) \leq \gamma n; \\
  &\text{(c) for each } 1 \leq i \leq k, \Delta(\bigcup \mathcal{F}_1[V_i]) = \Delta(G_3[V_i] - G_4[V_i]) \leq 2\gamma|V_i|. 
\end{align*}
\]

Recall that \( P \) is an \( F \)-parity graph, so has an \( F \)-decomposition. Note that \( G^* := R \cup G_4 \cup G_0 = G - P - \bigcup \mathcal{F}_1 \) is obtained from \( G \) by removing a set of edge-disjoint copies of \( F \), so \( G^* \) is \( r \)-divisible. Since \( P \) is an \( F \)-parity graph with respect to \( \mathcal{P} \), there is a subgraph \( P' \) of \( P \) such that \( P - P' \) has an \( F \)-decomposition \( \mathcal{F}_2 \) and \( r \) divides \( d_{G^* \cup P'}(x, V_i) \) for each \( 2 \leq i \leq k \) and each \( x \in V_{<i} \). Note that, by (10.9),

\[
\Delta(\bigcup \mathcal{F}_2[V_i]) \leq \Delta(P) \leq \gamma n. 
\]

Let \( G_5 := G^* \cup P' - G_0 \). Note that

\[
G_5 = G_1 - \bigcup \mathcal{F}_1 - \bigcup \mathcal{F}_2 = R \cup G_4 \cup P'. 
\]

We will now check that conditions (i)–(v) of Corollary 10.11 hold with \( G_5 \) playing the role of \( H \). Recall that \( e(G_0|P)| = 0 \) and that \( r \) divides \( d_{G^* \cup P'}(x, V_i) \) for each
2 \leq i \leq k \text{ and each } x \in V_{<i}. 

So condition (i) holds. Consider 2 \leq i \leq k \text{ and } x \in V_{<i}.

By (10.11), (10.5), (b) and (10.9), we have that
\[ d_{G_5}(x, V_{i}) \leq d_{R}(x, V_{i}) + \Delta(G_4[P]) + \Delta(P) \leq \rho d_{G_1}(x, V_{i}) + 3\gamma n. \quad (10.12) \]

Therefore, using (10.8), (c) and (10.10) in the second line, we have that for \( y \in N_{G_5}(x, V_{i}) \subseteq N_{G_1}(x, V_{i}) \),
\[ d_{G_5}(y, N_{G_5}(x, V_{i})) \geq d_{G_1}(y, N_{R}(x, V_{i})) - \Delta(\bigcup F_1[V_{i}]) - \Delta(\bigcup F_2[V_{i}]) \]
\[ \geq (1 - 1/r)\rho d_{G_1}(x, V_{i}) + 10r k \rho^{3/2}|V_{i}| - 2\gamma n - \gamma n \]
\[ \geq (1 - 1/r)(d_{G_5}(x, V_{i}) - 3\gamma n) + 10r k \rho^{3/2}|V_{i}| - 3\gamma n \]
\[ \geq (1 - 1/r)d_{G_5}(x, V_{i}) + 9r k \rho^{3/2}|V_{i}|. \]

Thus condition (ii) of Corollary (10.11) holds.

To see that conditions (iii) and (iv) of Corollary (10.11) hold, note that, for all distinct \( x, x' \in V_{<i} \) and each \( 2 \leq i \leq k \),
\[ |N_{G_5}(x, V_{i}) \cap N_{G_5}(x', V_{i})| \leq d_{R}(\{x, x'\}, V_{i}) + \Delta(G_4[P]) + \Delta(P) \leq 2\rho^2|V_{i}|, \]

where the second inequality holds by (10.6), (b) and (10.9). Similarly, for each \( y \in V_{i} \) and each \( 1 \leq i \leq k \),
\[ d_{G_5}(y, V_{<i}) \leq \Delta(\bigcup F_1[V_{i}]) - \Delta(\bigcup F_2[V_{i}]) \]
\[ \leq (1 - 1/(r + 1) + \varepsilon)|V_{i}| - 3\gamma n \geq (1 - 1/r + 2\alpha)|V_{i}|, \]

implying condition (v) of Corollary (10.11). So by Corollary (10.11), there is a subgraph \( H_{5} \) of \( G_{5} - G_{5}[P] \) such that \( G_{5}[P] \cup H_{5} \) has an \( F \)-decomposition \( F_{3} \) and \( \Delta(H_{5}) \leq \varepsilon n/4k^2 \). Let \( H := (\bigcup F_1 - \bigcup F_1[P]) \cup (\bigcup F_2 - \bigcup F_2[P]) \cup H_5 \). Note that \( H \subseteq G - G[P] - G_0 \) and \( \Delta(H) \leq 2\gamma|n/k| + \gamma n + \varepsilon n/4k^2 \leq \varepsilon n/2k^2 \) by (c) and (10.10). In particular, \( G[P] \cup H = G_1[P] \cup H \) also has an \( F \)-decomposition \( F_1 \cup F_2 \cup F_3 \) by (10.11).

As described at the beginning of this section, we can now iteratively apply Lemma (10.12) to a sequence of partitions to prove the following lemma, which immediately implies Lemma (10.11).

Lemma 10.13. Let \( r, f, m, k, \ell \in \mathbb{N} \) and let \( \varepsilon, \eta > 0 \) with \( 1/m \ll \varepsilon \ll 1/k \ll \varepsilon, 1/r, 1/f \). Let \( F \) be an \( r \)-regular graph on \( f \) vertices and let \( G \) be an \( r \)-divisible graph. Let \( \delta := \max\{\delta_0, 1 - 1/(r + 1)\} \). Suppose that \( P_1, \ldots, P_\ell \) is a sequence of partitions of \( V(G) \) such that

(i) \( P_1 \) is a \((k, \delta + \varepsilon)\)-partition for \( G \);
(ii) for each \( 2 \leq i \leq \ell \) and each \( V \in P_{i-1} \), \( P_i[V] \) is a \((k, \delta + 2\varepsilon)\)-partition for \( G[V] \);
(iii) each \( V \in P_\ell \) has size \( m - 1 \) or \( m \).

Then there exists a subgraph \( H^* \) of \( \bigcup_{V \in P_\ell} G[V] \) such that \( G - H^* \) has an \( F \)-decomposition.
Proof. Let \( n := |G| \), and let \( G_0 := G - G[P_1] - G[P_2] \). (If \( \ell = 1 \), then let \( G_0 \) be the empty graph.)

Note that \( P_1 \) is a \((k, \delta + \varepsilon/2)\)-partition for \( G - G_0 \). Apply Lemma 10.12 to obtain a subgraph \( H \) of \( G - G[P_1] - G_0 \) such that \( G[P_1] \cup H \) has an \( F \)-decomposition \( F_0 \) and \( \Delta(H) \leq \varepsilon n/2k^2 \). This proves the case when \( \ell = 1 \) (by setting \( H^* := G - G[P_1] - H \), so we proceed by induction and assume that \( \ell \geq 2 \).

Obtain \( H \) as above and let \( G' := G - G[P_1] - H \). Consider \( U \in P_1 \). Note that \( G'[U] \) is \( r \)-divisible. Since \( \Delta(H) \leq \varepsilon n/2k^2 \), we have that \( P_2[U] \) is a \((k, \delta + \varepsilon)\)-partition for \( G'[U] \). Since \( H \) is edge-disjoint from \( G_0 \), for each \( 3 \leq i \leq \ell \) and each \( V \in P_{i-1}[U] \) we have that \( P_i[V] \) is a \((k, \delta + 2\varepsilon)\)-partition for \( G'[V] \). So we can apply the induction hypothesis to \( G'[U], P_2[U], \ldots, P_\ell[U] \) to obtain a subgraph \( H'_U \) of \( \bigcup_{V \in P_\ell[U]} G[V] \) such that \( G'[U] - H'_U \) has an \( F \)-decomposition \( F_U \).

Set \( H^* := \bigcup_{U \in P_1} H'_U \). Observe that \( H^* \) is a subgraph of \( \bigcup_{V \in P_\ell} G[V] = G - G[P_\ell] \) and \( G - H^* \) has an \( F \)-decomposition \( F_0 \cup \bigcup_{U \in P_1} F_U \). \( \square \)

10.4. A strengthening of Lemma 10.1 for certain graphs \( F \). Suppose that \( F \) is an \( r \)-regular graph that is not a vertex-disjoint union of copies of \( K_{r+1} \). Then Lemma 10.1 still holds if we replace \( \delta := \max\{\delta_F, 1/(r+1)\} \) by \( \delta := \max\{\delta_F, 1-1/r\} \).

Let \( r, f, m, k, \ell \in \mathbb{N} \) and let \( \varepsilon, \eta > 0 \) with \( 1/m \ll \eta \ll 1/k \ll \varepsilon, 1/r, 1/f \). Let \( F \) be an \( r \)-regular graph on \( f \) vertices such that \( F \) is not a vertex-disjoint union of copies of \( K_{r+1} \). Let \( G \) be an \( r \)-divisible graph. Let \( \delta := \max\{\delta_F, 1-1/r\} \). Suppose that \( P_1, \ldots, P_\ell \) is a \((k, \delta, m)\)-partition sequence for \( G \). Then there exists a subgraph \( H^* \) of \( \bigcup_{V \in P_\ell} G[V] \) such that \( G - H^* \) has an \( F \)-decomposition. In particular, if \( G \) is \( F \)-divisible, then so is \( H^* \).

We now sketch a proof of Lemma 10.14 obtained by modifying the proof of Lemma 10.1. Note that the application of Theorem 10.2 (in the proof of Lemma 10.3) is the only point in the proof of Lemma 10.1 where we need that \( \delta \geq 1-1/(r+1) \) (rather than \( \delta \geq 1-1/r \)). Since \( F \) is not a vertex-disjoint union of copies of \( K_{r+1} \), there exists a vertex \( x \) in \( F \) such that \( F_x := F[N_F(x)] \) is not complete. Note that \( \chi(F_x) \leq r-1 \) as \( |F_x| = r \) and \( F_x \neq K_r \). Suppose that \( H, x \) and \( V \) are as described at the beginning of Section 10.1. Then it suffices to find an \( F \)-factor in \( N_H(x, V) \) (rather than a \( K_r \)-factor). So we can replace Theorem 10.2 by the following result.

**Theorem 10.15** (Alon and Yuster [1]). For every graph \( F \) and every \( \varepsilon > 0 \), there exists an \( n_0 = n_0(\varepsilon, F) \) such that every graph \( G \) on \( n \geq n_0 \) vertices with \( \delta(G) \geq (1 - 1/\chi(F) + \eta)n \) contains \( |G|/|F| \) vertex-disjoint copies of \( F \).

The proof of Lemma 10.14 is otherwise the same as that of Lemma 10.1.

11. PROOF OF THEOREM 1.3

We can now complete the proof of Theorem 1.3.

**Proof of Theorem 1.3** Without loss of generality we may assume that \( \varepsilon \ll 1/r, 1/f \). Choose \( k, m', n_0 \in \mathbb{N} \) and \( \eta > 0 \) such that \( 1/n_0 \ll 1/m' \ll \eta \ll 1/k \ll \varepsilon \ll 1/r, 1/f \), and let \( \varepsilon' := \varepsilon/3 \). Let \( G \) be an \( F \)-divisible graph on \( n \geq n_0 \) vertices with \( \delta(G) \geq (\delta + 3\varepsilon')n \). By Lemma 7.4, there is a \((k, \delta + 2\varepsilon', m)\)-partition sequence \( P_1, \ldots, P_\ell \) for \( G \) such that \( m' \leq m \leq km' \). Let \( G_1 := G[P_1] \), and let \( G_{\ell+1} := G - G[P_\ell] \). Note that \( \delta(G_1[P_\ell]) \geq \delta(G_1) \geq (\delta + 2\varepsilon')(n - \lfloor n/k \rfloor) \geq (\delta + \varepsilon')n \) as \( 1/k \ll \varepsilon' \ll 1 \). Since
δ ≥ 1 − 1/3r, we can apply Lemma 8.1 to \( G_1 \cup G_{\ell+1} \) (with \( \mathcal{P}_\ell, (\varepsilon'/2k)^{1/2} \) playing the roles of \( \mathcal{P}, \varepsilon \)) to obtain an \( F \)-divisible subgraph \( A' \) of \( G_1 \cup G_{\ell+1} \) such that

(i) \( \Delta(A'[\mathcal{P}_1]) \leq \varepsilon' n/2k \) and \( \Delta(A'[V]) \leq r \) for each \( v \in \mathcal{P}_1 \), and

(ii) if \( H' \) is an \( F \)-divisible graph on \( V(G) \) that is edge-disjoint from \( A' \) and has \( e(H'[\mathcal{P}_1]) = 0 \), then \( A' \cup H' \) has an \( F \)-decomposition.

Let \( G' := G - A' \); then \( G' \) is \( F \)-divisible. Note that for each \( v \in \mathcal{P}_1 \) and each \( v \in V(G) \), we have \( d_{G'}(v, V) \geq d_G(v, V) - \Delta(A) \geq (\delta + \varepsilon')|V| \). So \( \mathcal{P}_1 \) is a \((k, \delta + \varepsilon', m)\)-partition sequence for \( G' \). Note that \( \Delta(A' - A'[\mathcal{P}_1]) \leq r \) by (i), so \( \mathcal{P}_1, \ldots, \mathcal{P}_\ell \) is a \((k, \delta + \varepsilon', m)\)-partition sequence for \( G' \).

Apply Lemma 10.1 to obtain an \( F \)-divisible subgraph \( H = \bigcup_{V \in \mathcal{P}_\ell} G'[V] \) such that \( G' - H \) has an \( F \)-decomposition. But now \( A' \cup H \) has an \( F \)-decomposition by (ii). □

Note that all of our arguments can be carried out in polynomial time, and all probabilistic arguments give the desired structure with sufficiently high probability. Hazell and Rödl’s original proof of Theorem 4.3 gave a polynomial time algorithm for converting a fractional decomposition into an approximate decomposition, and Kierstead, Kostochka, Mydlarz and Szemerédi [19] found an alternative proof of Theorem 10.2 which gave a polynomial time algorithm for finding \( K_r \)-factors.

We can actually obtain a stronger version of Theorem 1.3 which can be applied to obtain better bounds for certain graphs \( F \). It involves the parameter \( d_F \) introduced in Section 8.3 that measures the degeneracy of the most efficient transformer for \( F \). The proof of Theorem 11.1 is the same as that of Theorem 1.3 except that we replace Lemma 8.1 with Lemma 8.12 and Lemma 10.1 with Lemma 10.14 (if \( F \) is not a vertex-disjoint union of copies of \( K_{r+1} \)).

**Theorem 11.1.** Let \( F \) be an \( r \)-regular graph. Then for all \( \varepsilon > 0 \), there exists an \( n_0 = n_0(\varepsilon, F) \) and an \( \eta := \eta(\varepsilon, F) \) such that every \( F \)-divisible graph \( G \) on \( n \geq n_0 \) vertices with \( \delta(G) \geq (\delta + \varepsilon)n \), where

\[
\delta := \begin{cases} \max\{\delta_F, 1 - \frac{1}{\delta_F}, 1 - \frac{1}{r+1}\} & \text{if } F \text{ is a vertex-disjoint union of copies of } K_{r+1}, \\ \max\{\delta_F, 1 - \frac{1}{\delta_F}, 1 - \frac{1}{r}\} & \text{otherwise,} \end{cases}
\]

has an \( F \)-decomposition.

Our proof of Theorem 11.1 can also be carried out in polynomial time, since the \( F \)-factor guaranteed in Theorem 10.15 can be obtained in polynomial time (see the discussion after [37, Theorem 2.6]).

Note that Theorem 11.1 implies Theorem 1.3 since Corollary 8.10 states that \( d_F \leq 3r \) for any \( r \)-regular graph \( F \). However, for some graphs \( F \) one can obtain much better bounds on \( d_F \), yielding improved overall bounds. We illustrate this for the case of cycles and complete bipartite graphs in Section 12.

**12. Decompositions into Cycles and Bipartite Graphs**

In this section we consider \( C_\ell \)-decompositions and deduce Theorem 1.4 from Theorem 11.1. For even \( \ell \), the bounds in Theorem 1.4 are asymptotically best possible. We now describe the construction giving the lower bound in the following two propositions.
Proposition 12.1. Let \( \ell \in \mathbb{N} \) with \( \ell \geq 3 \) and \( \ell \neq 4 \), and let
\[
\delta := \begin{cases} 
1/2 & \text{if } \ell \geq 6 \text{ is even;} \\
\frac{\ell}{2(\ell-1)} & \text{if } \ell \text{ is odd.}
\end{cases}
\]
Then there are infinitely many \( C_\ell \)-divisible graphs \( G \) with \( \delta(G) \geq \delta|G| - 1 \) that are not \( C_\ell \)-decomposable.

Note that the case \( \ell = 3 \) describes an extremal example for the triangle decomposition conjecture of Nash-Williams.

Proof. Case \( \ell \geq 6 \) even. Let \( n \) be such that \( n \equiv \ell + 1 \mod 2\ell \). So \( n - 1 \) is even and \( \ell \) divides \( n(n-1) \) but not \( \binom{n}{2} \). Let \( G \) be the vertex-disjoint union of two cliques of order \( n \). Then \( G \) is \( C_\ell \)-divisible with \( \delta(G) = |G|/2 - 1 \), but neither connected component is itself \( C_\ell \)-divisible, so \( G \) cannot be \( C_\ell \)-decomposable.

Case \( \ell \) odd. Let \( G \) be the graph obtained from \( K_{\ell-1,\ell-1} \) by blowing up each vertex to a clique of odd order \( n \) such that \( \ell \) divides \( n \). The degree of each vertex is \( \ell n - 1 \), which is even, and the total number of edges is \( (\ell - 1)n(\ell n - 1) \), which is divisible by \( \ell \). We have that
\[
\delta(G) = \ell n - 1 = \frac{\ell|G|}{2(\ell-1)} - 1,
\]
but each copy of \( C_\ell \) in \( G \) contains an edge of one of the copies of \( K_n \), and the number of such edges is only \( (\ell - 1)n(n-1) < e(G)/\ell \), so \( G \) cannot be \( C_\ell \)-decomposable. \( \square \)

The existence of special constructions for the case \( \ell = 4 \) is perhaps surprising, and was first observed by Kahn and Winkler (see [34]), who showed that there exist infinitely many \( C_4 \)-divisible graphs \( G \) with \( \delta(G) \geq \frac{3|G|}{5} - 1 \) that are not \( C_4 \)-decomposable. A construction matching the asymptotic upper bound from Theorem 1.1 was found by Taylor [29]. This construction also generalizes to \( K_{r,r} \) for even \( r \).

Proposition 12.2. Let \( r \in \mathbb{N} \) be even. Then there are infinitely many \( K_{r,r} \)-divisible graphs \( G \) with \( \delta(G) \geq \frac{2|G|}{3} - r \) that are not \( K_{r,r} \)-decomposable.

Proof. We will construct one such graph for each \( m \in \mathbb{N} \). Let \( V_1, V_2, V_3 \) be disjoint vertex sets such that \( |V_1| = 2r^2m + r, |V_2| = 2r^2m + 1, |V_3| = 2r^2m - r \). Let \( G \) be the graph on vertex set \( V_1 \cup V_2 \cup V_3 \) consisting only of a clique on \( V_1 \), a clique on \( V_3 \) and a complete bipartite graph with vertex classes \( V_1 \cup V_3, V_2 \). Thus \( n := |G| = 6r^2m + 1 \). Note that \( d(x) \in \{4r^2m + r, 4r^2m, 4r^2m - r\} \) for all vertices \( x \). The total number of edges is
\[
\frac{1}{2} \left( 2r^2m + r \right) + \frac{1}{2} \left( 2r^2m - r \right) + (4r^2m)(2r^2m + 1) = (12r^2m^2 + 2m + 1)r^2.
\]
Thus \( G \) is \( K_{r,r} \)-divisible and \( \delta(G) = \frac{2n}{3} - r \).

Now let \( F \) be any copy of \( K_{r,r} \) in \( G \). We claim that \( e(F[V_1]) \) is divisible by \( r \). Let \( \{A, B\} \) be the natural bipartition of \( F \). If \( e(F[V_1]) = 0 \) then we are done, so assume that \( A \cap V_1 \) and \( B \cap V_1 \) are both non-empty. Then \( A \cap V_3 \) and \( B \cap V_3 \) must both be empty, as there are no edges from \( V_1 \) to \( V_3 \) in \( G \). Since \( V_2 \) is an independent set in \( G \), \( A \cap V_2 \) and \( B \cap V_2 \) cannot both be non-empty, so by relabelling if necessary we may assume that \( A \cap V_2 \) is empty; that is, \( A \subseteq V_1 \). Hence \( e(F[V_1]) = r|B \cap V_1| \), which is divisible by \( r \). But \( e(G[V_1]) = (r^2m + r/2)(2r^2m + r - 1) \), which is not divisible by \( r \) as the second factor is coprime to \( r \) and the first factor is not divisible by \( r \). So \( G[V_1] \) cannot be covered by any set of edge-disjoint copies of \( F \) in \( G \). \( \square \)
We prove Theorem 1.4 using Theorem 11.1. Recall the definition of $d_{C_4}$ in Section 8.3. We now bound $d_{C_4}$ above for $\ell \geq 3$.

**Lemma 12.3.** For $\ell \in \mathbb{N}$ with $\ell \geq 3$, 

$$d_{C_4} \leq \begin{cases} 
4 & \text{if } \ell = 3, \\
3 & \text{if } \ell = 4, \\
2 & \text{if } \ell \geq 5.
\end{cases}$$

**Proof.** Lemma 8.5 implies that the lemma holds for $\ell \geq 4$. So we may assume that $\ell = 3$. Let $H$ be a 2-regular graph and let $H'$ be obtained from $H$ by identifying vertices. Suppose that $H$ and $H'$ are vertex-disjoint. Recall that an $(H, H')_{C_3}$-transformer $T$ is a graph such that

- $T \cup H$ and $T \cup H'$ each have $C_3$-decompositions;
- $V(H \cup H') \subseteq V(T)$ and $T[V(H \cup H')]$ is empty.

To show that $d_{C_3} \leq 4$, it suffices to show that there exists an $(H, H')_{C_3}$-transformer $T$ such that the degeneracy of $T$ rooted at $V(H \cup H')$ is at most 4.

Let $\phi : H \to H'$ be a graph homomorphism from $H$ to $H'$ that is edge-bijective. Note that $H$ is a union of vertex-disjoint cycles $C_{s_1}, \ldots, C_{s_p}$. So $H'$ decomposes into $\phi(C_{s_1}), \ldots, \phi(C_{s_p})$. Suppose that, for each $1 \leq j \leq p$, there exists a $(C_{s_j}, \phi(C_{s_j}))_{C_3}$-transformer $T_j$ such that the degeneracy of $T_j$ rooted at $V(C_{s_j} \cup \phi(C_{s_j}))$ is at most 4. We further choose the $T_j$ such that $V(T_j) \cap V(H \cup H') = V(C_{s_j} \cup \phi(C_{s_j}))$ and $V(T_j) \cap V(T_{j'}) \subseteq V(H \cup H')$ for all $j \neq j'$. In particular, the $T_j$ are edge-disjoint. Let $T := \bigcup_{1 \leq j \leq p} T_j$. Then $T$ is an $(H, H')_{C_3}$-transformer such that the degeneracy of $T$ rooted at $V(H \cup H')$ is at most 4. Therefore, we may assume that $H$ is a cycle $x_1, x_2, \ldots, x_s, x_1$.

Let $\{u_i, v_i, w_i : 1 \leq i \leq s\}$ be a set of 3s vertices disjoint from $V(H \cup H')$. Define a graph $T$ as follows:

(i) $V(T) := V(H) \cup V(H') \cup \{u_i, v_i, w_i : 1 \leq i \leq s\}$;

(ii) $E_1 := \{x_i u_i, x_i v_i, x_i w_i, x_i u_{i+1} : 1 \leq i \leq s\}$;

(iii) $E_2 := \{v_i u_i : 1 \leq i \leq s\}$;

(iv) $E_3 := \{u_i v_i, w_i u_{i+1} : 1 \leq i \leq s\}$;

(v) $E_4 := \{\phi(x_i) u_i, \phi(x_i) v_i, \phi(x_i) w_i, \phi(x_i) u_{i+1} : 1 \leq i \leq s\}$;

(vi) $E(T) := E_1 \cup E_2 \cup E_3 \cup E_4$.

Here the indices are considered modulo $s$. Note that $T[V(H \cup H')]$ is empty.

![Figure 3. A $(H, H')_{C_3}$-transformer $T$.](image-url)
Note also that $H \cup E_1 \cup E_2$ can be decomposed into $2s$ copies of $C_3$, where each $C_3$ has vertex set either $\{x_i, x_{i+1}, u_{i+1}\}$ or $\{x_i, v_i, w_i\}$ for some $1 \leq i \leq s$. Note also that $E_3 \cup E_4$ can be decomposed into $2s$ copies of $C_3$, where each $C_3$ has vertex set either $\{\phi(x_i), u_i, v_i\}$ or $\{\phi(x_i), w_i, u_{i+1}\}$ for some $1 \leq i \leq s$. Thus $H \cup T$ has a $C_3$-decomposition. Similarly, $H' \cup T$ has a $C_3$-decomposition. Therefore $T$ is an $(H, H')_{C_3}$-transformer. To see that the degeneracy of $T$ rooted at $V(H) \cup V(H')$ is at most 4, consider the vertices in $H, H', \{u_i : 1 \leq i \leq s\}, \{v_i, w_i : 1 \leq i \leq s\}$ in that order. This completes the proof of the lemma. □

We now prove Theorem 1.4.

Proof of Theorem 1.4. We first prove (i). So let $\ell \geq 4$ be even. By Theorem 11.1 and Lemma 12.3, it suffices to show that $\lim_{\eta \to 0} \delta^\eta_{C_\ell} \leq \delta$. But $\delta^\eta_{C_\ell} = 0$ for all $\eta > 0$ since $C_\ell$ is bipartite. Indeed, it follows from the Erdős–Simonovits–Stone theorem [11, 12] that we can obtain an $\eta$-approximate $C_\ell$-decomposition greedily (since the Turán density of bipartite graphs is 0).

To prove (ii), let $\ell \geq 3$ be odd. Note that $\lim_{\eta \to 0} \delta^\eta_{C_\ell} \geq 1/2$ (consider e.g. $K_{n,n}$). Moreover, $\lim_{\eta \to 0} \delta^\eta_{C_3} \geq 3/4$, see e.g. Yuster [35]. Thus the first part of Theorem 1.4(ii) follows from Theorem 11.1 and Lemma 12.3. The ‘moreover part’ follows then from Corollary 4.5 and Theorem 4.8. □

If $F$ is an $r$-regular bipartite graph, then Theorem 1.4 implies the following result, which applies for instance to the complete bipartite graph $K_{r,r}$.

Corollary 12.4. Let $F$ be an $r$-regular bipartite graph. Then for each $\varepsilon > 0$, there is an $n_0 = n_0(\varepsilon, F)$ such that every $F$-divisible graph $G$ on $n \geq n_0$ vertices with $\delta(G) \geq (1 - 1/(r+1) + \varepsilon)n$ has an $F$-decomposition.

Proof. As observed in the proof of Theorem 1.4(i), $\delta^\eta_F = 0$ for all $\eta > 0$ since $F$ is bipartite. Since $d_F \leq r+1$ by Lemma 8.5, the result now follows from Theorem 11.1. □
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