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Abstract Jet energy scale and resolution measurements
with their associated uncertainties are reported for jets using
36–81 fb−1 of proton–proton collision data with a centre-
of-mass energy of

√
s = 13 TeV collected by the ATLAS

detector at the LHC. Jets are reconstructed using two differ-
ent input types: topo-clusters formed from energy deposits
in calorimeter cells, as well as an algorithmic combination of
charged-particle tracks with those topo-clusters, referred to
as the ATLAS particle-flow reconstruction method. The anti-
kt jet algorithm with radius parameter R = 0.4 is the primary
jet definition used for both jet types. This result presents new
jet energy scale and resolution measurements in the high pile-
up conditions of late LHC Run 2 as well as a full calibration
of particle-flow jets in ATLAS. Jets are initially calibrated
using a sequence of simulation-based corrections. Next, sev-
eral in situ techniques are employed to correct for differences
between data and simulation and to measure the resolution
of jets. The systematic uncertainties in the jet energy scale
for central jets (|η| < 1.2) vary from 1% for a wide range
of high-pT jets (250 < pT < 2000 GeV), to 5% at very low
pT (20 GeV) and 3.5% at very high pT (> 2.5 TeV). The
relative jet energy resolution is measured and ranges from
(24 ± 1.5)% at 20 GeV to (6 ± 0.5)% at 300 GeV.
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1 Introduction

The energetic proton–proton (pp) collisions produced by
the Large Hadron Collider (LHC) yield final states that are
predominantly characterized by jets, or collimated sprays
of charged and neutral hadrons. Jets constitute an essen-
tial piece of the physics programme carried out using the
ATLAS detector due to their presence in the signal pro-
cesses being measured and searched for, the various back-
ground processes that hide those signals, and the additional
activity due to simultaneous pp collisions. Measurements of
the energy scale and resolution of these complex objects, as
well as their associated systematic uncertainties, are there-
fore essential both for precision measurements of the Stan-
dard Model (SM) and for sensitive searches for new physics
beyond it. This paper presents the strategy used for the deter-
mination of the jet energy scale (JES) and resolution (JER)
by the ATLAS experiment and its implementation as it per-
tains to the analysis of data from Run 2 of the LHC. Results
for the JES and JER are presented using data collected dur-
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ing 2015–2017, corresponding to integrated luminosities in
the range 36–81 fb−1, depending on the analysis method and
its goals. This publication focuses on calibrating jets recon-
structed with the anti-kt [1] algorithm with radius parameter
R = 0.4.

The ATLAS Collaboration has published previous cali-
brations and uncertainties of the energy scale and resolution
for this jet definition with data taken in 2010 [2–4], 2011
[5], 2012 [6], and 2015 [7]. Additionally, some ATLAS pub-
lications have targeted different jet definitions. In particu-
lar, the Run 1 papers include dedicated calibrations1 of jets
reconstructed with the anti-kt algorithm with R = 0.6 and
R = 1.0, and a dedicated in situ calibration of large-radius
jets has also been completed in Run 2 data [9]. This pub-
lication extends and improves on previous calibrations of
anti-kt R = 0.4 jets, taking full advantage of the larger
dataset recorded over the period of 2015–2017. The signif-
icant increase in the number of proton collisions per bunch
crossing in 2016 and 2017 data-taking leads to a correspond-
ingly more difficult environment for jet reconstruction, and
this result presents new jet energy scale and resolution mea-
surements in these unique high pile-up conditions.

Section 2 describes the ATLAS detector, and Sect. 3
describes the recorded data and the Monte Carlo (MC) sim-
ulation samples used in this paper. Section 4 presents the
inputs and algorithms used to reconstruct the jets. Section 5
and Sect. 6 present the methods used and the result of both
the calibration and the resulting systematic uncertainties of
the JES and the JER, respectively.

2 The ATLAS detector

The ATLAS detector [10] at the LHC covers nearly the
entire solid angle around the collision point.2 It consists of
an inner tracking detector surrounded by a thin supercon-
ducting solenoid, electromagnetic and hadronic calorimeters,
and a muon spectrometer incorporating three large supercon-
ducting toroidal magnets. The inner-detector system (ID) is
immersed in a 2 T axial magnetic field and provides charged-
particle tracking in the range |η| < 2.5.

1 Comparisons in Run 1 between R = 0.4 and R = 0.6 jets confirm
the need for dedicated calibrations for different jet radii [8].
2 ATLAS uses a right-handed coordinate system with its origin at the
nominal interaction point in the centre of the detector. The positive x-
axis is defined by the direction from the interaction point to the centre
of the LHC ring, with the positive y-axis pointing upwards, while the
beam direction defines the z-axis. Cylindrical coordinates (r, φ) are
used in the transverse plane, φ being the azimuthal angle around the
z-axis. The pseudorapidity η is defined in terms of the polar angle θ by
η = − ln tan(θ/2). Rapidity is defined as y = 0.5 ln[(E+ pz)/(E− pz)],
where E denotes the energy and pz is the component of the momen-
tum along the beam direction. The angular distance �R is defined as�

(�y)2 + (�φ)2.

The silicon pixel detector covers the vertex region and typ-
ically provides four measurements per track, with the inner-
most space-point provided by the insertable B-layer that was
installed before Run 2 [11,12]. The pixel detector is fol-
lowed by the silicon microstrip tracker, which usually yields
eight measurements per track. The silicon-based detectors
are complemented by the transition radiation tracker (TRT),
which enables radially extended track reconstruction up to
|η| = 2.0. The TRT also provides electron identification
information based on the fraction of hits (typically 30 in
total) above a higher energy-deposit threshold correspond-
ing to transition radiation.

The calorimeter system covers the pseudorapidity range
|η| < 4.9. Within the region |η| < 3.2, high-granularity
lead/liquid-argon (LAr) calorimeters with both barrel and
endcap sections provide electromagnetic calorimetry. An
additional thin LAr presampler covers |η| < 1.8, and is used
to correct for energy loss in materials traversed by parti-
cles prior to reaching the calorimeters. Hadronic calorime-
try is provided by the steel/scintillator-tile calorimeter, seg-
mented into three barrel structures within |η| < 1.7, and
two copper/LAr hadronic endcap calorimeters cover the
range 1.5 < |η| < 3.2. The solid angle coverage between
3.2 < |η| < 4.9 is completed with forward copper/LAr
and tungsten/LAr calorimeter modules optimized for elec-
tromagnetic and hadronic measurements respectively. Inter-
faces that exist between each of these components, in partic-
ular between the barrel and endcap regions, provide for space
to route various services and infrastructure, such as electri-
cal and fiber-optic cabling, cooling, and support structures.
However, these so-called transition regions also create dis-
continuities in the response of the calorimeter to both charged
and neutral particles due to energy absorption in the inactive
materials and changes in the geometry of the active materi-
als of the calorimeters. The calibrated response and resolu-
tion of the calorimeter must therefore either correct for these
features, or account for them when establishing systematic
uncertainties. Figure 1 shows the many components of the
calorimeter system, with reference pseudorapidities and var-
ious relevant transition regions marked as well [10,13,14].

The muon spectrometer (MS) comprises separate trigger
and high-precision tracking chambers measuring the deflec-
tion of muons in a magnetic field generated by supercon-
ducting air-core toroids. The field integral of the toroids
ranges between 2.0 and 6.0 Tm across most of the detec-
tor. A set of precision chambers covers the region |η| < 2.7
with three layers of monitored drift tubes, complemented
by cathode-strip chambers in the forward region, where the
background is highest. The muon trigger system covers the
range |η| < 2.4 with resistive-plate chambers in the barrel,
and thin-gap chambers in the endcap regions.

Interesting events are selected to be recorded by the first-
level trigger system implemented in custom hardware, fol-
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Fig. 1 Layout of the ATLAS calorimeters with pseudorapitidy (η) val-
ues marked for reference. The inner detector systems can be seen in
black-and-white in the center of the diagram; tracking is provided up to
η = 2.5. The electromagnetic (EM) barrel and endcap calorimeters are
shown in green. The EM barrel has consistent performance throughout,
but has a seam in the construction at η = 0 which can impact jet energy
resolution. The EM endcap has a precision region marked in darker
green and an extended region in light green, and the transition from one
to the other around η ∼ 2.5 involves a dramatic change in the material

layers. The hadronic Tile calorimeter is shown in light blue while the
hadronic endcap calorimeters based on liquid argon are illustrated in
light orange. The forward calorimeters are shown in dark orange. Pink
filled regions represent the tile plug calorimeter, often referred to as
TileGap1 and TileGap2. The thin hot pink line marks the location of
the very narrow gap and cryostat scintillators (TileGap3). The regions
corresponding to the transition from barrel to endcap (η ∼ 1.4) and
from endcap to forward calorimeter (η ∼ 3.1) are given for reference

lowed by selections made by algorithms implemented in soft-
ware in the high-level trigger [15]. The first-level trigger
accepts events from the 40 MHz bunch crossings at a rate
below 100 kHz, which the high-level trigger reduces in order
to record events to disk at about 1 kHz.

3 Data and Monte Carlo simulated samples

The data used for the measurements presented here were
collected in pp collisions at the LHC with a centre-of-mass
energy of 13 TeV and a 25 ns proton bunch crossing inter-
val during 2015–2017. The integrated luminosities of the
datasets used are in the range 36–81 fb−1 after requiring that
all detector subsystems were operational during data record-
ing.

Additional pp collisions in the same and nearby bunch
crossings are referred to as pile-up. The number of recon-
structed primary vertices (NPV) and the mean number of
interactions per bunch crossing (μ) are optimal observables
to quantify the level of pile-up activity. The average value
of μ is 13.7, 24.9, and 37.8 in the 2015, 2016, and 2017

datasets, respectively [16]. As described below, these condi-
tions are accounted for in the production and reconstruction
of simulated data.

Simulated dijet, multijet, Z+jet, and γ +jet samples are
used in determining the jet energy scale and its uncertainties.
Table 1 summarizes the MC generators, adjustable sets of
parameters (tunes), and parton distribution function (PDF)
sets used for all nominal and alternative samples of the vari-
ous simulated processes. The nominal samples for the major-
ity of analyses were generated with Pythia 8.186 [17] (from
now on referred to as Pythia 8) or Powheg+Pythia 8.186
[17,20,21]. The multijet balance analysis uses Sherpa 2.1.1
[22] as the nominal generator since it incorporates up to
three jets in the matrix element and is thus more suitable for
multijet processes that have more than two jets in the final
state. The dijet, multijet, and γ +jet nominal samples use the
NNPDF2.3LOPDF set [19] and the A14 set of tuned param-
eters [18]. For the Z+jet analysis, the dedicated AZNLO tune
[26] is used instead. Alternative samples for defining system-
atic variations use various generators and tunes.

Stable particles, defined as those with cτ > 10 mm, out-
put by the generators were passed through the Geant 4-based
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Table 1 List of generators used for various processes. Information is
given regarding the underlying-event tunes, the PDF parameter sets,
and the perturbative QCD highest-order accuracy used in the matrix

element. Abbreviations in the PDF names and matrix element orders
are LO (leading order), NLO (next-to-leading order), and NNLO (next-
to-next-to-leading order)

Process Generator + fragmentation/hadronization Tune PDF set Matrix element order

Dijet & multijet Pythia 8.186 [17] A14 [18] NNPDF2.3LO [19] LO

Powheg+Pythia 8.186 [17,20,21] A14 NNPDF2.3LO [19] NLO

Sherpa 2.1.1 [22] Sherpa-default CT10 [23] LO (2→2+2→3)

Herwig 7.0.4 [24] H7UE [24] NNPDF3.0NLO[25] LO

Z+jet Powheg+Pythia 8.186 [17,20,21] AZNLO [26] CT10 [23] Z+0j@NLO

Sherpa 2.2.1 [22] Sherpa-default NNPDF3.0NNLO[25] Z+0,1,2j@NLO

γ +jet Pythia 8.186 [17] A14 [18] NNPDF2.3LO[19] LO

Sherpa 2.1.1 [22] Sherpa-default CT10 [23] LO

simulation of the ATLAS detector [27,28]. This step simu-
lates the interactions of the particles with matter in the detec-
tor and generates outputs which can be reconstructed in the
same way as data. Hadronic showers were simulated using
the FTFP BERT model as described in Ref. [29]. A set of
simulated dijet events using the less detailed Atlfast-II (AFII)
are also studied to determine the difference in performance
between full and fast simulation and provide appropriate cal-
ibrations for AFII samples in analyses [27].

Pile-up is incorporated in the MC samples by overlay-
ing simulated inelastic interactions on the generated hard-
scatter interaction. The inelastic interactions were simulated
in Pythia 8.210 using the A3 tune and the NNPDF2.3LO
PDF set [19,30]. To determine the number of simulated pp
collisions to overlay onto a particular hard-scattering pro-
cess, a random value is drawn from a Poisson distribution
of the number of pp collisions per bunch crossing with a
mean given by the desired average number of collisions per
crossing for a particular data period. Events simulated with
a particular pile-up profile are then compared with data from
the corresponding data period. One set of MC samples was
created using the pile-up profile of 2015 + 2016 data (average
number of collisions 23.7) while a second independent set of
samples used the profile of 2017 data. When data and simu-
lation are compared in this paper, both sets of MC samples
are used unless otherwise specified and are normalized to the
luminosity of 2015+2016 data and 2017 data separately.

4 Jet reconstruction

The primary jet definition used in the majority of physics
analyses by the ATLAS Collaboration and in the studies pre-
sented here is the anti-kt [1] algorithm with a radius param-
eter R = 0.4 as implemented in the FastJet 3.2.2 [31,32]
software package. Four-vector objects are used as inputs to
the algorithm, and may be stable particles defined by MC gen-
erators, charged-particle tracks, calorimeter energy deposits,

or algorithmic combinations of the latter two, as in the case
of the particle-flow reconstruction technique [33].

For use in jet reconstruction, calorimeter cells are first
clustered into three-dimensional, massless, topological clus-
ters (topo-clusters) using a nearest-neighbour algorithm [34].
Cells are added to a topo-cluster according to the ratio of the
cell energy to the expected noise in each cell using thresh-
olds that control the growth of each topo-cluster. The result-
ing energy of the topo-cluster is defined at the electromag-
netic (EM) scale, which is the baseline calorimeter scale
that correctly measures energy depositions from electromag-
netic showers. Only positive-energy topo-clusters are used as
inputs to the jet reconstruction. A jet produced in the hard-
scatter process is expected to originate from the primary ver-
tex, defined as the reconstructed vertex with at least two asso-
ciated tracks and the largest sum of squared track momen-
tum. Therefore, an event-by-event correction to account for
the position of the primary vertex in each event – referred
to as an origin correction – is applied to every topo-cluster,
based on its depth within the calorimeter and pseudorapidity.
This method is to be contrasted with earlier approaches [7]
that applied this correction only to the jet four-momentum
rather than to its constituents.

Jets reconstructed using only calorimeter-based energy
information use the origin-corrected EM scale topo-clusters
and are referred to as EMtopo jets. This was the primary jet
definition used in ATLAS physics results prior to the end of
Run 2. EMtopo jets exhibit robust energy scale and resolution
characteristics across a wide kinematic range, and are inde-
pendent of other reconstruction algorithms such as tracking
at the jet-building stage.

Hadronic final-state measurements can be improved by
making more complete use of the information from both the
tracking and calorimeter systems. The particle flow (PFlow)
algorithm is based on Ref. [33] and updated as described
below. Particle flow directly combines measurements from
both the tracker and the calorimeter to form the input sig-
nals for jet reconstruction, which are intended to approxi-
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mate individual particles. Specifically, energy deposited in
the calorimeter by charged particles is subtracted from the
observed topo-clusters and replaced by the momenta of
tracks that are matched to those topo-clusters. These resulting
PFlow jets exhibit improved energy and angular resolution,
reconstruction efficiency, and pile-up stability compared to
calorimeter jets [33]. EMtopo and PFlow jets are retained
for the analyses discussed in this paper only if they have an
uncalibrated pT > 7 GeV and |η| < 4.5.

The updates to the PFlow algorithm since its description
in Ref. [33] are as follows. The expected mean value of the
energy deposited by pions, 〈Edep〉, and its expected stan-
dard deviation, σ(Edep), were recomputed using the updated
simulation, geometry, and topo-cluster noise thresholds for
Run 2 [7]. The shower profiles were similarly updated. The
only algorithmic change was an improvement in the transi-
tion between using track energy and cluster energy in high-pT

jets. Since energetic particles are often in the core of jets and
thus poorly isolated from nearby activity, accurate removal
of the calorimeter energy associated with the track can be
difficult. Therefore, the PFlow algorithm prevents energy
subtraction in these cases. Formerly this was managed by
applying a simple ptrk

T < 40 GeV cut in the track selection.
In the updated algorithm, a more sophisticated procedure is
used to prevent the subtraction in cases where the advantages
of the tracker are smaller and where the particle shower falls
in a region with significant energy depositions from other
particles. For all tracks up to ptrk

T = 100 GeV, if the energy
Eclus in a cone of size �R = 0.15 around the extrapolated
particle satisfies

Eclus − 〈Edep〉
σ(Edep)

> 33.2 × log10(40 GeV/ptrk
T ) , (1)

then the subtraction is not performed. With this parameteri-
zation, the subtraction is performed at lower track momenta
unless the calorimeter activity measured by Eclus is very high,
such as in very dense environments where the accuracy of
the subtraction is degraded. Since the calorimeter provides a
good energy measurement at high ptrk

T , this parameterization
effectively slowly truncates the algorithm, yet allows the sub-
traction to continue to be performed for a small range above
this cut-off even when the calorimeter energy deposition is
low or near the expected value, 〈Edep〉. The momentum range
up to which the subtraction is still allowed to be performed
is driven by the coefficient of 33.2 in Eq. (1) and is typically
about 20–50% above the 40 GeV cut-off previously used.
Above ptrk

T = 100 GeV no track information is used and the
PFlow algorithm becomes equivalent to EMtopo, benefitting
from excellent calorimeter performance at high energies. The
result of the improved subtraction method detailed here is that
the energy resolution of PFlow jets becomes compatible with
that of EMtopo jets at high energies while remaining superior
at low energies.

After the subtraction, two scalings are applied. These
account for the difference in response, here defined as the
ratio of measured to true particle energy, between topo-
clusters at the EM scale and tracks for which the energy
scale is closer to the true particle energy. The first scale fac-
tor applies only when no subtraction has been performed
for a selected track. In this case the PFlow object includes
both the full topo-cluster energy and the track momen-
tum. To avoid double-counting the energy while maintain-
ing the contribution from the calorimeter measurement, the
track momentum is scaled by a factor (1 − 〈Edep〉/ptrk).
The resulting PFlow object uses the desired information
and has a final energy of approximately ptrk, matching the
response for the subtracted case. The second scale fac-
tor is applied in both the subtracted and non-subtracted
cases for all PFlow objects created from selected tracks
below 100 GeV. It smooths the transition between the
lower-energy PFlow objects which are at the scale of the
tracks and the higher-energy objects at the electromag-
netic scale of the clusters. The energy of these PFlow
objects is scaled by unity for ptrk

T below 30 GeV, by (1 −
〈Edep〉/ptrk) for objects with 60 GeV < ptrk

T < 100 GeV,
and by a linearly descending scale factor in between. This
ensures that all objects are at the electromagnetic scale by
60 GeV.

Tracks used in PFlow objects and in deriving calibrations
for both EMtopo and PFlow jets are reconstructed within the
full acceptance of the inner detector (|η| < 2.5), required
to have a pT > 500 MeV, and satisfy quality criteria based
on the number of hits in the ID subdetectors. To suppress
the effects of pile-up, tracks must satisfy |z0 sin θ | < 2 mm,
where z0 is the distance of closest approach of the track to the
hard-scatter primary vertex along the z-axis and θ is the polar
angle. Tracks are matched to jets using ghost association [35],
a procedure that treats them as four-vectors of infinitesimal
magnitude during the jet reconstruction and assigns them to
the jet with which they are clustered.

MC simulation is used to determine the energy scale and
resolution of jets by comparing PFlow and EMtopo jets with
particle-level truth jets. Truth jets are reconstructed using
stable final-state particles and exclude muons, neutrinos, and
particles from pile-up interactions. Truth jets are selected
with the same pT > 7 GeV and |η| < 4.5 thresholds as
EMtopo and PFlow jets, and are geometrically matched to
those jets using the angular distance �R with the requirement
�R < 0.3.

5 Jet energy scale calibration

The jet energy scale calibration restores the jet energy to
that of jets reconstructed at the particle level. The full chain
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Fig. 2 Stages of jet energy scale calibrations. Each one is applied to the four-momentum of the jet

of corrections is illustrated in Fig. 2. All stages correct the
four-momentum, scaling the jet pT, energy, and mass.

At the beginning of the chain, the pile-up corrections
remove the excess energy due to additional proton–proton
interactions within the same (in-time) or nearby (out-of-
time) bunch crossings. These corrections consist of two
components: a correction based on the jet area and trans-
verse momentum density of the event, and a residual cor-
rection derived from MC simulation and parameterized as
a function of the mean number of interactions per bunch
crossing (μ) and the number of reconstructed primary ver-
tices in the event (NPV). These corrections are discussed in
Sect. 5.1.1. The absolute JES calibration corrects the jet so
that it agrees in energy and direction with truth jets from
dijet MC events, and is detailed in Sect. 5.1.2. Furthermore,
the global sequential calibration (derived from dijet MC
events) improves the jet pT resolution and associated uncer-
tainties by removing the dependence of the reconstructed
jet response on observables constructed using information
from the tracking, calorimeter, and muon chamber detec-
tor systems, as introduced in Sect. 5.1.3. All these calibra-
tions are applied to both data and MC simulation. Finally,
a residual in situ calibration is applied to data only to cor-
rect for remaining differences between data and MC simu-
lation. It is derived using well-measured reference objects,
including photons, Z bosons, and calibrated jets, and for
the first time benefits from a low-pT measurement using
the missing-ET projection fraction method for better pile-
up robustness. It is described in Sect. 5.2. The full treatment
and reduction of the systematic uncertainties is discussed in
Sect. 5.3.

5.1 Simulation-based jet calibrations

The derivation of the calibrations derived exclusively from
MC simulation samples is described below.

5.1.1 Pile-up corrections

As a result of the increase of the topo-clustering pT thresh-
olds (to suppress electronic and pile-up noise) and in the
instantaneous luminosity, the contribution from pile-up to
the JES in the 2015–2017 data-taking period differs from
the one observed in 2015. The pile-up corrections are there-
fore evaluated using updated MC simulations of the software
reconstruction and pile-up conditions. These corrections are
derived using the same methods employed in 2015 [7] and
are summarized in the following paragraphs.

First, a jet pT-density-based subtraction of the per-event
pile-up contribution to the jet pT is performed. The jet area
A is a measure of the susceptibility of the jet to pile-up and is
calculated by determining the relative number of ghost par-
ticles associated with a jet after clustering. Next, the pile-up
contribution is estimated from the median pT density, ρ, of
jets in the y–φ plane, 〈pT/A〉. The calculation of ρ uses jets
reconstructed using the kt algorithm [36] with radius parame-
ter R = 0.4 from positive-energy topo-clusters with |η| < 2.
The computation of ρ in the central region of the detector
gives a more meaningful measure of the pile-up activity than
the median over the entire η range, and this is because ρ drops
to nearly zero beyond |η| ∼ 2. This drop is due to the lower
occupancy in the forward region relative to the central region,
which is a result of a coarser segmentation in the forward
region. The kt algorithm is chosen due to its tendency to nat-
urally reconstruct jets including an uniform soft background
[35], while ρ is used to reduce the bias from hard-scatter
jets which populate the high-pT tails of the distribution. The
distribution of ρ in MC simulation for representative NPV

values is shown in Fig. 3. The ratio of the ρ-subtracted jet pT

to the uncorrected jet pT is applied as a scale factor to the jet
four-momentum and does hence not affect its direction.

The ρ calculation is derived from the central, lower-
occupancy regions of the calorimeter and does not fully
describe the pile-up sensitivity in the forward calorimeter
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Fig. 3 Per-event median pT density, ρ, at NPV = 15 (solid), NPV = 25
(long dashed), and NPV = 35 (short dashed) for 37 < μ < 38 as found
in MC simulation

region or in the higher-occupancy core of high-pT jets. It
is therefore observed that after this correction some depen-
dence of the anti-kt jet pT on the pile-up activity remains, and
consequently, a residual correction is derived. This residual
dependence is defined as the difference between the recon-
structed jet pT and truth jet pT and it is observed as a function
of both NPV and μ, which are sensitive to in-time and out-
of-time pile-up respectively.

The jet pT after all pile-up (pT-density-based and residual)
corrections is given by

pcorr
T = preco

T − ρ × A − α × (NPV − 1) − β × μ ,

where preco
T refers to the pT of the reconstructed jet before

any pile-up correction is applied. Reconstructed jets with
pT > 7 GeV are geometrically matched to truth jets within
�R = 0.3. The residual pT dependences on NPV (α) and μ

(β) are observed to be fairly linear and independent of one
another. Independent linear fits are used to derive α and β

coefficients in bins of ptrue
T and |ηdet|, where ptrue

T is the pT of
the truth jet that matches the reconstructed jet. The jet η point-
ing from the geometric centre of the detector, ηdet, is used to
remove any ambiguity as to which region of the detector is
measuring the jet. Both the α and β coefficients are seen to
have a logarithmic dependence on ptrue

T , and logarithmic fits
are performed in the range 20 GeV < ptrue

T < 200 GeV for
each bin of |ηdet|. In each |ηdet| bin, the fitted values of the α

and β coefficients at ptrue
T = 25 GeV are taken as their nomi-

nal values, reflecting their behaviour in the pT region where
pile-up effects are most relevant. The differences between
the logarithmic fits over the full ptrue

T range and the nominal
fits are used for a pT-dependent systematic uncertainty in the
residual pile-up dependence. Finally, linear fits are performed
to the binned coefficients as a function of |ηdet|. This reduces
the effects of statistical fluctuations and allows the α and β

coefficients to be smoothly sampled in |ηdet|, particularly in
regions of varying dependence.

The dependences of the pT-density-based and residual
corrections on NPV and μ as a function of |ηdet| for PFlow jets
are shown in Fig. 4. The negative dependence on μ for out-of-
time pile-up is a result of the liquid-argon calorimeter’s pulse
shape, which is negative during the period shortly after reg-
istering a signal [37]. These corrections are similar to those
derived for EMtopo jets, although the NPV-dependent cor-
rections for PFlow jets in the |ηdet| < 2.5 region are reduced
by about 60% relative to EMtopo due to the usage of tracks
in the PFlow algorithm. For EMtopo jets, the shape of the
residual corrections is comparable to that found in 2015 MC
simulation, except in the forward region (|ηdet| > 2.5), where
it is found to be smaller by 0.1 GeV. This difference is pri-
marily caused by higher topo-cluster noise thresholds used
in the full Run 2 data.

Four systematic uncertainties are introduced to account
for MC mis-modelling of NPV, μ, the ρ topology, and the
pT dependence of the residual pile-up corrections. The last
of these is derived from the full logarithmic fits to α and
β, as discussed previously. Two in situ methods are used
to estimate uncertainties in the modelling of NPV and μ.
The first method uses jets reconstructed from tracks to pro-
vide a measure of the jet pT independent of pile-up. This is
only used for |η| < 2.1. The second method exploits the pT

balance between a reconstructed jet and a Z boson and is
used for 2.1 < |η| < 4.5. These systematic uncertainties are
described in more detail in Ref. [38]. Finally, the ρ topol-
ogy uncertainty accounts for the uncertainty in the underly-
ing event’s contribution to ρ, and is discussed in detail in
Sect. 5.2.4.

5.1.2 Jet energy scale and η calibration

The absolute jet energy scale and η calibrations correct
the reconstructed jet four-momentum to the particle-level
energy scale accounting for non-compensating calorime-
ter response, energy losses in passive material, out-of-cone
effects and biases in the jet η reconstruction. Such biases
are primarily caused by the transition between different
calorimeter technologies and sudden changes in calorime-
ter granularity. The calibration is derived for R = 0.4 anti-
kt jets from a Pythia 8 MC simulation of dijet events after
the application of the pile-up corrections. Reconstructed jets
are geometrically matched to truth jets within �R = 0.3.
In addition, reconstructed (truth) jets are required to have
no other reconstructed (truth) jet of pT > 7 GeV within
�R = 0.6 (�R = 1.0).

The average jet energy response R, defined as the mean
of a Gaussian fit to the core of the E reco/E true distribution, is
measured in E true and ηdet bins. The decision to calculate the
response as a function of E true instead of E reco is motivated by
the fact that for fixed E true (E reco) bins the response distribu-
tion is (not) Gaussian. The average response is parameterized
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(a) (b)

Fig. 4 Dependence of PFlow jet pT on a in-time pile-up (NPV averaged over μ) and b out-of-time pile-up (μ averaged over NPV) as a function
of |ηdet| for ptrue

T = 25 GeV. Errors are taken from the fit results and are too small to be visible on the scale of the plot

(a) (b)

Fig. 5 The average energy response as a function of reconstructed jet a ηdet and b energy E reco. Each value is obtained from the corresponding
parameterized function derived with the Pythia 8 MC sample and only jets satisfying pT > 20 GeV are shown

as a function of E reco using a numerical inversion procedure,
as detailed in Ref. [2], and the jet calibration factor is taken
as the inverse of the average energy response. The response
is higher for PFlow jets than for EMtopo jets at low energies
since tracking information is used. The response for PFlow
jets as a function of E reco (ηdet) for representative ηdet (E reco)
bins is shown in Fig. 5.

After the JES calibration based on the results in Fig. 5
is applied, the response diverges from 1 by a maximum of
about 5% (3%, 1%) at ptrue

T = 20 (30, 50) GeV. This level of
non-closure is observed across entire ηdet range. These small
non-closures are seen for low-pT jets due to a slightly non-
Gaussian energy response and jet reconstruction threshold
effects, both of which impact the response fits. The closure
in this result is an improvement with respect to the 2015
calibration and is thanks to advances in the fitting method
and parameters.

A bias in the reconstructed jet η, defined as a signifi-
cant deviation from zero in the signed difference between
the reconstructed and truth jet η, denoted by ηreco and ηtrue

Fig. 6 The signed difference between the reconstructed and truth jet η,
denoted by ηreco and ηtrue respectively. Each value is obtained from the
corresponding parameterized function derived with the Pythia 8 MC
sample and only jets satisfying pT > 20 GeV are shown

respectively, is observed and shown in Fig. 6 as a func-
tion of |ηdet| for PFlow jets. The bias for EMtopo jets is
similar, showing the same features. It is largest in jets that
encompass two calorimeter regions with different energy
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responses caused by changes in calorimeter geometry or tech-
nology. This artificially increases the energy of one side of
the jet relative to the other, altering the reconstructed four-
momentum. The barrel–endcap (|ηdet| ∼ 1.4) and endcap–
forward (|ηdet| ∼ 3.1) transition regions can be clearly seen
in Fig. 5a as susceptible to this effect. A second correction is
therefore derived as the difference between the reconstructed
and truth η (ηreco and ηtrue respectively) parameterized as a
function of E true and ηdet to remove such bias. A numeri-
cal inversion procedure is again used to derive corrections
in E reco from E true. This calibration only alters the jet pT

and η, not the full four-momentum. EMtopo and PFlow jets
calibrated with the full jet energy scale and η calibration are
considered to be at the EM+JES scale and PFlow+JES scale,
respectively.

The absolute JES and η calibrations are also derived for a
Pythia 8 MC sample using AFII. An additional systematic
uncertainty is considered for these samples to account for
a small non-closure in the calibration beyond |ηdet| ∼ 3.2,
due to the approximate treatment of hadronic showers in the
forward calorimeters. This uncertainty is below 0.5% for all
central jets and is about 3% for a forward jet of pT = 20 GeV,
falling rapidly with increasing pT.

5.1.3 Global sequential calibration

Even after the application of the previous jet calibrations
(from now on referred to as MCJES), for a given (ptrue

T ,
ηdet) bin, the response can vary from jet to jet depending
on the flavour and energy distribution of the constituent par-
ticles, their transverse distribution, and the fluctuations of the
jet development in the calorimeter. Furthermore, the average
particle composition and shower shape of a jet varies between
initiating particles, most notably between quark- and gluon-
initiated jets. A quark-initiated jet will often include hadrons
with a higher fraction of the jet pT that penetrate further into
the calorimeter, while a gluon-initiated jet will typically con-
tain more particles of softer pT, leading to a lower calorimeter
response and a wider transverse profile. The global sequential
calibration (GSC), a procedure used in the 2012 [6] and 2015
[7] calibrations, is a series of multiplicative corrections to
reduce the effects from these fluctuations and improve the jet
resolution without changing the average jet energy response.
The jet resolution σR is given by the standard deviation of
a Gaussian fit to the jet pT response distribution, where the
pT response is defined similarly to jet energy response as the
ratio of preco

T to ptrue
T .

The GSC is based on global jet observables such as the
longitudinal structure of the energy depositions within the
calorimeters, tracking information associated with the jet,
and information related to the activity in the muon chambers
behind a jet. For these studies, reconstructed jets are geo-
metrically matched to truth jets and a numerical inversion

procedure is used, as explained in Sect. 5.1.2. Six observ-
ables are identified that improve the resolution of the JES
through the GSC. For each observable, an independent jet
four-momentum correction is derived as a function of ptrue

T
and |ηdet| by inverting the reconstructed jet response in
Pythia 8 MC simulation events. Corrections for each observ-
able are applied independently and sequentially to the jet
four-momentum for jets with |ηdet| < 3.5 (unless stated oth-
erwise). No improvement in resolution was found from alter-
ing the sequence of the corrections.

The six stages of the GSC account for the dependence of
the jet response on (in the order in which they are applied):

• fcharged, the fraction of the jet pT measured from ghost-
associated tracks with pT > 500 MeV (|ηdet| < 2.5);

• fTile0, the fraction of jet energy measured in the first layer
of the hadronic Tile calorimeter (|ηdet| < 1.7);

• fLAr3, the fraction of jet energy measured in the third
layer of the electromagnetic LAr calorimeter (|ηdet| <

3.5);
• ntrk, the number of tracks with pT > 1 GeV ghost-

associated with the jet (|ηdet| < 2.5);
• wtrk, also known as track width, the average pT-weighted

transverse distance in the η–φ plane between the jet axis
and all tracks of pT > 1 GeV ghost-associated with the
jet (|ηdet| < 2.5);

• nsegments, the number of muon track segments ghost-
associated with the jet (|ηdet| < 2.7).

The first correction is only applied to PFlow jets. The
nsegments correction, also known as the punch-through cor-
rection, reduces the tails of the response distribution caused
by high-pT jets that are not fully contained in the calorime-
ter. All corrections are derived as a function of jet pT, except
for the punch-through correction, which is derived as a func-
tion of jet energy since this effect is more correlated with the
energy escaping the calorimeters.

The underlying distributions of these observables are
shown for PFlow jets in MC simulation and bins of equal
statistics in Fig. 7. Each observable has been studied in data
and simulation and is found to be well modelled [6,7,33]. The
spike at zero in the fTile0 distribution at low ptrue

T , shown in
Fig. 7b, corresponds to jets that are fully contained in the elec-
tromagnetic calorimeter and do not deposit energy in the Tile
calorimeter. The tail towards negative values in the fTile0 and
fLAr3 distributions at low ptrue

T , shown in Fig. 7b, c, respec-
tively, reflects calorimeter noise fluctuations. Slight differ-
ences with respect to data have a negligible impact on the
GSC since the dependence of the average jet response on the
observables is well modelled in MC simulation, as observed
by an in situ dijet tag-and-probe method described in Ref. [2].
In this method, the average pT asymmetry between back-to-
back jets is measured as a function of each observable.
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