
 
 

University of Birmingham

Measurements of the production cross-section for a Z
boson in association with b-jets in proton-proton
collisions at √s = 13 TeV with the ATLAS detector
Collaboration, ATLAS; Newman, Paul

DOI:
10.1007/JHEP07(2020)044

License:
Creative Commons: Attribution (CC BY)

Document Version
Publisher's PDF, also known as Version of record

Citation for published version (Harvard):
Collaboration, ATLAS & Newman, P 2020, 'Measurements of the production cross-section for a Z boson in
association with b-jets in proton-proton collisions at √s = 13 TeV with the ATLAS detector', JHEP, vol. 2020, no.
7, 44. https://doi.org/10.1007/JHEP07(2020)044

Link to publication on Research at Birmingham portal

General rights
Unless a licence is specified above, all rights (including copyright and moral rights) in this document are retained by the authors and/or the
copyright holders. The express permission of the copyright holder must be obtained for any use of this material other than for purposes
permitted by law.

•Users may freely distribute the URL that is used to identify this publication.
•Users may download and/or print one copy of the publication from the University of Birmingham research portal for the purpose of private
study or non-commercial research.
•User may use extracts from the document in line with the concept of ‘fair dealing’ under the Copyright, Designs and Patents Act 1988 (?)
•Users may not further distribute the material nor use it for the purposes of commercial gain.

Where a licence is displayed above, please note the terms and conditions of the licence govern your use of this document.

When citing, please reference the published version.
Take down policy
While the University of Birmingham exercises care and attention in making items available there are rare occasions when an item has been
uploaded in error or has been deemed to be commercially or otherwise sensitive.

If you believe that this is the case for this document, please contact UBIRA@lists.bham.ac.uk providing details and we will remove access to
the work immediately and investigate.

Download date: 19. Apr. 2024

https://doi.org/10.1007/JHEP07(2020)044
https://doi.org/10.1007/JHEP07(2020)044
https://birmingham.elsevierpure.com/en/publications/ef401007-46f9-4454-8bbd-dff80d5648cb


J
H
E
P
0
7
(
2
0
2
0
)
0
4
4

Published for SISSA by Springer

Received: March 27, 2020

Accepted: June 15, 2020

Published: July 7, 2020

Measurements of the production cross-section for a Z

boson in association with b-jets in proton-proton

collisions at
√
s = 13 TeV with the ATLAS detector

The ATLAS collaboration

E-mail: atlas.publications@cern.ch

Abstract: This paper presents a measurement of the production cross-section of a Z

boson in association with b-jets, in proton-proton collisions at
√
s = 13 TeV with the

ATLAS experiment at the Large Hadron Collider using data corresponding to an integrated
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1 Introduction

The measurement of the production rate of a Z boson in association with jets originating

from b-quarks1 (Z + b-jets) in proton-proton (pp) collisions provides an important test of

perturbative quantum chromodynamics (pQCD). Current predictions for Z+b-jets produc-

tion are known at next-to-leading-order (NLO) accuracy in pQCD, and they can be derived

in either a 4-flavour number scheme (4FNS) or a 5-flavour number scheme (5FNS) [1–4].

1Unless otherwise mentioned, it is implicitly assumed that b-quark refers to both b-quark and b̄-antiquark.
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In the 4FNS, b-quarks do not contribute to the parton distribution functions (PDFs) of

the proton and, in QCD, they only appear in a massive final state due to gluon splitting

(g → bb). In the 5FNS, b-quark density is allowed in the initial state via a b-quark PDF,

with the b-quark typically being massless. Therefore, in the 5FNS the Z + b-jets cross-

section is sensitive to the b-quark PDF and can be used to constrain it. The ambiguity

among the schemes is an intrinsic property of the calculation and is expected to reduce

with the inclusion of higher order perturbative corrections [3].

Furthermore, the measurement of Z + b-jets production provides a benchmark to test

predictions from Monte Carlo (MC) simulations. These are commonly used to estimate

the background contribution of Z+ b-jet events to other topologies, such as the production

of a Higgs boson decaying into a b-quark pair in association with a Z boson, or in searches

for physics beyond the SM with signatures containing leptons and b-jets in the final state.

The Z+b-jets processes occur more rarely than the production of Z-boson events with

inclusive jets (Z+jets) and they are more challenging to measure. The b-jets are identified

by exploiting the long lifetime of b-hadrons produced in the quark hadronisation, and a

higher level of background affects the measurement. The background is mainly composed

of events with a Z boson associated with light-flavour jets or c-jets,2 misidentified as b-jets,

and events from the dileptonic decay of a tt̄ pair.

Inclusive and differential cross-sections of Z + b-jets production have been measured

in proton-antiproton collisions at the centre-of-mass energy of
√
s = 1.96 TeV by the CDF

and D0 experiments [5–8] and at the Large Hadron Collider (LHC) [9] in
√
s = 7 TeV

pp collisions by the ATLAS and CMS experiments [10–15], as well as in
√
s = 8 TeV pp

collisions by the CMS experiment [16, 17]. The CMS experiment also recently released a

measurement of the ratio of Z + b-jets to Z+jets cross-sections and the ratio of Z + c-jets

to Z + b-jets cross-sections for events with at least one b-jet or one c-jet in
√
s = 13 TeV

pp collisions [18].

This paper presents a measurement of the inclusive and differential production cross-

sections of a Z boson, decaying into electrons or muons, in association with at least one or

at least two b-jets using 35.6 fb−1 of pp collision data collected by the ATLAS experiment

at
√
s = 13 TeV in 2015 and 2016. For events with at least one b-jet, the differential cross-

sections are presented as a function of the transverse momentum3 (pT) and the absolute

value of the rapidity (|y|) of the leading b-jet, the pT and the |y| of the Z boson (Z pT
and Z |y|), and as a function of observables correlating the Z boson with the leading b-jet,

namely the azimuthal angle between them (∆φZb), the absolute value of their rapidity

difference (∆yZb), and their angular separation (∆RZb). For events with at least two b-

jets, the differential cross-sections are presented as a function of the pT of the Z boson

2A c-jet is a jet originating from a c-quark.
3ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in

the centre of the detector and the z-axis along the beam pipe. The x-axis points from the IP to the centre

of the LHC ring, and the y-axis points upwards. Cylindrical coordinates (r, φ) are used in the transverse

plane, φ being the azimuthal angle around the z-axis. The pseudorapidity is defined in terms of the polar

angle θ as η = − ln tan(θ/2). Angular separation is measured in units of ∆R ≡
√

(∆η)2 + (∆φ)2. When

dealing with massive jets and particles, the rapidity y = 1
2

ln E+pz
E−pz

is used, in which E is the jet or particle

energy and pz is the z-component of the jet or particle momentum.

– 2 –
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and as a function of observables built using the two leading b-jets, namely their pT (pT,bb),

their invariant mass (mbb), pT,bb divided by their invariant mass (pT,bb/mbb), the azimuthal

angle between them (∆φbb), the absolute value of their rapidity difference (∆ybb), and

their angular separation (∆Rbb). The higher
√
s leads to a large increase in the measured

cross-section in comparison with previous ATLAS publications. This allows more extreme

regions of phase space to be explored and new measurements to be performed in the rare

two-b-jets configuration (i.e. pT,bb and pT,bb/mbb). Previous ATLAS measurements were

compared with MC predictions based on leading-order matrix elements interfaced with

a parton-shower simulation, which showed substantial mismodelling. Recent advances in

this field permit this paper to compare the data with the latest MC predictions using

next-to-leading-order matrix elements, which are expected to provide a better description

of the data.

The experimental apparatus is described in section 2, and details of the data sample and

the MC simulations are provided in section 3. The object definitions and the event selection

at detector level are presented in section 4. Backgrounds that do not contain a real Z boson

are estimated via MC simulations and validated in control regions in data or via data-driven

techniques, while backgrounds containing a real Z boson and jets not originating from b-

quarks are estimated with a fit to data distributions sensitive to the flavour of the jet

(flavour fit); both are described in section 5. Distributions of the kinematic variables are

presented in section 6. After background subtraction, the data are unfolded to particle

level in a fiducial phase space, which is detailed in section 7. Systematic uncertainties in

the unfolded data are discussed in section 8. The results are presented in section 9, and

conclusions are drawn in section 10.

2 The ATLAS detector

The ATLAS detector [19] at the LHC covers nearly the entire solid angle around the colli-

sion point. It consists of an inner tracking detector surrounded by a thin superconducting

solenoid, electromagnetic and hadronic calorimeters, and a muon spectrometer incorporat-

ing three large superconducting toroidal magnets.

The inner-detector system (ID) is immersed in a 2 T axial magnetic field and provides

charged-particle tracking in the range |η| < 2.5. The high-granularity silicon pixel detec-

tor covers the vertex region and provides four measurements for most tracks, the first hit

normally being in the insertable B-layer [20, 21]. It is followed by the silicon microstrip

tracker, which provides eight measurements per track. These silicon detectors are comple-

mented by the transition radiation tracker (TRT), which enables radially extended track

reconstruction up to |η| = 2.0. The TRT also provides electron identification informa-

tion based on the fraction of hits (typically 30 in total) with an energy deposit above the

transition-radiation threshold.

The calorimeter system covers the pseudorapidity range |η| < 4.9. Within the region

|η| < 3.2, electromagnetic calorimetry is provided by barrel and endcap high-granularity

lead/liquid-argon (LAr) calorimeters, with an additional thin LAr presampler covering

|η| < 1.8 to correct for energy loss in material upstream of the calorimeters. Hadronic

– 3 –
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calorimetry is provided by the steel/scintillator-tile calorimeter, segmented into three bar-

rel structures within |η| < 1.7, and two copper/LAr hadronic endcap calorimeters. The

solid angle coverage is completed with forward copper/LAr and tungsten/LAr calorimeter

modules optimised for electromagnetic and hadronic measurements, respectively.

The muon spectrometer (MS) comprises separate trigger and high-precision tracking

chambers measuring the deflection of muons in a magnetic field generated by the supercon-

ducting air-core toroid magnets. The field integral of the toroid magnets ranges between 2.0

and 6.0 T m across most of the detector. The precision chambers cover the region |η| < 2.7

with three layers of monitored drift tubes, complemented by cathode-strip chambers in

the forward region, where the background is highest. The muon trigger system covers the

range |η| < 2.4 with resistive-plate chambers in the barrel, and thin-gap chambers in the

endcap regions.

Interesting events are accepted by the first-level trigger system implemented in custom

hardware, followed by selections made by algorithms implemented in software in the high-

level trigger [22]. The first-level trigger accepts events from the 40 MHz bunch crossings at

a rate below 100 kHz, which the high-level trigger further reduces in order to record events

to disk at about 1 kHz rate.

3 Data set and simulated event samples

3.1 Data set description

The data used in this measurement were recorded in 2015 and 2016 with the ATLAS

detector at the LHC in pp collisions at
√
s = 13 TeV. The candidate events were selected

by either a single-electron or single-muon trigger that imposed a minimum transverse energy

(transverse momentum) threshold for the electron (muon) channel and quality and isolation

requirements, which depended on the LHC running conditions. The threshold in 2015 was

24 (20) GeV for the electrons (muons), satisfying loose isolation requirements. Due to the

higher instantaneous luminosity in 2016, the threshold was increased to 26 GeV for both the

electrons and the muons, and a more restrictive isolation requirement was imposed on both

leptons along with more restrictive identification requirements for electrons. Triggers with

higher thresholds but with no isolation requirement or with loosened identification criteria

were also used to increase the efficiency. Crossings of proton bunches occurred every 25 ns,

the collisions achieved a peak instantaneous luminosity of 1.37× 1034 cm−2s−1, and the

mean number of pp interactions per bunch crossing (pile-up) was 〈µ〉 = 24. After applying

criteria to ensure good ATLAS detector operation, the total integrated luminosity amounts

to 35.6 fb−1. The uncertainty in the combined 2015-2016 integrated luminosity is 2.1% [23],

obtained using the LUCID-2 detector [24] for the primary luminosity measurements.

3.2 Simulated event samples for signal and background processes

MC simulations are used to describe signal events, to estimate the contribution of back-

ground processes, to unfold the data yield to the particle level, to estimate systematic

uncertainties, and to compare predictions with the unfolded data distributions.

– 4 –



J
H
E
P
0
7
(
2
0
2
0
)
0
4
4

An overview of all signal and background processes and the generators used for the

production of nominal results is given in table 1 together with the theory uncertainty in

the normalisation cross-sections corresponding to PDFs and scale variations.

Inclusive Z(→ ``, ` = e, µ) production in association with both light- and heavy-flavour

jets was simulated using the Sherpa v2.2.1 [25] generator. In this set-up, matrix elements

at NLO for up to two partons, and matrix elements at LO for up to four partons, were

calculated with the Comix [26] and OpenLoops [27, 28] libraries. They were matched

with the Sherpa parton shower [29] using the MEPS@NLO prescription [30–33]. Sherpa

uses the 5FNS with massless b- and c-quarks in the matrix element, but massive quarks

in the parton shower. Samples were generated using the NNPDF3.0nnlo PDF set [34],

along with the dedicated set of tuned parton-shower parameters developed by the Sherpa

authors. In section 9, where several predictions are compared with the unfolded data, these

samples are shown with their uncertainties and are referred to as Sherpa 5FNS (NLO).

The uncertainties account for missing higher orders and are evaluated [35] using seven

variations of the QCD factorisation and renormalisation scales in the matrix elements by

factors of 0.5 and 2 and avoiding variations in opposite directions.

Additional Z(→ ``) samples were produced with the LO matrix-element generator

Alpgen v2.14 [36], interfaced with Pythia v6.426 [37] to model parton showers, using the

parameter values of the Perugia2011C tune [38] for simulating the underlying event, and

the CTEQ6L1 PDF set [39]. Matrix elements were calculated for up to five partons, and

merged using the MLM prescription [40] with a matching scale of 15 GeV. Alpgen uses

the 4FNS with massive b- and c-quarks in the matrix element and in the parton shower of

Pythia. The matrix elements for the production of Z+ bb̄ and Z+ cc̄ events are explicitly

included and a heavy-flavour overlap procedure is used to remove the double counting,

between the matrix element and the parton shower, of heavy quarks from gluon splitting.

The properties of b- and c-hadron decays were simulated with EvtGen v1.2.0 [41], as was

done in all generated samples where the parton shower was simulated with Pythia. Pho-

tos++ v3.52 [42, 43] was used to simulate QED final-state radiation (FSR). The Alpgen

samples are used in the analysis to estimate systematic uncertainties in the unfolding pro-

cedure and in backgrounds containing a genuine Z boson. In section 9 these samples are

referred to as Alpgen + Py6 4FNS (LO). Samples of Z(→ ττ), W (→ `ν), and W (→ τν)

events were simulated with Sherpa, using the same set-up adopted for the signal samples.

The Z-boson and W -boson samples are normalised to the inclusive next-to-next-to-

leading-order (NNLO) cross-section predictions provided by the FEWZ 3.1 program [44–

47] with the CT14 PDF set. The K-factor applied to the Z samples to match the NNLO

prediction is 0.975 for Sherpa and 1.196 for Alpgen.

The production of tt̄ events with at least one W boson decaying leptonically was mod-

elled using the Powheg-Box [48–51] v2 generator at NLO with the NNPDF3.0NLO [34]

PDF set. The hdamp parameter, which regulates the high-pT emissions against which the tt̄

system recoils, is set to 1.5 mtop [52]. The events were interfaced with Pythia v8.230 [53]

using the A14 tune [54]. The tt̄ sample is normalised to the theory prediction at NNLO

in QCD including the resummation of next-to-next-to-leading logarithmic (NNLL) soft-

gluon terms [55–61]. Four additional tt̄ samples were simulated to evaluate the un-
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certainty in this process, as described in [52]. One sample was produced with Mad-

Graph5 aMC@NLO [62] and the same parton-shower model of the nominal tt̄ sample in

order to estimate the uncertainty due to the modelling of the hard scattering process. A

second Powheg-Box sample showered with Herwig 7.13 [63, 64] was generated to evalu-

ate the uncertainty due to the modelling of the parton shower and hadronization processes.

A third sample was produced to simulate higher energy radiation with the factorisation

and renormalisation scales changed by a factor of 0.5 while simultaneously increasing the

hdamp value to 3.0 mtop and using the upper variation of the initial state radiation (ISR)

from the A14 tune. The last sample simulates the lower energy radiation. It was generated

with the renormalisation and factorisation scales varied by a factor of 2.0 while keeping the

hdamp value at 1.5 mtop and using the ISR downward variation in the parton shower. The

last two samples are also used to estimate the impact of FSR with parton-shower weights

that vary the renormalisation scale for QCD emission in the FSR by factors of 0.5 and 2.0.

Single-top-quark events in the Wt-, s- and t-channels were generated using the

Powheg-Box v1 generator interfaced with Pythia v6.4 [37]; the latter simulates par-

ton showers, fragmentation, and the underlying event using the Perugia 2012 tune [38].

The CT10 PDF set was used [65]. The single-top samples for the t- and s-channels are

normalised to cross-sections from NLO predictions [66, 67], while the Wt-channel sample

is normalised to cross-sections from approximate NNLO predictions [68].

Diboson processes (WW , WZ, and ZZ) with one of the bosons decaying hadronically

and the other leptonically were generated using Sherpa v2.2.1 with the CT10nlo PDF set.

The matrix element includes up to one parton at NLO and up to three additional partons

at LO. The samples are normalised to the NLO predictions [69].

Simulated events for qq → V H(→ bb̄) with V = W or Z plus zero or one jet production

at NLO were generated with the Powheg-Box v2 + GoSam + MiNLO generator [51, 70–

72] with the NNPDF3.0NLO PDF set. The contribution from gg → ZH(→ bb̄) production

was simulated using the LO Powheg-Box v2 matrix-element generator. The samples

of simulated events include all final states where the Higgs boson decays into bb̄ and the

vector boson into a leptonic final state. The mass of the Higgs boson is set to 125 GeV

and the H → bb̄ branching fraction is set to 58%. The qq → V H(→ bb̄) cross-section is

calculated at NNLO (QCD) and NLO (EW), while the gg → ZH cross-section is calculated

at NLO+NLL (QCD).

Generated events were processed with the ATLAS detector simulation [76], based on

Geant4 [77], to simulate the detector response to final-state particles. To account for

the effects of pile-up, multiple overlaid pp collisions were simulated with the soft QCD

processes of Pythia v8.186 using the A2 tune [78] and the MSTW2008LO PDF set [79].

The distribution of the average number of interactions per bunch crossing in the simulation

is weighted to reflect that in the data. Simulated events are processed with the same

reconstruction algorithms as for the data.

3.3 Theoretical predictions

In addition to particle-level predictions from the fully simulated Sherpa and Alpgen sam-

ples described above, unfolded results from data are compared with six other predictions

listed in table 2.

– 6 –
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Process Generator Order of Reference Normalisation

cross-section normalisation cross-section

calculation uncertainty

Z → `` (` = e, µ, τ ) Sherpa NNLO [44–47] 5%

with 66 < m`` < 116 GeV

W → `ν (` = e, µ, τ ) Sherpa NNLO [44–47] 5%

tt̄ Powheg-Box NNLO + NNLL [55–61] 6%

(mtop = 172.5 GeV)

Single top Powheg-Box NLO 6%

(t-, Wt-, s-channel) (mtop = 172.5 GeV)

Dibosons

Z(→ ``) + Z(→ qq), Sherpa NLO [69] 5%

W (→ `ν) +W (→ qq) )

Higgs

qq → Z(→ ``) +H(→ bb̄) Powheg-Box NNLO QCD + NLO EW [73–75] 3%

gg → Z(→ ``) +H(→ bb̄) NLO + NLL

qq →W (→ `ν) +H(→ bb̄) NNLO QCD + NLO EW

Table 1. Signal and background MC samples: the generator programs used in the simulation

are listed in the second column, the order of the QCD calculation and the reference used for

the calculations of the normalisation cross section are reported in the third and fourth columns.

The normalisation cross-section uncertainty in the final column corresponds to PDFs and scale

variations.

Two particle-level predictions (using specific parton-shower and matching predictions)

were produced with the Sherpa v2.2.7 generator using NLO matrix elements [80]. The

first sample, referred to as Sherpa Zbb 4FNS (NLO), includes Z + bb̄ events generated

in the 4FNS at NLO with massive b-quarks. It is interesting to compare this sample,

which contains two b-quarks in the matrix elements, with the unfolded data even in the

case of distributions with at least one b-jet, to understand if there are regions of the phase

space that can be described with such a configuration. The second sample, referred to as

Sherpa Fusing 4FNS+5FNS (NLO), contains the matrix elements at NLO for up to two

partons, and matrix elements at LO for up to three partons. It includes both Z+ bb̄ events

generated in the 4FNS at NLO with massive b-quarks, and Z+jets events generated in the

5FNS at NLO. They are combined according to the procedure described in ref. [81]. The

combination is achieved by means of a dedicated heavy-flavour overlap removal procedure,

the fusing technique, that acts as an additional step after the multijet merging algorithms.

This procedure combines the advantages of inclusive 5FNS calculations with the higher

precision of 4FNS calculations in regions of phase space where the b-quark mass sets a

relevant scale. The two Sherpa samples use the NNPDF3.0nnlo PDF set with αS(mZ) =

0.118 and the corresponding number of active quark flavours. Masses of c- and b-quarks

are taken into account in the parton shower in all Sherpa samples.

Results are also compared with predictions from the LO matrix-element generator

MadGraph5 aMC@NLO v2.2.2 [62] interfaced with Pythia v8.186 [53] with the A14

tune [54] to model the parton shower and underlying event. The matrix element includes up

– 7 –



J
H
E
P
0
7
(
2
0
2
0
)
0
4
4

Generator Npartons
max FNS PDF Parton

NLO LO set Shower

Z+jets (including Z+b and Z+bb)

Sherpa 5FNS (NLO) 2 4 5 NNPDF3.0nnlo Sherpa

Sherpa Fusing 4FNS+5FNS (NLO) 2 3 5 (*) NNPDF3.0nnlo Sherpa

Alpgen + Py6 4FNS (LO) — 5 4 CTEQ6L1 Pythia v6.426

Alpgen + Py6 (rew. NNPDF3.0lo) — 5 4 NNPDF3.0lo Pythia v6.426

MGaMC + Py8 5FNS (LO) — 4 5 NNPDF3.0nlo Pythia v8.186

MGaMC + Py8 5FNS (NLO) 1 — 5 NNPDF3.0nnlo Pythia v8.186

Z+bb

Sherpa Zbb 4FNS (NLO) 2 — 4 NNPDF3.0nnlo Sherpa

MGaMC + Py8 Zbb 4FNS (NLO) 2 — 4 NNPDF3.0nnlo Pythia v8.186

Table 2. Summary of theoretical predictions for the signal, including the maximum number of

partons at each order in αS, the flavour number scheme (FNS), the PDFs set and the parton

shower. (*) Details of the merging between 4FNS and 5FNS in Sherpa Fusing 4FNS+5FNS

(NLO) are available in ref. [81].

to four partons. Additional jets are produced by the parton shower, which uses the CKKW-

L merging procedure [82], with a matching scale of 30 GeV. MadGraph5 aMC@NLO

uses the 5FNS with massless b- and c-quarks in the matrix element, and massive quarks

in the parton shower. The NNPDF3.0nlo PDF set is used with αS(mZ) = 0.118. This

prediction is referred to as MGaMC + Py8 5FNS (LO).

Two additional predictions were produced with MadGraph5 aMC@NLO v2.6.2, us-

ing matrix-element calculations with NLO accuracy. The first sample includes Z+jets

events generated in the 5FNS with up to one parton at NLO, and massless b- and c-

quarks; the second sample includes Z + bb̄ events generated in the 4FNS at NLO, and

massive b-quarks. Both samples were generated using the NNPDF3.0nnlo PDF set with

αS = 0.118. They were interfaced to the Pythia v8.186 parton shower using the FxFx

merging scheme [83], with a matching scale of 25 GeV. As in the previous case, massive

c- and b-quarks are produced in the parton shower. The first sample is referred to as

MGaMC + Py8 5FNS (NLO); the second is referred to as MGaMC + Py8 Zbb 4FNS

(NLO).

An additional Alpgen prediction is used to test the sensitivity of the measurements

to the parton structure of the proton. The Alpgen samples presented in section 3.2 are

reweighted to the NNPDF3.0lo PDF set, using the prescriptions reported in ref. [84]. These

predictions are referred to as Alpgen + Py6 (rew. NNPDF3.0lo). The predictions of LO

MC generators, such as Alpgen + Py6 4FNS (LO) and MGaMC + Py8 5FNS (LO),

with up to four or five partons in the matrix element, are still an interesting case to study as

they allow comparison with the predictions of MC generators at NLO accuracy and with a

smaller number of partons in the matrix element. Furthermore, they provide a benchmark

in common with past analyses, such as in ref. [11].
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4 Event selection

Events selected in this analysis are required to have a signature consistent with a Z boson,

decaying into two electrons or two muons, in association with at least one or at least two

b-jets. Candidate events are required to have a primary vertex (PV), defined as the vertex

with the highest sum of track p2T with at least two associated tracks measured in the ID

(ID tracks), each with pT > 400 MeV.

Electron candidates are reconstructed by matching a cluster of energy deposited in

the EM calorimeter to a well-reconstructed ID track. Electrons are identified using a

likelihood function based on variables describing the shape of the electromagnetic showers

in the calorimeter, track properties, and track-to-cluster matching quantities [85]. Electrons

must satisfy the ‘tight’ likelihood requirement. Electron candidates are required to have

pT > 27 GeV and |η| < 2.47. Candidates in the transition region between the barrel and

endcap electromagnetic calorimeters, 1.37 < |η| < 1.52, are excluded.

Muon candidates are reconstructed by fitting a unique trajectory through the hits

associated with a pair of matching tracks which are reconstructed separately in the ID

and the MS; the energy loss in the calorimeter is taken into account in the combination

procedure. Muons must satisfy the ‘medium’ identification criterion based on requirements

on the number of hits and on the quality of the combined fit [86]. Muon candidates are

required to have pT > 27 GeV and |η| < 2.5.

To select leptons originating from the primary pp interaction, the lepton tracks are

required to have a longitudinal impact parameter (z0) satisfying |z0 sin(θ)| < 0.5 mm

relative to the PV. The transverse impact parameter significance (d0/σd0) of the electron

(muon) candidates must satisfy d0/σd0 < 5 (3). In order to further suppress leptons

from non-prompt processes or leptons from hadrons in jets, both the electron and muon

candidates are required to satisfy pT-dependent cone-based isolation requirements [86],

which use information from ID tracks. The isolation requirements are set so that the scalar

sum of the transverse momenta of the tracks in the isolation cone4 around the lepton is

less than 6% of the lepton pT.

Jets are reconstructed, using the anti-kt algorithm [87, 88] with radius parameter

R = 0.4, from topological clusters of energy deposits in the calorimeter [89]. Jets are

calibrated using a simulation-based calibration scheme, followed by in situ corrections to

account for differences between simulation and data [90]. Events with jets arising from

detector noise or other non-collision sources are discarded [91]. Furthermore, to eliminate

jets containing a large energy contribution from pile-up, jets with pT < 60 GeV and |η| < 2.4

are required to have a significant fraction of their tracks with origin compatible with the

primary vertex, as defined by a jet vertex tagger discriminant (JVT) [92]. Selected jets

must have pT > 20 GeV and rapidity |y| < 2.5.

An overlap removal procedure is applied to electron, muon and jet candidates to pre-

vent double counting. Any jet whose axis lies within ∆R = 0.2 of an electron is removed.

If a jet is reconstructed within ∆R = 0.2 of a muon and the jet has fewer than three associ-

4The ∆R parameter of the isolation cone is defined by ∆R = min(10 GeV/pT, 0.3) where pT is the

transverse momentum of the lepton candidate.
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ated tracks or the muon energy constitutes most of the jet energy, then the jet is removed.

Any electron or muon of a given pT reconstructed within ∆R = min(0.4, 0.04+10 GeV/pT)

of the axis of any surviving jet is removed. Jets that survive the overlap removal procedure

are removed if they are within ∆R = 0.4 of the selected leptons.

The b-jets, defined as the jets containing at least one b-hadron, are identified using

a multivariate algorithm, MV2c10 [93, 94]. This algorithm uses the impact parameter

and reconstructed secondary vertex information of the tracks associated with the jets. Its

output lies in the range [−1,+1]. A value close to +1 denotes a higher probability for

the jet to be a b-jet. The b-jet candidates are selected if their MV2c10 output is greater

than 0.8244. This selection corresponds to an efficiency of 70% for selecting jets containing

b-hadrons, and misidentification rates of 0.26% and 8.3%, respectively, for light-flavour (u-,

d-, s-quark and gluon) jets and c-jets, as estimated from a sample of simulated tt̄ events.

Other working points are defined by different b-tagging discriminant output thresholds;

they are used to define control regions and to define the bins used in the flavour fit, as

detailed in section 5.1.

In simulation, reconstructed jets are labelled as b-jets if they lie within ∆R = 0.3

of one or more weakly decaying b-hadrons with pT > 5 GeV. Reconstructed jets not

identified as b-jets are considered to be c-jets if they lie within ∆R = 0.3 of any c-hadron

with pT > 5 GeV. All other jets are classified as light-jets. Simulated Z+jets events are

sequentially categorised depending on the labels of the jets, starting from b-jets, as follows:

Z+b when they have exactly one b-jet, Z+bb when they have at least two b-jets, Z+c when

they have at least one c-jet, Z + l when they have only light-jets. A similar classification

is adopted for simulated W+jets events. In the distributions with at least one b-jet, the

sum of Z + b and Z + bb samples is used to define the signal, and the Z+jets background

is constituted by the sum of the Z+ c and Z+ l samples. In the distributions with at least

two b-jets, the Z+bb samples alone constitute the signal, while the sum of the Z+b, Z+c,

and Z + l samples form the Z+jets background.

The missing transverse momentum (Emiss
T ), which may correspond to a neutrino escap-

ing interaction with the detector, is defined as the negative vector sum of the transverse

momentum of all identified hard physics objects (electrons, muons, jets), as well as an

additional track-based soft term defined in ref. [95].

Events are required to have exactly two leptons5 of the same flavour (ee or µµ) but of

opposite charge with their dilepton invariant mass in the range 76 GeV< m`` <106 GeV.

Events with p``T < 150 GeV must also have Emiss
T < 60 GeV. The requirement on the Emiss

T

value reduces by about 55% the background from tt̄ events with dileptonic decay, while

the signal is reduced by about 5%. Events passing the above selection and having at least

one or at least two jets belong to the region referred to as the pre-tag region. The signal

region is a subset of the pre-tag region. Events belonging to the signal region are assigned

to two regions: those with at least one b-jet, referred to as the 1-tag region; and those with

at least two b-jets, referred to as the 2-tag region, which is a subset of the 1-tag region.

A summary of the object selection and the event selection used in the analysis to define

5At least one of the lepton candidates is required to match the lepton that triggered the event.
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Electron channel Muon channel

Trigger Single electron Single muon

Tight Medium

Isolated Isolated

Leptons PV association: |d0/σd0
| < 5, |z0 sin θ| < 0.5 mm PV association: |d0/σd0

| < 3, |z0 sin θ| < 0.5 mm

pT > 27 GeV pT > 27 GeV

|η| < 1.37 or 1.52 < |η| < 2.47 |η| < 2.5

Jets pT > 20 GeV and |y| < 2.5

∆R(jet, `) > 0.4

b-jet pT > 20 GeV and |y| < 2.5

Regions

Pre-tag Signal Z+jets tt̄

region regions Validation Region Validation Region

Leptons 2 same-flavour, opposite-charge 1 e, 1 µ, opposite-charge

m`` 76 GeV < m`` < 106 GeV

Emiss
T Emiss

T < 60 GeV if p``T < 150 GeV

Jets ≥ 1 or ≥ 2 jets

b-tagging efficiency — 70% ≥ 1 b-jet at 77%–70% 70%

working point selection

Number of — ≥ 1 b-jets (1-tag region) ≥ 1 b-jets

b-jets ≥ 2 b-jets (2-tag region) ≥ 2 b-jets

Table 3. Summary of object and event selections defining the signal regions and the validation

regions for the main backgrounds of the analysis at detector level.

the signal regions and the validation regions for the main backgrounds, which are presented

in section 5, is given in table 3.

4.1 Correction factors applied to simulation and corresponding uncertainties

Corrections are applied to simulated samples in order to ensure that the object selection

efficiencies and the energy and momentum calibrations agree with data within the uncer-

tainties associated with the corrections.

The electron and muon trigger efficiencies are estimated in data and simulation in order

to determine simulation-to-data correction factors and their corresponding uncertainties.

The average per-event correction factor is about 0.98 (0.93) for electron (muon) triggers;

they are known with an uncertainty below 1% [85, 86]. Corrections to efficiencies for lepton

reconstruction, identification, isolation and association with the PV in simulated samples

are derived from data. Each per-lepton correction factor is close to unity and known with

a precision that is better than 1% in the kinematic range considered [85, 86].

The energy scale of the electrons and the momentum scale of the muons in simulation

are adjusted with correction factors that deviate from unity at the per-mil level and the

resolutions are adjusted with correction factors that deviate from unity at the per-cent level

in order to match lepton pT and m`` distributions in data; the corresponding uncertainties

are negligible.
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The jet energy scale (JES) is calibrated on the basis of the simulation including in

situ corrections obtained from data [90]. The JES uncertainties are estimated using a

decorrelation scheme comprising a set of 21 independent parameters, the largest of which

may reach several per cent in specific corners of the phase space. The jet energy resolution

(JER) uncertainty is derived by over-smearing the jet energy in the simulation by about

4% at pT = 20 GeV to about 0.5% at a pT of several hundred GeV [96]. Simulation-

to-data corrections and relative uncertainties are also applied to adjust the efficiency of

the JVT requirement following the prescriptions of ref. [97]. The uncertainty in the scale

and resolution of Emiss
T is estimated by propagating the uncertainties in the transverse

momenta of reconstructed objects and an uncertainty to account for soft hadronic activity

in the event, as described in ref. [95].

Flavour-tagging efficiencies in simulation are scaled to match those measured in data

for jets of all flavours as a function of the different b-tagging discriminant output thresholds,

and of the jet pT (and η for light-jets), using weights derived from control samples enriched

in jets of each flavour [98]. In the case of b-jets, correction factors and their uncertainties

are estimated from data using dileptonic tt̄ events [98]. The correction factors for b-jets

are close to unity. The uncertainties, described by a set of 28 independent parameters, are

as low as 3% for jet pT of about 60 GeV, but reach 10% for jet pT of about 20 GeV and

up to 20% beyond 300 GeV. In the case of c-jets, correction factors are derived using jets

from W -boson decays in tt̄ events [99]. The correction factors for c-jets range from about

1.2 to about 1.6. Their uncertainties, described by a set of 28 independent parameters, are

about 20%–30% in the bulk of the phase space, but up to 100% for large jet pT and for

the b-tagging discriminant output threshold closest to +1. In the case of light-flavour jets,

correction factors are derived using dijet events [100]. The correction factors for light-jets

range from about 2 to about 3, with uncertainties described by a set of 36 independent

parameters and ranging from 50% to 100%. An additional uncertainty of 30% is applied

to the efficiency of b-tagging for simulated jets originating from pile-up interactions, which

are less than 1% of the selected jets.

A variation in the pile-up reweighting of simulated events (referred to as pile-up uncer-

tainty) is included to account for the uncertainty in the ratio of the predicted and measured

inelastic cross-sections in the fiducial volume [101].

5 Background estimation

The main background in the 1-tag region is constituted by events with a Z boson produced

in association with jets, where either a light-jet or a c-jet is misidentified as a b-jet; it is

determined using a fit to data as detailed in section 5.1. Dileptonic tt̄ events dominate

in the 2-tag region. Smaller background contributions from the production of dibosons, a

Higgs boson, a single top quark, a Z → ττ , or a W → `ν are estimated using simulation,

as described in section 3.2. Uncertainties in the normalisation cross-section of these predic-

tions range from 4% to 6% depending on the process, as detailed in table 1. Background

contributions from multijet events are estimated with a data-driven technique and found

to be negligible, as described below.

– 12 –



J
H
E
P
0
7
(
2
0
2
0
)
0
4
4

2−10

1−10

1

10

210

3
10

E
n
tr

ie
s
 /
 G

e
V

 Validation Region

±

µ±e

ATLAS
-1

 = 13 TeV, 35.6 fbs
Data

 Syst. Unc.⊕MC Stat. 

Top quark

-
τ+τ→Z

0 100 200 300 400 500 600 700
 [GeV]

T, bb
p

0
0.5

1
1.5

2

P
re

d
. 
/ 
D

a
ta

2−10

1−10

1

10

210

3
10

E
n
tr

ie
s
 /
 G

e
V

 Validation Region

±

µ±e

ATLAS
-1

 = 13 TeV, 35.6 fbs
Data

 Syst. Unc.⊕MC Stat. 

Top quark

-
τ+τ→Z

0 100 200 300 400 500 600 700 800 900
 [GeV]

bb
m

0.6
0.8

1
1.2
1.4

P
re

d
. 
/ 
D

a
ta

Figure 1. Transverse momentum (left) and invariant mass (right) of the di-b-jet system built with

the two highest-pT b-jets for events with at least two b-jets in the tt̄ validation region. Systematic

uncertainties of the predicted distributions are combined with the statistical ones in the hatched

band, and the statistical uncertainty of the data is shown as error bars. The systematic uncertainties

for the predictions account only for the yield and the shape of tt̄ events.

The tt̄ contribution is estimated using simulated events generated with Powheg-

Box + Pythia normalised to the theoretically predicted cross-section, as discussed in

section 3.2. An uncertainty of about 6% is assigned to the inclusive tt̄ cross-section (see

table 1), following the variation of the renormalisation and factorisation scales by a factor

of 2.0, and the variation of the PDFs within their uncertainties. In addition, uncorrelated

systematic uncertainties in the modelling of the distributions are derived by comparing

the predictions from the nominal tt̄ sample with the ones from the alternative samples

described in section 3.2.

The modelling of tt̄ production in the simulation is validated using a tt̄-enriched region,

which is selected by requiring that events have two leptons of different flavour (eµ); all other

selections are the same as in the signal region. As an example, figure 1 shows the pT,bb

and the mbb distributions for events with at least two b-jets. The total background from

top quarks is the sum of tt̄ and single-top events, where the latter are about 3% of the

tt̄ component in the validation region, and other backgrounds are negligible. Data and

simulation agree well within the uncertainties which account for both the yield and shape

uncertainties of simulated tt̄ events and the statistical uncertainties of predictions and data.

Background contributions from multijet events in the electron and muon channels are

estimated using a data-driven technique. Multijet-enriched control regions without b-tag

and m`` requirements are used to derive the expected shape of this background. In the

electron channel, the multijet-enriched control region is defined by applying the full signal

event selection except for the electron identification and the d0/σd0 cuts, and inverting

the isolation selection for both electron candidates. In the muon channel, the multijet-

enriched control region is defined by applying the full signal event selection but requiring
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both muon candidates to have the same charge. In both channels, contributions from

non-multijet sources in the control regions are estimated from simulation and subtracted

from the data, with the remaining distributions used as shape templates. A fit of the

m`` distribution to data is then performed within the window of 60 GeV < m`` < 160 GeV

in the one-jet and two-jets pre-tag regions separately and leaving the normalisation of

the signal and of the multijet background templates free to float in the fit, while the

normalisation of the other processes is fixed in the fit. The multijet background estimate

in the pre-tag region is then extrapolated to the two signal regions using normalisation

factors equal to the fraction of events in the multijet control region that satisfy the 1-tag

and 2-tag requirements. Contributions from non-multijet processes are subtracted before

estimating this fraction. Systematic uncertainties are assessed by varying the m`` range

and the binning of the fit, excluding the Z-boson peak from the fit, performing the fit in

the tagged regions in place of the pre-tag ones, and by allowing the other processes to be

varied independently in the fit. The estimated size of the multijet background is consistent

with zero within the statistical uncertainty even after considering all sources of systematic

uncertainty. It is therefore neglected in the analysis.

5.1 Extraction of the cross-section for Z-boson production in association with

light-jets and c-jets

The flavour fit used for the extraction of the yields of Z + light-jets and Z + c-jets

backgrounds for the 1-tag and 2-tag selections is a maximum-likelihood fit to data based

on flavour-sensitive distributions. The fit is done simultaneously in the electron and muon

channels with templates derived from simulation.

In the 1-tag region, the b-tagging discriminant output of the leading b-jet is used as the

flavour-sensitive distribution. This observable for events belonging to the signal region is

distributed into three intervals that define the bins of the discriminant output distribution.

Each bin corresponds to a certain range of b-tagging efficiency. The bins are numbered

from 1 to 3, corresponding respectively to efficiencies of 60%–70% (bin 1), 50%–60% (bin

2) and <50% (bin 3) as estimated from simulated tt̄ events. The light-flavour jet (c-jet)

misidentification rates for the three bins are respectively 0.195% (5.4%), 0.048% (1.96%),

and <0.017% (<0.94%). The signal template is built with simulated Z+ ≥ 1b events. The

template shapes of the Z+l and Z+c samples are very similar (as shown in figure 2), hence

those samples are combined to form a single template. All non-Z+jets backgrounds are

combined into a single template, determined from the sum of their predicted contributions.

The normalisations of the signal and of the Z+jets background are free to float in the fit,

while the normalisation of the sum of the non-Z+jets backgrounds is fixed to their estimate.

In the 2-tag region the combination of the three bins of the b-tagging discriminant

outputs of the leading and sub-leading b-jets produces a distribution with six bins that

is used for the fit to data. The signal template is built with simulated Z + bb events.

Templates built with Z + b, Z + c and Z + l simulated events are combined into a single

template. Because of the large rejection of light-flavour jets achieved in the 2-tag selection,

the simulated Z + l events in this region are not subjected to the b-tagging requirement.

Instead they are weighted by a per-event probability that the jets pass the two-b-tags
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Generator Signal Z+jets background Signal Z+jets background Signal + Z+jets

SF SF post-fit yield post-fit yield post-fit yield

Sherpa 1.109 ± 0.003 0.861 ± 0.004 309 650 ± 810 166 640 ± 650 476 290 ± 750

Alpgen 1.480 ± 0.004 1.015 ± 0.002 297 670 ± 740 178 100 ± 400 475 810 ± 480

Table 4. Scale factors obtained for the fitted signal and Z+jet background for Sherpa and Alpgen

fits, the total post-fit yields, and the statistical uncertainty, estimated with pseudo-experiments,

from the fit for the 1-tag signal region.

Generator Signal Z+ jets background Signal Z+ jets background Signal + Z+jets

SF SF post-fit yield post-fit yield post-fit yield

Sherpa 1.18 ± 0.01 1.08 ± 0.04 23 440 ± 250 4780 ± 180 28 220 ± 200

Alpgen 1.18 ± 0.01 1.30 ± 0.05 23 650 ± 240 4550 ± 180 28 200 ± 200

Table 5. Scale factors obtained for the fitted signal and Z+jet background for Sherpa and Alpgen

fits, the total post-fit yields, and the statistical uncertainty, estimated with pseudo-experiments,

from the fit for the 2-tag signal region.

selection (procedure referred to as the truth-tagging). This probability is computed on the

basis of the per-jet probabilities, which are assumed to be independent of each other [102].

As for the fit in the 2-tag region, the normalisations of the signal and of the Z+jets

background are also free to float, while the normalisation of the other backgrounds is fixed

to their estimate.

Tables 4 and 5 show the normalisation scale factors in the 1- and 2-tag regions obtained

from the fit, together with the post-fit yields for the signal and Z+jet background samples

generated with Sherpa or Alpgen. There is good agreement between the sum of the signal

and background post-fit yields of Sherpa and Alpgen. The differences between Sherpa

and Alpgen in the modelling of the Z+jet backgrounds after the flavour fit are taken into

account in the systematic uncertainties as described below. The statistical uncertainty is

estimated with pseudo-experiments.

Figure 2 shows the b-tagging discriminant bins after the fit in the 1-tag and 2-tag

regions. In the upper panel of each figure, data are compared with the fit results obtained

using templates derived from Sherpa samples for signal and Z+jet backgrounds. The

lower panel shows the ratio of post-fit predictions to data using the Sherpa or Alpgen

samples for signal and Z+jet backgrounds.

The Z+jets backgrounds predicted by Sherpa and corrected for the normalisation

factor obtained from the fit are used as the nominal estimate in this analysis. System-

atic uncertainties due to the object selection efficiencies and calibrations, discussed in

section 4.1, affect the normalisation and the shape of Z+jets backgrounds. They are as-

sessed by repeating the fit with the templates varied according to each of the systematic

uncertainties. The fit is also repeated for each of the uncertainties affecting the tt̄ and

other backgrounds detailed above. An additional systematic uncertainty (referred to as

the flavour fit uncertainty) in the normalisation of the Z+jets backgrounds is estimated

by repeating the fit after separating the Z + c from the Z + l template in the 1-tag region,
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Figure 2. Post-fit b-tagging discriminant distributions for the electron (left) and muon (right)

channels in the 1-tag (top) and 2-tag (bottom) signal regions. The lower panels display the ratios

of the predictions to data using the signal and Z+jet background simulation either from Sherpa

(red) or Alpgen (blue). Systematic and statistical uncertainties for the predicted distributions are

combined in the hatched band, and the statistical uncertainty, estimated with pseudo-experiments,

is shown on the data points. The systematic uncertainties account for both the detector-level

uncertainties and the theory uncertainty of the non-Z backgrounds.

and after separating the Z + b from the Z + c and Z + l templates in the 2-tag region.

An uncertainty affecting the shape and rate of the Z+jets background is derived by taking

the difference between the post-fit Z+jets background evaluations using Sherpa and Alp-

gen samples. Another uncertainty accounts for potential jet-jet correlations that are not

covered by the truth-tagging procedure which mitigates the large statistical fluctuations in

the 2-tag region for Z + l. A 20% uncertainty is derived by taking the largest difference

between the double-tagged event yields obtained with or without the weighting procedure
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Figure 3. The pT of the leading b-jet (left) and of the Z boson (right) for events with at least one

b-jet in the Z+jets validation region defined in table 3. Post-fit distributions for signal and Z +

jets backgrounds are shown. Systematic and statistical uncertainties for the predicted distributions

are combined in the hatched band, and the statistical uncertainty is shown on the data points. The

uncertainty in the predictions includes only the flavour-tagging efficiency uncertainty and flavour-fit

uncertainty.

being applied to simulated samples of Z + bb, Z + cc, W + bb, and W + cc.6 These sam-

ples suffer less from statistical limitations. The test is done with both the Sherpa and

Alpgen samples.

The post-fit estimate of the Sherpa Z+jets background is validated in a region defined

by applying the full signal event selection with the exception of b-tagging requirements.

Events with at least one b-jet, with the b-tagging discriminant output in the b-jet efficiency

range of 70%–77% and light-flavour jet (c-jet) misidentification rates of 0.51% (7.7%), are

selected to provide a sample enriched in c-jets and light-flavour jets. As an example, figure 3

shows the pT of the leading b-jet and the pT of the Z boson in this region. The Z + l and

Z + c backgrounds constitute 50% and 28% of the total prediction, respectively. Agree-

ment between data and estimated backgrounds is observed within uncertainties. These

include the uncertainties due to the flavour fit and b-tagging efficiency, and the statistical

uncertainties of the predictions and data.

The normalisation factors of the signal samples, shown in tables 4 and 5, are applied in

figures 2 and 3 in this section to demonstrate the robustness of this procedure, while in the

following sections, post-fit normalisation factors are applied only to Z+jets background.

6 Kinematic distributions

After the signal selection criteria are applied, the measured and expected distributions are

compared at the detector level. The Z+jets background is shown for the normalisation

factors derived from the flavour fit. Pre-fit distributions are used for the signal samples.

6Simulated Z+jets events are categorised as Z+cc (W +cc) if they belong to the Z+c (W +c) category

and have at least two c-jets.
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Figure 4. Distribution of events passing the signal selection as a function of m`` (left) and pT,Z

(right) for events with at least one b-jet. The lower panels display the ratio of the predictions for

signal plus background to data using either Sherpa (red) or Alpgen + Pythia6 (blue) as the

signal simulation. The statistical uncertainty of the data is shown as black error bars and the total

uncertainty of the prediction as a hatched band. The latter consists of the statistical uncertainty

and all systematic uncertainties from the predictions.

Figure 4 shows, as an example, the distributions of the m`` and pT of the Z boson for

events in the 1-tag region. Figure 5 shows the pT of the Z boson and the ∆Rbb distributions

for events in the 2-tag region. The uncertainty bands include the statistical uncertainties of

the simulated sample, the event-selection uncertainties described in section 4 (omitting the

common luminosity uncertainty), and the background uncertainties described in section 5.

Both generators do not describe precisely the data in the full range of the measurement,

although the Sherpa generator provides the best agreement with data.

The total numbers of selected events in data and in predictions are presented in table 6,

together with the prediction of each process, expressed as a fraction of the total number of

predicted events.

7 Correction to particle level

The signal event yields are determined by subtracting the estimated background contri-

butions from the data. The resulting distributions are corrected for detector-level effects

to the fiducial phase space at particle level defined in table 7. The procedure, based on

simulated samples, corrects for Z-boson, jet, and b-jet selection efficiencies, resolution ef-

fects, and small differences between the fiducial and detector-level phase spaces. The pre-fit

distributions of the Sherpa signal samples are used to perform the unfolding procedure.

The signal samples for the simulation of Z events with at least one or at least two b-jets

are defined in section 4. Particle-level objects are selected with requirements close to the

corresponding requirements for reconstructed signal candidate objects, in order to limit
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Figure 5. Distribution of events passing the signal selection as a function of pT,Z (left) and ∆Rbb

(right) for events with at least two b-jets. The lower panels display the ratio of the predictions for

signal plus background to data using either Sherpa (red) or Alpgen + Pythia6 (blue) as the

signal simulation. The statistical uncertainty of the data is shown as black error bars and the total

uncertainty of the prediction as the hatched band. The latter consists of the statistical uncertainty

and all systematic uncertainties from the predictions.

1-tag region

Signal

Z + b, Z + bb 59%

Backgrounds

Z + c 18%

Z + l 18%

Top 4%

Diboson, V H 1%

Others < 1%

Total predicted 470 000 ± 650

Data 499 645

2-tag region

Signal

Z + bb 60%

Backgrounds

Z + b 9%

Z + c 5%

Z + l < 1%

Top 23%

Diboson, V H 2%

Others 1%

Total predicted 33 070 ± 180

Data 36 548

Table 6. The expected size of the signal and backgrounds, expressed as a fraction of the total

number of predicted events for inclusive b-jet multiplicities for the signal selection. The signal

and Z+jets background predictions are from the Sherpa generator, with the Z+jets background

estimate obtained after applying the normalisation scale factors obtained from the flavour fit. The

total numbers of predicted and observed events are also shown. The uncertainty in the total

predicted number of events is statistical only.

the dependence of the measurement on theoretical predictions. In this definition, the lep-

ton kinematic variables are computed using final-state leptons from the Z-boson decay.

Photons radiated by the boson decay products within a cone of size ∆R = 0.1 around the

direction of a final-state lepton are added to the lepton, and the sum is referred to as the

‘dressed’ lepton. Particle-level jets are identified by applying the anti-kt algorithm with
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Kinematic variable Acceptance cut

Lepton pT pT > 27 GeV

Lepton η |η| < 2.5

m`` m`` = 91± 15 GeV

b-jet pT pT > 20 GeV

b-jet rapidity |y| < 2.5

b-jet-lepton angular distance ∆R(b-jet, `)> 0.4

Table 7. Kinematic criteria defining the fiducial phase space of the measurement at particle level.

R = 0.4 to all final-state particles with a lifetime longer than 30 ps, excluding the dressed

Z-boson decay products. A jet is identified as b-tagged if it lies within ∆R = 0.3 of one or

more weakly decaying b-hadrons with pT > 5 GeV. If a b-hadron matches more than one

jet, only the closest jet in ∆R is labelled as a b-jet.

The correction of differential distributions is implemented using an iterative Bayesian

method of unfolding [103] with two iterations. Simulated events are used to generate a

response matrix for each distribution to account for bin-to-bin migration effects between

the detector-level and particle-level distributions. The matrix is filled with the events that

pass both the detector-level and particle-level selections. The particle-level prediction is

used as the initial prior to determine the first estimate of the unfolded data distribution. For

the second iteration, the new estimate of unfolded data is obtained using the background-

subtracted data and an unfolding matrix, which is derived on the basis of the Bayes’

theorem from the response matrix and the current prior. The background-subtracted data

are corrected for the expected fraction of events which pass the detector-level selection,

but not the particle-level one (unmatched-events), before entering the iterative unfolding.

For each bin of each differential distribution, the unfolded event yields are divided by the

integrated luminosity of the data sample and by the bin width, to obtain the cross-section

measurement. The differential cross-section measurement of a given observable in the i-th

bin is given by:

σi =
1

εiL

∑
UijfjN

bsD
j ,

where L is the integrated luminosity, εi is the reconstruction efficiency in i-th bin, NbsD
j

is the number of background-subtracted data events in the j-th bin, fj is the factor that

corrects for unmatched events in the j-th bin, and Uij is the element (i, j) of the unfolding

matrix calculated after two iterations, using the updated prior from the first iteration and

the response matrix.

The measurement of the inclusive cross-section for Z-boson events with at least one

or at least two b-jets is obtained by applying a particle-level correction to the number of

events in data with at least one or at least two b-jets, after background subtraction. The

correction, which is applied as a divisor of the background-subtracted data, is derived from

the ratio of the total number of reconstructed events in the detector-level phase space to

the number of particle-level events in the fiducial phase space. It is 0.399 ± 0.001 for Z-
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Source of uncertainty Z(→ ``) + ≥ 1 b-jet Z(→ ``) + ≥ 2 b-jets

[%] [%]

b-jet tagging efficiency 7.0 14

b-jet mistag rate 2.4 1.1

Jet 2.4 5.0

Lepton 0.8 1.2

Emiss
T 0.6 1.3

Z + c and Z + l backgrounds 4.5 1.1

Top background 0.5 3.8

Other backgrounds < 0.1 0.1

Pile-up 1.7 2.6

Unfolding 3.8 4.1

Luminosity 2.3 2.9

Total [%] 10 16

Table 8. Relative systematic uncertainties in the measured production cross-sections of Z(→
``) + ≥ 1 b-jet and Z(→ ``) + ≥ 2 b-jets events. The “Jet” term includes the JES, JER and

JVT uncertainties. The “Lepton” term includes the lepton trigger, efficiency, scale and resolution

uncertainties. The “Z + c and Z + l backgrounds” term also includes the Z + 1b background in the

Z + ≥ 2 b-jets measurement.

boson events with at least one b-jet and 0.258± 0.002 for Z-boson events with at least two

b-jets, using Sherpa signal samples and quoting the statistical error.

Since the electron and muon decay channels are combined to increase the precision of

the signal fits to data, the corrections and response matrices are made using electron and

muon signal samples to obtain combined particle-level yields. To validate this procedure,

the analysis is performed for each of the two lepton channels separately. The results ob-

tained from the individual channels are compatible within 1.4σ and 1.6σ with the inclusive

cross-section of Z-boson events with at least one b-jet and at least two b-jets, respectively.

This comparison uses only the sum in quadrature of the statistical and uncorrelated sys-

tematic uncertainties. The differential cross-section measurements in the two channels also

agree over the full range of each distribution.

8 Uncertainties in the cross-section measurements

Table 8 summarises the systematic uncertainties of the inclusive Z + b-jets cross-sections

in the one- and two-b-tag regions. Figure 6 shows as an example the breakdown of the

systematic uncertainties in the cross-section as a function of Z-boson pT for events with at

least one b-jet and as a function of ∆Rbb for events with at least two b-jets.

The systematic uncertainties in the cross-sections associated with the detector-level

uncertainty sources described in section 4.1 are derived for each observable by propagating

systematic shifts from each source through both the response matrices (unfolding factor)

and the subtracted background contributions into the unfolded data for the differential (in-
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Figure 6. Relative systematic uncertainties in the fiducial cross-section as a function of the Z-

boson pT in events with at least one b-jet (left) and as a function of the ∆R between the two leading

b-jets in events with at least two b-jets (right). The total uncertainty is shown in black while the

different components listed in table 8 are shown in different colours.

clusive) cross-section measurements. The dominant source of uncertainty is the modelling

of the b-tagging efficiency. Its impact on the inclusive cross-section ranges from 7.0% for

Z-boson events with at least one b-jet to 14% for Z-boson events with at least two b-jets.

Its effect on differential cross-section measurements ranges from 5% to 10% for Z-boson

events with at least one b-jet and from 10% to 15% for Z-boson events with at least two

b-jets. The impact of the mistag rate of c- and light-jets is smaller; it is 2.4% for Z-boson

events with at least one b-jet and 1% for Z-boson events with at least two b-jets.

The uncertainty from each background source is determined by applying shifts to the

subtracted background contributions and to the nominal response matrices or unfolding

factors. The sources of uncertainty considered for Z + l and Z + c (and Z + 1b in the

Z + ≥ 2b-jets measurement), tt̄ and single-top, diboson and other minor backgrounds

are described in section 5. The dominant uncertainty in the background to events with

at least one b-jet originates from Z+jets events. This uncertainty contributes 4.5% to

the uncertainty in the inclusive cross-section. An uncertainty of 3.7% derives from the

difference between the modelling in Alpgen and Sherpa, while 2.6% is due to the flavour

fit uncertainty. The impact of this uncertainty on the differential cross-sections ranges

from a few per cent up to 25% in the extreme corners of the phase space. For a Z-boson

pT value of about 500 GeV, the difference between the modelling in Alpgen and Sherpa

contributes 18% to this uncertainty, and the flavour fit uncertainty is 12%.

In contrast, the uncertainty in the estimation of background from tt̄ events is the

dominant source of uncertainty in the background to Z-boson events with at least two

b-jets. It contributes 3.8% to the inclusive cross-section and ranges from 1% to 9% in the

differential cross-sections.

The uncertainty due to modelling of the Z+ b-jets signal samples in the events with at

least one and at least two b-jets are also accounted for. This is evaluated for each observable
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by reweighting the generator-level distribution in the Sherpa samples to provide a better

description of the data at detector level. The modified Sherpa samples are then used to

emulate data and are unfolded with the nominal simulated sample. An additional source

accounts for the possible mismodelling of an observable that is not one of the unfolded

observables (i.e. a hidden variable). This uncertainty is evaluated by reweighting, in the

Sherpa samples, the generator-level distribution of the leading lepton’s pT, which is one of

the observables showing the largest mismodelling, to provide a better description of the data

at detector level. The modified Sherpa samples are used to unfold the data. The effect of

the hidden variable’s mismodelling is negligible for all considered variables and all bins. A

third uncertainty source accounts for the different hadronisation and parton-shower models

used for the signal simulation. This uncertainty is evaluated by unfolding the Alpgen

signal samples, which emulate the background-subtracted data, with the Sherpa signal

samples. The generator-level distributions from the Alpgen samples are first reweighted

to agree with Sherpa in order to remove effects related to shape differences. The difference

between the generator-level distribution and the unfolded Alpgen reweighted distribution

is taken as the uncertainty. For the inclusive cross-section, the modelling uncertainty is

estimated by replacing the unfolding factor computed with Sherpa with the one computed

with Alpgen. The dependence on the size of the simulated sample is derived using pseudo-

experiments, and the spread of the results is taken as an uncertainty. The statistical term

is typically less than a few per cent. It reaches 5% in the last bin of the ∆Rbb distribution

and 15% only in the last bin of the ∆ybb distribution.

The total unfolding uncertainty in the inclusive cross-sections is at the level of 4% in

each of the two signal regions. In the differential distributions it is less than 5% in the 1-tag

region and at a level of 5%–10% in the 2-tag region, except in some bins of the angular

variables and in the tail of the pT and mbb distributions, where it reaches 20%.

9 Results

The inclusive and differential cross-section measurements for Z + ≥ 1 b-jet and Z + ≥
2 b-jets are shown in figures 7–15. The statistical uncertainty of the data is propagated

through the unfolding by using 1000 pseudo-experiments, repeating the flavour fit for each

of them. The statistical uncertainty in the inclusive cross-sections of Z + ≥ 1 b-jet and

Z + ≥ 2 b-jets is 0.3% and 0.8% respectively. As mentioned in section 8, the systematic

uncertainties are propagated through the unfolding via the response matrices or the un-

folding factors and via the variation of the subtracted background. The measurements are

compared with the predictions from Sherpa 5FNS (NLO), Alpgen + Py6 4 FNS (LO),

Sherpa Fusing 4FNS+5FNS (NLO), Sherpa Zbb 4FNS (NLO), MGaMC + Py8

5FNS (LO), MGaMC + Py8 Zbb 4FNS (NLO) and MGaMC + Py8 5FNS (NLO).

Theoretical uncertainties of Sherpa 5FNS (NLO), computed as described in section 3,

are shown in the comparison with data. In this section, all predictions are normalised to

their own cross-section to allow an unbiased comparison among different generators.7

7The NNLO cross-section K-factor applied to the inclusive Alpgen and Sherpa samples in previous

sections is removed.
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Figure 7. Measured cross-sections for Z + ≥ 1 b-jet (left) and Z + ≥ 2 b-jets (right). The data

are compared with the predictions from Sherpa 5FNS (NLO), Alpgen + Py6 4 FNS (LO),

Sherpa Fusing 4FNS+5FNS (NLO), Sherpa Zbb 4FNS (NLO), MGaMC + Py8 5FNS

(LO), MGaMC + Py8 Zbb 4FNS (NLO) and MGaMC + Py8 5FNS (NLO). The yellow

band corresponds to the statistical uncertainty of the data, and the green band to statistical and

systematic uncertainties of the data, added in quadrature. The error bars on the Sherpa 5FNS

(NLO) predictions correspond to the statistical and theoretical uncertainties added in quadrature.

Only statistical uncertainties are shown for the other predictions.

9.1 Inclusive cross-sections

The measured inclusive cross-sections for Z + ≥ 1 b-jet and Z + ≥ 2 b-jets, shown in

figure 7, are 10.90 ± 0.03(stat.) ± 1.08(syst.) ± 0.25(lumi.) pb and 1.32 ± 0.01(stat.) ±
0.21(syst.) ± 0.04(lumi.) pb, respectively. The 4FNS MC predictions are systematically

lower than data in the inclusive one-b-jet case, both for MC generators with LO matrix

elements, as implemented in Alpgen + Py6 4FNS (LO), and for Zbb predictions at

NLO, as implemented in Sherpa Zbb 4FNS (NLO) and MGaMC + Py8 Zbb 4FNS

(NLO). The 4FNS predictions agree well with data in the inclusive two-b-jet case. Even

though the LO Alpgen + Py6 4FNS (LO) underestimates the data, the predictions and

data agree within two standard deviations (2σ) of the experimental uncertainty. Use of the

NNPDF3.0lo PDF set in Alpgen predictions gives better agreement with data because of

a higher acceptance in the fiducial region. The 5FNS simulations, in general, adequately

predict the inclusive cross-sections for both Z + ≥ 1 b-jet and Z + ≥ 2 b-jets. Overall, this

is consistent with the results presented in the ATLAS measurement at
√
s = 7 TeV [11].

9.2 Differential cross-sections for Z + ≥ 1 b-jet

The differential cross-section measurements for the Z + ≥ 1 b-jet process are shown in

figures 8–11. Each distribution is presented and discussed in detail in this section.

The distributions of the transverse momentum of the Z boson and of the jets probe

pQCD over a wide range of scales and provide important input to the background prediction

for other SM processes, including Higgs boson production and searches beyond the SM. The

differential cross-section as a function of the Z-boson pT for events with at least one b-jet

is shown in figure 8 (left). In the low pT region, up to 100 GeV, where soft radiative effects
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Figure 8. Measured cross-section as a function of Z-boson pT (left) and leading b-jet pT (right)

in events with at least one b-jet. The data are compared with the predictions from Sherpa 5FNS

(NLO), Alpgen + Py6 4 FNS (LO), Sherpa Fusing 4FNS+5FNS (NLO), Sherpa Zbb 4FNS

(NLO), MGaMC + Py8 5FNS (LO), MGaMC + Py8 Zbb 4FNS (NLO) and MGaMC + Py8

5FNS (NLO). The error bars correspond to the statistical uncertainty, and the hatched bands to

the data statistical and systematic uncertainties added in quadrature. The red band corresponds to

the statistical and theoretical uncertainties of Sherpa 5FNS (NLO) added in quadrature. Only

statistical uncertainties are shown for the other predictions.

play a role, all the predicted shapes except that of MGaMC + Py8 Zbb 4FNS (NLO)

exhibit trends different from those in the data. Overall, the predictions from Sherpa 5FNS

(NLO) and Sherpa Fusing 4FNS+5FNS (NLO) show the best agreement with data.

Predictions from MGaMC + Py8 5FNS (LO) and MGaMC + Py8 5FNS (NLO) are

within the experimental uncertainty band for most of the bins. The harder Z-boson pT in

Alpgen predictions than in data has already been reported by ATLAS for data collected at√
s = 7 TeV [11]. Figure 8 (right) shows the leading b-jet pT. MGaMC + Py8 5FNS (LO)

provides a satisfactory description within the uncertainty of the data, while MGaMC +

Py8 5FNS (NLO) underestimates the data in the high pT region. This region is populated

by additional hard radiation, which in MGaMC + Py8 5FNS (NLO) is simulated only

via parton shower. Sherpa 5FNS (NLO) exhibits the best agreement with data. The

contrasting behaviour of Sherpa Fusing 4FNS+5FNS (NLO), which underestimates

the data at high pT, may be interesting to investigate further in the future. The NLO

4FNS predictions of Zbb, as implemented in Sherpa and MGaMC, show a softer leading

b-jet pT, while the inclusive LO 4FNS prediction, as implemented in Alpgen, describes
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Figure 9. Measured cross-section as a function of Z-boson |y| (left) and leading b-jet |y| (right)

in events with at least one b-jet. The data are compared with the predictions from Sherpa 5FNS

(NLO), Alpgen + Py6 4 FNS (LO), Sherpa Fusing 4FNS+5FNS (NLO), Sherpa Zbb 4FNS

(NLO), MGaMC + Py8 5FNS (LO), MGaMC + Py8 Zbb 4FNS (NLO) and MGaMC + Py8

5FNS (NLO). The error bars correspond to the statistical uncertainty, and the hatched bands to

the data statistical and systematic uncertainties added in quadrature. The red band corresponds to

the statistical and theoretical uncertainties of Sherpa 5FNS (NLO) added in quadrature. Only

statistical uncertainties are shown for the other predictions.

the shape of the data quite well despite the large underestimation of the normalisation

already discussed for figure 7.

The distributions of the Z-boson rapidity, the leading b-jet rapidity, and their sep-

aration, ∆yZb, are directly sensitive to the b-quark PDFs and to higher-order diagram

contributions, and they may show differences for different flavour schemes. The differential

cross-sections as a function of the Z-boson rapidity and of the leading b-jet rapidity for

events with at least one b-jet are shown in figure 9. All MC predictions provide a satis-

factory description of the shape of the data. Some modulation relative to data is observed

in the leading b-jet |y| distribution, in some cases beyond the experimental uncertainty.

Figure 10 (right) shows the differential cross-section as a function of ∆yZb. Sherpa 5FNS

(NLO) and Sherpa Fusing 4FNS+5FNS (NLO) describe the data quite well, while all

other predictions exhibit a slightly smaller rapidity separation than data, even if within

the uncertainty of the data. Use of a different PDF set as in Alpgen predictions leads to

a change in the distribution, but the differences are small compared with the experimental

uncertainties.
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Figure 10. Measured cross-section as a function of ∆φ (left) and ∆y between the Z-boson

candidate and the leading b-jet (right) in events with at least one b-jet. The data are compared

with the predictions from Sherpa 5FNS (NLO), Alpgen + Py6 4 FNS (LO), Sherpa Fusing

4FNS+5FNS (NLO), Sherpa Zbb 4FNS (NLO), MGaMC + Py8 5FNS (LO), MGaMC +

Py8 Zbb 4FNS (NLO) and MGaMC + Py8 5FNS (NLO). The error bars correspond to the

statistical uncertainty, and the hatched bands to the data statistical and systematic uncertainties

added in quadrature. The red band corresponds to the statistical and theoretical uncertainties of

Sherpa 5FNS (NLO) added in quadrature. Only statistical uncertainties are shown for the other

predictions.

The distribution of ∆φZb is sensitive to the presence of additional radiation in the

event. In fixed order calculations of the Z + 1b process, the LO matrix element provides

contributions only for ∆φZb = π, while the NLO matrix element is the first order which

populates the region of ∆φZb < π. In MC simulations the region below π is populated

via parton shower and via merging of parton shower with multi-parton matrix elements.

Therefore the region of small azimuthal separation between the Z boson and the leading

b-jet is the most sensitive to additional QCD radiation and soft corrections. It is also

sensitive to the presence of boosted particles decaying into a Z boson and b-quarks. The

differential cross-section as a function of ∆φZb for events with at least one b-jet is shown

in figure 10 (left). The Sherpa 5FNS (NLO) generator provides the best agreement

with data. Sherpa Fusing 4FNS+5FNS (NLO) is still consistent with data within

the experimental uncertainty in most of the bins, but a small difference between the two

simulations is observed for small values. This result is highly correlated with the difference

observed in the leading b-jet pT distribution. It confirms that the current performance
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the leading b-jet in events with at least one b-jet. The data are compared with the predictions from

Sherpa 5FNS (NLO), Alpgen + Py6 4 FNS (LO), Sherpa Fusing 4FNS+5FNS (NLO),

Sherpa Zbb 4FNS (NLO), MGaMC + Py8 5FNS (LO), MGaMC + Py8 Zbb 4FNS (NLO)

and MGaMC + Py8 5FNS (NLO). The error bars correspond to the statistical uncertainty, and

the hatched bands to the statistical and systematic uncertainties of the data, added in quadrature.

The red band corresponds to the statistical and theoretical uncertainties of Sherpa 5FNS (NLO)

added in quadrature. Only statistical uncertainties are shown for the other predictions.

of Sherpa Fusing 4FNS+5FNS (NLO) in the regime of high-pT jets with a Z boson

emitted collinearly is slightly worse than the Sherpa 5FNS (NLO) configuration. All

MGaMC simulations predict too many large azimuthal separations, with a consequent

deficit at small angles. Also, in this case the modelling in MGaMC + Py8 5FNS (NLO)

is slightly worse than in MGaMC + Py8 5FNS (LO). The differential cross-section as a

function of ∆RZb, as shown in figure 11, contains the convolution of effects discussed for

the ∆yZb and ∆φZb distributions.
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Figure 12. Measured cross-section as a function of ∆φ (left) and ∆y between the two leading

b-jets (right) in events with at least two b-jets. The data are compared with the predictions from

Sherpa 5FNS (NLO), Alpgen + Py6 4 FNS (LO), Sherpa Fusing 4FNS+5FNS (NLO),

Sherpa Zbb 4FNS (NLO), MGaMC + Py8 5FNS (LO), MGaMC + Py8 Zbb 4FNS (NLO)

and MGaMC + Py8 5FNS (NLO). The error bars correspond to the statistical uncertainty, and

the hatched bands to the data statistical and systematic uncertainties added in quadrature. The red

band corresponds to the statistical and theoretical uncertainties of Sherpa 5FNS (NLO) added

in quadrature. Only statistical uncertainties are shown for the other predictions.

9.3 Differential cross-sections for Z + ≥ 2 b-jets

Events with a Z boson produced in association with two b-jets constitute an important

background to other SM and beyond-SM processes. Furthermore, they probe the mecha-

nism of a gluon splitting into heavy quarks. The differential cross-section measurements

for Z + ≥ 2 b-jet are shown in figures 12–15. Each distribution is presented and discussed

in detail in this section.

The distributions of angular separation between the two leading b-jets allow character-

isation of the hard radiation at large angles and the soft radiation for collinear emissions.

The differential cross-sections as a function of ∆φbb and of ∆ybb are shown in figure 12.

Most of the predictions provide satisfactory descriptions of the data within the large ex-

perimental uncertainties. Disagreement between data and MGaMC + Py8 Zbb 4FNS

(NLO) is observed at low values of ∆φbb. Mismodelling of ∆ybb is observed for Alpgen.

This observable has some sensitivity to PDFs, but that is below the experimental uncer-

tainties. The ∆Rbb observable is sensitive to the various production mechanisms of the Zbb
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Figure 13. Measured cross-section as a function of ∆R between the two leading b-jets (left)

and invariant mass of the two leading b-jets (right) in events with at least two b-jets. The data

are compared with the predictions from Sherpa 5FNS (NLO), Alpgen + Py6 4 FNS (LO),

Sherpa Fusing 4FNS+5FNS (NLO), Sherpa Zbb 4FNS (NLO), MGaMC + Py8 5FNS

(LO), MGaMC + Py8 Zbb 4FNS (NLO) and MGaMC + Py8 5FNS (NLO). The error bars

correspond to the statistical uncertainty, and the hatched bands to the data statistical and system-

atic uncertainties added in quadrature. The red band corresponds to the statistical and theoretical

uncertainties of Sherpa 5FNS (NLO) added in quadrature. Only statistical uncertainties are

shown for the other predictions.

final state. The region at low ∆Rbb is dominated by the production of two b-jets from gluon

splitting. Probing this region requires two b-jets in the final state, so it is not sensitive

to very small angles of the splitting. The interplay of the modelling of ∆φbb and ∆ybb in

Alpgen + Py6 4 FNS (LO) influences the prediction of the ∆Rbb distribution shown in

figure 13 (left). All Sherpa predictions describe the shape of this observable quite well,

featuring a substantial improvement at low ∆Rbb relative to the LO version reported by

ATLAS using data at
√
s = 7 TeV. Overall, this is consistent with the results presented in

the ATLAS measurement of gluon-splitting properties at
√
s = 13 TeV [11]. MGaMC +

Py8 Zbb 4FNS (NLO) presents a large mismodelling at low ∆Rbb, which is the part of

the phase space dominated by gluon splitting.

The invariant mass of the two leading b-jets is an important observable in the mea-

surement of associated ZH production with Higgs boson decays into bb̄, and in searches

for physics beyond the SM in the same final state. The differential cross-section as a func-

tion of mbb for events with at least two b-jets is shown in figure 13 (right). All Sherpa
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Figure 14. Measured cross-section as a function of pT of the Z boson (left) and of the di-b-jet system

(pT,bb) (right) in events with at least two b-jets. The data are compared with the predictions from

Sherpa 5FNS (NLO), Alpgen + Py6 4 FNS (LO), Sherpa Fusing 4FNS+5FNS (NLO),

Sherpa Zbb 4FNS (NLO), MGaMC + Py8 5FNS (LO), MGaMC + Py8 Zbb 4FNS (NLO)

and MGaMC + Py8 5FNS (NLO). The error bars correspond to the statistical uncertainty, and

the hatched bands to the data statistical and systematic uncertainties added in quadrature. The red

band corresponds to the statistical and theoretical uncertainties of Sherpa 5FNS (NLO) added

in quadrature. Only statistical uncertainties are shown for the other predictions.

predictions provide a quite good model of the shape of this observable’s distribution up

to about 300 GeV, while the other predictions show various discrepancies in this region.

This is particularly evident for MGaMC + Py8 Zbb 4FNS (NLO), and it is consistent

with the mismodelling observed at low ∆Rbb, the region dominated by gluon splitting. In

the high mass range all predictions underestimate the data, resulting in a sizeable mis-

modelling. Hence the use of these predictions for the background estimate in searches for

physics beyond the SM in this final state could be problematic.

The differential cross-sections as a function of the Z-boson pT and of the pT of the

di-b-jet system (pT,bb) for events with at least two b-jets are shown in figure 14. Most of the

predictions agree with data within the large experimental uncertainties, which are about

25% in most of the bins, and large statistical uncertainties of the predictions, which for

some MC samples reach 25% in the highest bins. Alpgen shows a harder Z-boson pT
spectrum than data, as was observed in the distribution of events with at least one b-jet.

The Zbb simulation at NLO with 4FNS, as implemented in MGaMC + Py8 Zbb 4FNS

(NLO) and Sherpa Zbb 4FNS (NLO), shows better agreement with data with respect
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its invariant mass (pT,bb/mbb) in events with at least two b-jets. The data are compared with

the predictions from Sherpa 5FNS (NLO), Alpgen + Py6 4 FNS (LO), Sherpa Fusing

4FNS+5FNS (NLO), Sherpa Zbb 4FNS (NLO), MGaMC + Py8 5FNS (LO), MGaMC +

Py8 Zbb 4FNS (NLO) and MGaMC + Py8 5FNS (NLO). The error bars correspond to the

statistical uncertainty, and the hatched bands to the statistical and systematic uncertainties of the

data, added in quadrature. The red band corresponds to the statistical and theoretical uncertainties

of Sherpa 5FNS (NLO) added in quadrature. Only statistical uncertainties are shown for the

other predictions.

to the pT distributions for events with at least one b-jet, but significant disagreement is

still observed.

Finally, the ratio of the pT of the di-b-jet system to its invariant mass (pT,bb/mbb) is

sensitive to gluon splitting: a small value indicates a hard splitting and a large value is

a consequence of soft splitting. The differential cross-section as a function of pT,bb/mbb is

shown in figure 15. Sherpa 5FNS (NLO) and Sherpa Fusing 4FNS+5FNS (NLO)

show quite good agreement with data, while MGaMC + Py8 Zbb 4FNS (NLO) agrees

less well.
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10 Conclusion

This paper presents a measurement of the cross-sections for Z-boson production in associa-

tion with one or more b-jets in pp collisions at
√
s = 13 TeV. The analysed data correspond

to an integrated luminosity of 35.6 fb−1 recorded by the ATLAS detector at the LHC.

The cross-sections are measured using the electron and muon decay modes of the Z

boson in a fiducial phase space. In addition to the inclusive cross-sections, differential cross-

sections of several kinematic observables are measured, extending the range of jet transverse

momenta to higher values than reported in previous ATLAS publications, which used data

at lower centre-of-mass energies.

The measurements are compared with predictions from a variety of Monte Carlo gen-

erators. In general, 5-flavour number scheme (5FNS) calculations at NLO accuracy predict

the inclusive cross-sections well, while inclusive 4-flavour number scheme (4FNS) LO cal-

culations largely underestimate the data. Predictions of Zbb at NLO accuracy agree with

data only in the two-b-jets case, and underestimate the data in the case of events with at

least one b-jet. Overall, Sherpa 5FNS (NLO), a 5FNS generator with matrix elements

at NLO for up to two partons and matrix elements at LO for up to four partons, describes

the various differential distributions within the experimental uncertainties. A significant

discrepancy, common to all generators, is found for large values of mbb. The Sherpa Fus-

ing 4FNS+5FNS (NLO) simulation, which combines 4FNS with 5FNS at NLO accuracy

using a novel technique, agrees with Sherpa 5FNS (NLO), showing that in general at the

scales tested by this measurement the effects of this merging are minor. A disagreement of

about 20 30% is observed for large values of the leading b-jet transverse momentum, and

for small angular separations between the Z boson and the leading b-jet.

The 5FNS simulation with matrix elements for up to four partons at LO, as imple-

mented in MGaMC + Py8 (LO), describes the data within the experimental uncertainties

in most cases. In some cases this simulation is even better than predictions from MGaMC

+ Py8 5FNS (NLO), which has matrix elements with only one parton at NLO. This

indicates the importance of simulations with several partons in the matrix element for a

fair description of the data. The pure Zbb simulation at NLO in the 4FNS, as generated by

Sherpa and MGaMC, shows significant deviations from the data even in the two-b-jets

configuration, and this is more pronounced in MGaMC.

This measurement provides essential input for the improvement of theoretical predic-

tions and Monte Carlo generators of Z-boson production in association with b-jets, allowing

a better quantitative understanding of perturbative QCD.
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Spain; Göran Gustafssons Stiftelse, Sweden; The Royal Society and Leverhulme Trust,

United Kingdom.

The crucial computing support from all WLCG partners is acknowledged gratefully,

in particular from CERN, the ATLAS Tier-1 facilities at TRIUMF (Canada), NDGF

(Denmark, Norway, Sweden), CC-IN2P3 (France), KIT/GridKA (Germany), INFN-CNAF

(Italy), NL-T1 (Netherlands), PIC (Spain), ASGC (Taiwan), RAL (U.K.) and BNL

(U.S.A.), the Tier-2 facilities worldwide and large non-WLCG resource providers. Ma-

jor contributors of computing resources are listed in ref. [104].

Open Access. This article is distributed under the terms of the Creative Commons

Attribution License (CC-BY 4.0), which permits any use, distribution and reproduction in

any medium, provided the original author(s) and source are credited.

References

[1] F. Febres Cordero, L. Reina and D. Wackeroth, W - and Z-boson production with a massive

bottom-quark pair at the Large Hadron Collider, Phys. Rev. D 80 (2009) 034015

[arXiv:0906.1923] [INSPIRE].

[2] J.M. Campbell, R. Ellis, F. Maltoni and S. Willenbrock, Associated production of a Z boson

and a single heavy quark jet, Phys. Rev. D 69 (2004) 074021 [hep-ph/0312024] [INSPIRE].

[3] F. Maltoni, G. Ridolfi and M. Ubiali, b-initiated processes at the LHC: a reappraisal, JHEP

07 (2012) 022 [Erratum ibid. 04 (2013) 095] [arXiv:1203.6393] [INSPIRE].

[4] G. Ridolfi, M. Ubiali and M. Zaro, A fragmentation-based study of heavy quark production,

JHEP 01 (2020) 196 [arXiv:1911.01975] [INSPIRE].

[5] CDF collaboration, Measurement of cross sections for b jet production in events with a Z

boson in pp̄ collisions at
√
s = 1.96 TeV, Phys. Rev. D 79 (2009) 052008

[arXiv:0812.4458] [INSPIRE].

– 34 –

https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1103/PhysRevD.80.034015
https://arxiv.org/abs/0906.1923
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A0906.1923
https://doi.org/10.1103/PhysRevD.69.074021
https://arxiv.org/abs/hep-ph/0312024
https://inspirehep.net/search?p=find+EPRINT%2Bhep-ph%2F0312024
https://doi.org/10.1007/JHEP07(2012)022
https://doi.org/10.1007/JHEP07(2012)022
https://arxiv.org/abs/1203.6393
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1203.6393
https://doi.org/10.1007/JHEP01(2020)196
https://arxiv.org/abs/1911.01975
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1911.01975
https://doi.org/10.1103/PhysRevD.79.052008
https://arxiv.org/abs/0812.4458
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A0812.4458


J
H
E
P
0
7
(
2
0
2
0
)
0
4
4

[6] D0 collaboration, Measurement of the ratio of differential cross sections

σ(pp̄→ Z + bjet)/σ(pp̄→ Z + jet) in pp̄ collisions at
√
s = 1.96 TeV, Phys. Rev. D 87

(2013) 092010 [arXiv:1301.2233] [INSPIRE].

[7] CDF collaboration, First measurement of the b-jet cross section in events with a W boson

in pp̄ collisions at
√
s = 1.96 TeV, Phys. Rev. Lett. 104 (2010) 131801 [arXiv:0909.1505]

[INSPIRE].

[8] D0 collaboration, Measurement of the pp̄→W + b+X production cross section at√
s = 1.96 TeV, Phys. Lett. B 718 (2013) 1314 [arXiv:1210.0627] [INSPIRE].

[9] LHC Machine, 2008 JINST 3 S08001 [INSPIRE].

[10] ATLAS collaboration, Measurement of the cross-section for W boson production in

association with b-jets in pp collisions at
√
s = 7 TeV with the ATLAS detector, JHEP 06

(2013) 084 [arXiv:1302.2929] [INSPIRE].

[11] ATLAS collaboration, Measurement of differential production cross-sections for a Z boson

in association with b-jets in 7 TeV proton-proton collisions with the ATLAS detector, JHEP

10 (2014) 141 [arXiv:1407.3643] [INSPIRE].

[12] CMS collaboration, Measurement of the production cross sections for a Z boson and one or

more b jets in pp collisions at
√
s = 7 TeV, JHEP 06 (2014) 120 [arXiv:1402.1521]

[INSPIRE].

[13] CMS collaboration, Measurement of the cross section and angular correlations for

associated production of a Z Boson with b hadrons in pp collisions at
√
s = 7 TeV, JHEP

12 (2013) 039 [arXiv:1310.1349] [INSPIRE].

[14] CMS collaboration, Measurement of the production cross section for a W boson and two b

jets in pp collisions at
√
s = 7 TeV, Phys. Lett. B 735 (2014) 204 [arXiv:1312.6608]

[INSPIRE].

[15] CMS collaboration, Measurement of the Z/γ*+b-jet cross section in pp collisions at
√
s = 7

TeV, JHEP 06 (2012) 126 [arXiv:1204.1643] [INSPIRE].

[16] CMS collaboration, Measurement of the production cross section of a W boson in

association with two b jets in pp collisions at
√
s = 8 TeV, Eur. Phys. J. C 77 (2017) 92

[arXiv:1608.07561] [INSPIRE].

[17] CMS collaboration, Measurements of the associated production of a Z boson and b jets in

pp collisions at
√
s = 8 TeV, Eur. Phys. J. C 77 (2017) 751 [arXiv:1611.06507] [INSPIRE].

[18] CMS collaboration, Measurement of the associated production of a Z boson with charm or

bottom quark jets in proton-proton collisions at
√
s = 13 TeV, arXiv:2001.06899 [INSPIRE].

[19] ATLAS collaboration, The ATLAS experiment at the CERN Large Hadron Collider, 2008

JINST 3 S08003 [INSPIRE].

[20] ATLAS collaboration, ATLAS Insertable B-layer technical design report, ATLAS-TDR-19

(2010).

[21] ATLAS IBL collaboration, Production and integration of the ATLAS insertable B-layer,

2018 JINST 13 T05008 [arXiv:1803.00844] [INSPIRE].

[22] ATLAS collaboration, Performance of the ATLAS trigger system in 2015, Eur. Phys. J. C

77 (2017) 317 [arXiv:1611.09661] [INSPIRE].

– 35 –

https://doi.org/10.1103/PhysRevD.87.092010
https://doi.org/10.1103/PhysRevD.87.092010
https://arxiv.org/abs/1301.2233
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1301.2233
https://doi.org/10.1103/PhysRevLett.104.131801
https://arxiv.org/abs/0909.1505
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A0909.1505
https://doi.org/10.1016/j.physletb.2012.12.044
https://arxiv.org/abs/1210.0627
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1210.0627
https://doi.org/10.1088/1748-0221/3/08/S08001
https://inspirehep.net/search?p=find+J%20%22JINST%2C3%2CS08001%22
https://doi.org/10.1007/JHEP06(2013)084
https://doi.org/10.1007/JHEP06(2013)084
https://arxiv.org/abs/1302.2929
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1302.2929
https://doi.org/10.1007/JHEP10(2014)141
https://doi.org/10.1007/JHEP10(2014)141
https://arxiv.org/abs/1407.3643
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1407.3643
https://doi.org/10.1007/JHEP06(2014)120
https://arxiv.org/abs/1402.1521
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1402.1521
https://doi.org/10.1007/JHEP12(2013)039
https://doi.org/10.1007/JHEP12(2013)039
https://arxiv.org/abs/1310.1349
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1310.1349
https://doi.org/10.1016/j.physletb.2014.06.041
https://arxiv.org/abs/1312.6608
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1312.6608
https://doi.org/10.1007/JHEP06(2012)126
https://arxiv.org/abs/1204.1643
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1204.1643
https://doi.org/10.1140/epjc/s10052-016-4573-z
https://arxiv.org/abs/1608.07561
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1608.07561
https://doi.org/10.1140/epjc/s10052-017-5140-y
https://arxiv.org/abs/1611.06507
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1611.06507
https://arxiv.org/abs/2001.06899
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A2001.06899
https://doi.org/10.1088/1748-0221/3/08/S08003
https://doi.org/10.1088/1748-0221/3/08/S08003
https://inspirehep.net/search?p=find+J%20%22JINST%2C3%2CS08003%22
https://cds.cern.ch/record/1291633
https://doi.org/10.1088/1748-0221/13/05/T05008
https://arxiv.org/abs/1803.00844
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1803.00844
https://doi.org/10.1140/epjc/s10052-017-4852-3
https://doi.org/10.1140/epjc/s10052-017-4852-3
https://arxiv.org/abs/1611.09661
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1611.09661


J
H
E
P
0
7
(
2
0
2
0
)
0
4
4

[23] ATLAS collaboration, Luminosity determination in pp collisions at
√
s = 13 TeV using the

ATLAS detector at the LHC, ATLAS-CONF-2019-021 (2019).

[24] G. Avoni et al., The new LUCID-2 detector for luminosity measurement and monitoring in

ATLAS, 2018 JINST 13 P07017 [INSPIRE].

[25] Sherpa collaboration, Event generation with Sherpa 2.2, SciPost Phys. 7 (2019) 034

[arXiv:1905.09127] [INSPIRE].

[26] T. Gleisberg and S. Hoeche, Comix, a new matrix element generator, JHEP 12 (2008) 039

[arXiv:0808.3674] [INSPIRE].

[27] F. Cascioli, P. Maierhofer and S. Pozzorini, Scattering amplitudes with open loops, Phys.

Rev. Lett. 108 (2012) 111601 [arXiv:1111.5206] [INSPIRE].

[28] A. Denner, S. Dittmaier and L. Hofer, Collier: a Fortran-based Complex One-Loop LIbrary

in Extended Regularizations, Comput. Phys. Commun. 212 (2017) 220 [arXiv:1604.06792]

[INSPIRE].

[29] S. Schumann and F. Krauss, A parton shower algorithm based on Catani-Seymour dipole

factorisation, JHEP 03 (2008) 038 [arXiv:0709.1027] [INSPIRE].

[30] S. Hoeche, F. Krauss, M. Schonherr and F. Siegert, A critical appraisal of NLO+PS

matching methods, JHEP 09 (2012) 049 [arXiv:1111.1220] [INSPIRE].

[31] S. Hoeche, F. Krauss, M. Schonherr and F. Siegert, QCD matrix elements + parton

showers: the NLO case, JHEP 04 (2013) 027 [arXiv:1207.5030] [INSPIRE].

[32] S. Catani, F. Krauss, R. Kuhn and B.R. Webber, QCD matrix elements + parton showers,

JHEP 11 (2001) 063 [hep-ph/0109231] [INSPIRE].

[33] S. Hoeche, F. Krauss, S. Schumann and F. Siegert, QCD matrix elements and truncated

showers, JHEP 05 (2009) 053 [arXiv:0903.1219] [INSPIRE].

[34] NNPDF collaboration, Parton distributions for the LHC Run II, JHEP 04 (2015) 040

[arXiv:1410.8849] [INSPIRE].

[35] E. Bothmann, M. Schönherr and S. Schumann, Reweighting QCD matrix-element and

parton-shower calculations, Eur. Phys. J. C 76 (2016) 590 [arXiv:1606.08753] [INSPIRE].

[36] M.L. Mangano et al., ALPGEN, a generator for hard multiparton processes in hadronic

collisions, JHEP 07 (2003) 001 [hep-ph/0206293] [INSPIRE].
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130 Palacký University, RCPTM, Joint Laboratory of Optics, Olomouc; Czech Republic
131 Institute for Fundamental Science, University of Oregon, Eugene, OR; United States of America
132 Graduate School of Science, Osaka University, Osaka; Japan
133 Department of Physics, University of Oslo, Oslo; Norway
134 Department of Physics, Oxford University, Oxford; United Kingdom
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