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#### Abstract

Remanufacturing is the rebuilding of a product to specifications of the original manufactured product using a combination of directly reused, repaired and new parts. Disassembly, the first and arguably most important process in remanufacturing, tends to be labour-intensive due to complexities in the conditions of end-of-life products returned for remanufacture. Robotic disassembly is an attractive alternative to manual disassembly but robotic systems cannot plan disassembly sequences automatically and manual planning is still necessary. Planning requires machines to interpret physical space using a suitable representation to reflect physical contacts and constraints as well as rules for deciding the sequences of disassembly operations. This paper proposes a representation to describe physical contacts and constraints, and a new approach allowing machines to plan disassembly using the representation. The approach involves employing an assembly matrix and simple logic gates to generate a contact matrix, a space interference matrix and a relation matrix. Rules and algorithms are discussed to explain the calculation of disassembly sequences through manipulating the three matrices. A key benefit is that the proposed method can deal with interlocked mechanical structures which cannot be handled using conventional methods. The proposed method is also flexible and is suitable for either selective or complete disassembly.
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## 1. Introduction

Remanufacturing is 'the rebuilding of a product to specifications of the original manufactured product using a combination of reused, repaired and new parts' [1]. It is an important component of the circular economy, saving raw materials and enabling substantial CO2 emission reductions and energy savings in several industry sectors [2]. It is a development and investment focus in the EU [3] and China [4], [5]. An important feature distinguishing remanufacturing from conventional manufacturing is disassembly. Due to the variability in the condition of the returned products, disassembly tends to be manually carried out. It is very labour intensive, given the complexity of the operations involved.

Several topics on disassembly have been addressed in the contexts of sustainable manufacturing [6] and Industry 4.0 [7]. They include disassembly line balancing [8]-[13], humanrobot collaboration [14], [15], and the use of augmented reality in disassembly [16]. Romero-Silva and Marsillac have summarised recent research and development trends [17].

Pioneering developments in automated disassembly systems started in the mid-1990s with the robotic disassembly of a PC [18], followed by several successful attempts at dismantling electrical appliances and automotive components [19]-[21]. Those early systems were mostly product-orientated and based on pre-programmed sequences. A key advance from 'automated' disassembly to 'autonomous' disassembly would be that machines plan disassembly sequences using the structure of the product rather than following a pre-programmed sequence. A fundamental requirement of autonomous disassembly systems is that machines understand spatial information. However, few methods can be used to translate complete spatial information about a structure or assembly to a mathematical language that machines can interpret and use for motion planning.

Various techniques have been reported for representing the spatial information of components in a product. Some of those techniques are covered in Lambert's survey of the literature on disassembly sequencing up to 2003 [22]. Bourjault formulated the precedence
relationships between components as a tree structure, namely a liaison graph [23]. De Fazio and Whitney extended Bourjault's work and reduced the number of searches by checking the connectivity states of products [24]. Homem de Mello and Sanderson introduced the AND/OR graph as a tool for representing a disassembly sequence. The AND/OR graph uses fewer nodes and thus reduces the complexity of searches [25], [26]. Kanehara et al. adopted Petri nets to generate assembly sequences based on AND/OR graphs [27]. There was also other work on disassembly sequencing focused on the economic return of a disassembly task [28]-[31]. Torres et al. proposed a new graph-based representation and emphasised the importance of using an appropriate sequencing algorithm [32]. Kim et al. adopted graph-based representations in solving selective and parallel disassembly problems [33], [34]. Li et al. created another graph-based scheme using a hybrid graph by 'pruning the search space of disassembly sequences, grouping related components into subassemblies, and identifying free components to facilitate disassembly operations' [35].

Built on the graph approach, many algorithms and rule-based methods have been used to calculate disassembly sequences. An example is the Fuzzy Reasoning Petri Net proposed by Zhao and Li [36]. However, the generation of a graph relies on human understanding instead of machine interpretation. A more advanced method involves using matrices to represent the relationships between components which can be directly recognised and calculated by computer. Smith et al. proposed a tool consisting of five matrices to represent an assembly and used several rules to generate disassembly sequences [37], [38]. Tao et al. also modified the matrices to enable partial/parallel disassembly [39]. However, this optimisation-focused work did not reduce the complexity of the mathematical representation of an assembly in which distinguishing between fasteners and general parts was needed although their definitions were fuzzy and could cause confusion in many cases. For example, it is not clear whether to categorise objects in press-fit components as fasteners or general parts. Another matrix-based example can be found in the work of Jin et al. [40], [41], in which the relationships between components were represented using just a matrix.

More recently, Liu et al. adopted the Bees Algorithm [42], [43] to identify time-efficient disassembly sequences [4]. Laili et al. addressed the problem of failed disassembly operations and proposed a re-planning strategy to revise disassembly sequences in the case of a failure [44]. Laili et al. also presented a very fast version of the Bees Algorithm to minimise computation time [44]. Gong et $a l$. addressed the combination of disassembly scheduling and planning as a multi-objective problem [45]. However, the methods presented so far are essentially sequential disassembly methods and cannot work correctly in dealing with interlocked structures.

This paper presents a new and flexible matrix-based disassembly sequence planning approach. It consists of addressing sequential disassembly operations first and then dealing with special structures by breaking them into subassemblies for which dismantling planning can readily resume. The proposed approach can generate feasible disassembly sequences depending on the objective of disassembly: selective or complete disassembly. Figure 1 shows the key concepts behind the approach and the sections in which they will be discussed. Section 2 describes the mathematical representation of physical assemblies. An assembly matrix is used to derive three matrices to reflect spatial information related to contact and spatial interference. Section 3 presents two key processes in disassembly sequence planning: removability checking and separability checking. Section 4 explains the proposed disassembly sequence planning procedure using the representation described in Section 2 and the two processes discussed in Section 3. Section 5 gives a case study to demonstrate the proposed approach.


Figure 1. Key concepts discussed in the paper

## 2. Mathematical representation of physical assemblies

This paper proposes the 'assembly matrix' $\boldsymbol{A}$, as a fundamental tool to interpret a physical assembly. It is an improved approach based on the space interference matrix, used by Jin et al. [40], [41], to represent space interference in an assembly in six directions ( $\mathrm{X}+, \mathrm{X}-, \mathrm{Y}+, \mathrm{Y}-, \mathrm{Z}+, \mathrm{Z}-$ ). The assembly matrix uses all six directions. In this section, only four directions ( $\mathrm{X}_{+}, \mathrm{X}_{-}, \mathrm{Y}_{+}, \mathrm{Y}_{-}$) are employed to illustrate the proposed method in two dimensions, as shown in Eq. 1.

$$
[A]=\begin{gather*}
C_{1}  \tag{1}\\
C_{1} \\
\vdots \\
C_{n}
\end{gather*}\left[\begin{array}{ccc}
a_{11 . x}+a_{11 . x}-a_{11 . y}+a_{11 . y-} & \cdots & a_{n} \\
\vdots & \ddots & a_{1 n . x}+a_{1 n . x}-a_{1 n . y+} a_{1 n . y-} \\
a_{n 1 . x}+a_{n 1 . x}-a_{n 1 . y}+a_{n 1 . y-} & \cdots & a_{n n . x}+a_{n n . x}-a_{n n . y}+a_{n n . y-}
\end{array}\right]
$$

In Equation $1, C_{n}$ represents components in an assembly. $a_{p q . x+}, a_{p q . x-}, a_{p q . y+}$, and $a_{p q . y-}$ indicate the relationships between the components in the corresponding columns and rows by using three states: 0 for no interference, 1 for contact and 2 for 'remote interference'. For example, the assembly in Figure 2 [41] can be represented by the assembly matrix in Eq. 2. In the matrix, $a_{12 . x+} a_{12 . x-} a_{12 . y+} a_{12 . y-}$ is 2201 because $C_{2}$ is a remote obstacle for $C_{1}$ in the $\mathrm{X}+$ and Xdirections, and a direct contact in the Y - direction. $C_{1}$ can be removed from $C_{2}$ in the $\mathrm{Y}+$ direction. Similarly, $a_{21 . x}+a_{21 . x-} a_{21 . y+} a_{21 . y-}$ is 2210 because $C_{1}$ is a remote obstacle for $C_{2}$ in the X+ and X-
directions, and a direct contact in $\mathrm{Y}+$ direction. $C_{2}$ can be removed from $C_{1}$ in the Y - direction. It is worth noting that the matrix may not be symmetrical as $a_{p q . x}+a_{p q . x} a_{p q . y}+a_{p q . y-}$ may differ from $a_{q p . x}+a_{q p . x-} a_{q p . y+} a_{q p . y-}$. For example, $a_{61 . x+} a_{61 . x-} a_{61 . y+} a_{61 . y-}$ is 1110 and $a_{16 . x+} a_{16 . x-}$ $a_{16 . y}+a_{16 . y-}$ is 1111 , because removing $f_{1}$ from $C_{1}$ is a legitimate operation but the reverse is not. $f_{1}$ can be removed from $C_{1}$ by unfastening using a screwdriver to rotate $f_{1}$. Removing $C_{1}$ from $f_{1}$, on the other hand, requires rotating $C_{1}$ reversely, which is usually not legitimate due to geometrical constraints and lack of tools.


Figure 2. An example product [41]

## Assembly Matrix

|  | $C_{1}$ | $C_{2}$ | $C_{3}$ | $C_{4}$ | $C_{5}$ | $f_{1}$ | $f_{2}$ | $f_{3}$ | $f_{4}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $C_{1}$ | 0000 | 2201 | 2202 | 2202 | 0001 | 1111 | 2202 | 2202 | 1111 |
| $C_{2}$ | 2210 | 0000 | 0002 | 0002 | 0002 | 1111 | 0002 | 0002 | 0000 |
| $C_{3}$ | 2220 | 0020 | 0000 | 1101 | 0002 | 0020 | 1111 | 2202 | 2000 |
| $C_{4}$ |  |  |  |  |  |  |  |  |  |
| $C_{5}$ |  |  |  |  |  |  |  |  |  |
| $f_{1}$ |  |  |  |  |  |  |  |  |  |
| $f_{2}$ | 2220 | 0020 | 1110 | 0000 | 0001 | 0020 | 0200 | 1111 | 2000 |
| $f_{3}$ | 1110 | 0020 | 0020 | 0010 | 0000 | 0020 | 1111 | 1111 | 1111 |
| $f_{4}$ | 1110 | 0002 | 0002 | 0002 | 0000 | 0000 | 0002 | 0000 |  |
| 2220 | 0020 | 1101 | 2000 | 1101 | 0000 | 0000 | 2000 | 2000 |  |
|  | 1110 | 0000 | 2220 | 1110 | 1110 | 0020 | 0200 | 0000 | 2000 |


|  | $C_{1}$ | $C_{2}$ | $C_{3}$ | $C_{4}$ | $C_{5}$ | $f_{1}$ | $f_{2}$ | $f_{3}$ | $f_{4}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $C_{1}$ | ,0000 | 0001 | 0000 | 0000 | 0001 | 1111 | 0000 | 0000 | 1111 |
| $\mathrm{C}_{2}$ | 0010 | 0000 | 0000 | 0000 | 0000 | 1111 | 0000 | 0000 | 0000 |
| $C_{3}$ | 0000 | 0000 | 0000 | 1101 | 0000 | 0000 | 1111 | 0000 | 0000 |
| $C_{4}$ | 0000 | 0000 | 1110 | 0000 | 0001 | 0000 | 0000 | 1111 | 0000 |
| $\boldsymbol{C}=C_{5}$ | 0010 | 0000 | 0000 | 0010 | 0000 | 0000 | 1111 | 1111 | 1111 |
| $f_{1}$ | 1110 | 1110 | 0000 | 0000 | 0000 | 0000 | 0000 | 0000 | 0000 |
| $f_{2}$ | 0000 | 0000 | 1101 | 0000 | 1101 | 0000 | 0000 | 0000 | 0000 |
| $f_{3}$ | 0000 | 0000 | 0000 | 1110 | 1110 | 0000 | 0000 | 0000 | 0000 |
| $f_{4}$ | ,1110 | 0000 | 0000 | 0000 | 1110 | 0000 | 0000 | 0000 | 0000 |

## Space Interference Matrix

$\boldsymbol{I}=$|  | $C_{1}$ | $C_{2}$ | $C_{3}$ | $C_{4}$ | $C_{5}$ | $f_{1}$ | $f_{2}$ | $f_{3}$ | $f_{4}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $C_{1}$ | 0000 | 1101 | 1101 | 1101 | 0001 | 1111 | 1101 | 1101 | 1111 |
| $C_{2}$ | 1110 | 0000 | 0001 | 0001 | 0001 | 1111 | 0001 | 0001 | 0000 |
| $C_{3}$ | 1110 | 0010 | 0000 | 1101 | 0001 | 0010 | 1111 | 1101 | 1000 |
| $C_{4}$ | 1110 | 0010 | 1110 | 0000 | 0001 | 0010 | 0100 | 1111 | 1000 |
| $C_{5}$ | 0010 | 0010 | 0010 | 0010 | 0000 | 0010 | 1111 | 1111 | 1111 |
| $f_{1}$ | 1110 | 1110 | 0001 | 0001 | 0001 | 0000 | 0000 | 0001 | 0000 |
| $f_{2}$ | 1110 | 0010 | 1101 | 1000 | 1101 | 0000 | 0000 | 1000 | 1000 |
| $f_{3}$ | 1110 | 0010 | 1110 | 1110 | 1110 | 0010 | 0100 | 0000 | 1000 |
| $f_{4}$ | 1110 | 0000 | 0100 | 0100 | 1110 | 0000 | 0100 | 0100 | 0000 |

## Relation Matrix

$\boldsymbol{R}=$|  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $C_{1}$ | $C_{1}$ | $C_{2}$ | $C_{3}$ | $C_{4}$ | $C_{5}$ | $f_{1}$ | $f_{2}$ | $f_{3}$ | $f_{4}$ |
| $C_{2}$ | 0 | 1 | 0 | 0 | 1 | 1 | 0 | 0 | 1 |
| $C_{3}$ |  |  |  |  |  |  |  |  |  |
| $C_{4}$ | 1 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 |
| $C_{5}$ | 0 | 0 | 1 | 0 | 0 | 1 | 0 | 0 |  |
| $f_{1}$ | 1 | 0 | 1 | 0 | 1 | 0 | 0 | 1 | 0 |
| $f_{2}$ | 1 | 1 | 0 | 1 | 0 | 0 | 1 | 1 | 1 |
| $f_{3}$ | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 |
| $f_{4}$ | 1 | 0 | 0 | 0 | 1 | 1 | 0 | 0 | 0 |
| 0 | 0 | 1 | 0 | 0 | 0 | 0 |  |  |  |
| 1 |  |  |  |  |  |  |  | 0 |  |

(5)

Based on the assembly matrix, three new matrices, a contact matrix $\boldsymbol{C}$, a space interference matrix $\boldsymbol{I}$, and a relation matrix $\boldsymbol{R}$, can be derived, as shown in Figure 3. $\boldsymbol{C}$ and $\boldsymbol{I}$ indicate the existence or absence of contact and interference, respectively, between components along different directions. $\boldsymbol{R}$ reveals the general contact status of components considering all directions. For example, using Equation 2, $\boldsymbol{C}, \boldsymbol{I}$ and $\boldsymbol{R}$ for the example in Figure 2 are given in Equations 3, 4 and 5 respectively.

Element $C_{21}$ and $C_{12}$ are 0010 and 0001 , respectively, because components $C_{1}$ and $C_{2}$ are in contact along the y direction ( +y for $\mathrm{C}_{2}$ and -y for $\mathrm{C}_{1}$ ). The contact condition determines that both $R_{21}$ and $R_{12}$ are 1. In addition to the $y$ direction, the two components are also in interference along the $x$ direction, which explains that $I_{21}$ is 1110 and $I_{12} 1101$.

## Space Interference Matrix

$$
\boldsymbol{I}=\begin{gathered}
\\
C_{1} \\
\vdots \\
C_{n}
\end{gathered}\left[\begin{array}{ccc}
C_{1} & \cdots & C_{n} \\
i_{11 . x+} i_{11 . x-} i_{11 . y+} i_{11 . y-} & \cdots & i_{1 n . x+} i_{1 n . x-} i_{1 n . y+} i_{1 n . y-} \\
\vdots & \ddots & \vdots \\
i_{n 1 . x+} i_{n 1 . x-} i_{n 1 . y+} i_{n 1 . y-} & \cdots & i_{n n . x+} i_{n n . x-} i_{n n . y+} i
\end{array}\right]
$$

If a digit in an element of the assembly matrix is 0 , the corresponding digit in the space interference matrix is 0 . Otherwise, it is 1 .

Assembly Matrix

$$
\boldsymbol{A}=\begin{gathered}
\\
C_{1} \\
\vdots \\
C_{n}
\end{gathered}\left[\begin{array}{ccc}
C_{1} & \cdots & C_{n} \\
a_{11 . x+} a_{11 . x-} a_{11 . y+} a_{11 . y-} & \cdots & a_{1 n . x+} a_{1 n . x-} a_{1 n . y+} a_{1 n . y-} \\
\vdots & \ddots & \vdots \\
a_{n 1 . x+} a_{n 1 . x-} a_{n 1 . y+} a_{n 1 . y-} & \cdots & a_{n n . x+} a_{n n . x-} a_{n n . y+} a_{n n . y-}
\end{array}\right]
$$

If a digit in an element of the assembly matrix is 1 , the corresponding digit in the contact matrix is 1 . Otherwise, it is 0 .

## Contact Matrix

$$
\boldsymbol{C}=\left[\begin{array}{ccc}
c_{11 . x+} c_{11 . x-} c_{11 . y+} c_{11 . y-} & \cdots & c_{1 n . x+} c_{1 n . x-} c_{1 n . y+} c_{1 n . y-} \\
\vdots & \ddots & \vdots \\
c_{n 1 . x+} c_{n 1 . x-} c_{n 1 . y+} c_{n 1 . y-} & \cdots & c_{n n . x+} c_{n n . x-} c_{n n . y+} c_{n n . y-}
\end{array}\right]
$$

Use OR gate for elements in the contact matrix
$\left(r_{\mathrm{ij}}=c_{\mathrm{ij} . \mathrm{x}+} \oplus c_{\mathrm{ij} . x-} \oplus c_{\mathrm{ij} . \mathrm{y}+} \oplus c_{\mathrm{ij} . y-}\right)$

Relation Matrix

$$
\left.\boldsymbol{R}=\begin{array}{c} 
\\
C_{1} \\
\vdots \\
C_{n}
\end{array} \begin{array}{ccc}
C_{1} & \cdots & C_{n} \\
r_{11} & \cdots & r_{1 n} \\
\vdots & \ddots & \vdots \\
r_{\mathrm{n} 1} & \cdots & r_{\mathrm{nn}}
\end{array}\right]
$$

Figure 3. Derivation of a contact matrix, a space interference matrix and a relation matrix from an assembly matrix

## 3. Disassembly Model: two key processes

Two key processes are needed in the generation of disassembly sequences:
(1) Removability checking. This process identifies individual components that have the freedom to be taken away.
(2) Separability checking. This process enables the building of subassemblies.

### 3.1 Removability checking

Jin et al. [40], [41] proposed a method to identify removable components to generate feasible disassembly sequences using the space interference matrix. The essence of their approach is to find components that have freedom in at least one direction, indicating that the components are removable. A product can be disassembled after multiple cycles of sequentially taking away removable components one by one.

However, if the above method is adopted for the product depicted in Figure 2, after the removal of $f_{3}$ and $f_{4}$ in the first step, no components can be further disassembled, as shown in Figure 4. This is a typical interlocked structure. An assembly cannot be disassembled as no parts are removable or reachable until the whole structure is broken into smaller subassemblies. Although detection of subassemblies has been proposed in the literature [44], [46]-[48], the focus was not on this interlocking problem.

Studies on subassemblies (i.e. part segregations) have been driven by design optimisation and minimising production time. For example, Maiyar et al. adopted a part segregation optimisation algorithm in a product design, so that the time of production (which incorporates additive manufacturing and manual assembly) can be minimised [49]. Although there could be a degree of similarity between segmentation problems and interlocking problems, the methods proposed for the former has yet to be applied to the latter.

|  | $C_{1}$ | $C_{2}$ | $C_{3}$ | $C_{4}$ | $C_{5}$ | $f_{1}$ | $f_{2}$ | $f_{3}$ | $f_{4}$ | Results |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $C_{1}$ | [0000 | 1101 | 1101 | 1101 | 0001 | 1111 | 1101 | 1101 | 1111 | 111 | 1 cannot be disassembled |
| $C_{2}$ | 1110 | 0000 | 0001 | 0001 | 001 | 111 | 0001 | 0001 | 0000 | 1111 | $C_{2}$ cannot be disassembled |
| $C_{3}$ | 11 | 10 | 0000 | 01 | 01 | 0010 | 1111 | 10 | 1000 | 1111 | $C_{3}$ cannot be disassembled |
| $C_{4}$ | 1110 | 0010 | 1110 | 0000 | 01 | 010 | 0100 | 1111 | 1000 |  | $C_{4}$ cannot be disassembled |
| $C_{5}$ | 0010 | 0010 | 0010 | 0010 | 000 | 0010 | 1111 | 1111 | 1111 | 1111 | $C_{5}$ cannot be disassembled |
| $f_{1}$ | 1110 | 1110 | 0001 | 0001 | 0001 | 0000 | 0000 | 0001 | 0000 | 1111 | nnot be disassembled |
| $f_{2}$ | 1110 | 001 | 1101 | 1000 | 1101 | 0000 | 0000 | 000 | 1000 | 1111 | $f_{2}$ cannot be disassembled |
| $f_{3}$ | 1110 | 00 | 1110 | 1110 | 1110 | 0010 | 100 | 000 | 1000 |  | $f_{3}$ can be disassembled in $Y$ - |
| $f_{4}$ | 1110 | 0000 | 0100 | 0100 | 1110 | 0000 | 0100 | 0100 | 0000 | 1110 | $f_{4}$ can be disassembled in |



Figure 4. Sequential disassembly method proposed by Jin et al. [40], [41] which explain the calculation methods to obtain 'Results'. For each row, the result is obtained by performing OR gate operations. For example, in the row of $C_{1}$,
$0000+1101+1101+1101+0001+1111+1101=1111$, where ' + ' is an OR gate operator. The result ' 1111 ' indicates that the component $C_{1}$ is unable to be disassembled from any direction

$$
\text { (i.e. } \mathrm{X}+, \mathrm{X}-, \mathrm{Y}+\text { and } \mathrm{Y} \text {-). }
$$

### 3.2 Separability Check

Based on an analysis of over 239 mechanical products by the authors' team, some $23 \%$ contain interlocked structures which cannot be correctly dealt with using sequential disassembly methods [50]. In the given example, the interlocked structure would require separating $C_{1}$ and $C_{5}$ to divide the assembly into two sub-assemblies. This can be performed by considering the separability of components in a product which indicates whether it can be broken into subassemblies. The separability of an assembly is determined by whether it contains 'separable pairs', pairs of contacting components that can be separated without affecting other contacting components.

For example, the assembly in Figure 5a has three components: A1, B1 and C1, and two pairs of contacting components: $\mathrm{A} 1-\mathrm{B} 1$ and $\mathrm{B} 1-\mathrm{C} 1$. If a contact between a pair can be represented as a line, then the physical model in Figure 5a can be simplified to Figure 5b, which can also be represented by its relation matrix ( $R 1$ ), as shown in Figure 5c. Both pairs, A1-B1 and B1-C1, are separable, as the separation of either pair would not affect the other.

(a)

(b)
$R 1=\begin{gathered}A 1 \\ B 1 \\ C 1\end{gathered} \begin{array}{ccc}A 1 & B 1 & C 1 \\ {\left[\begin{array}{lll}0 & 1 & 0 \\ 1 & 0 & 1 \\ 0 & 1 & 0\end{array}\right]}\end{array}$
(c)

Figure 5. An example of a product comprising separable pairs.
However, in a similar model shown in Figure 6, the result would be different. None of the three pairs, A2-B2, B2-C2 and A2-C2, are separable, as the separation of a pair could affect other pairs. For example, the separation of A2-B2 inevitably causes the detachment of A2 from C2. When comparing Figure $6 b$ to Figure $5 b$, it is obvious that there is only one path between A 1 and B 1 ( $\mathrm{A} 1-$ $B 1$ ) in Figure 5b, but there are two paths between A2 and B2 (A2-B2, and A2-C2-B2) in Figure 6b. If there is only one path between two components, it means the interaction between them is not coupled with those between other components. A sufficient condition for a pair to be separable is that there is only one path between two nodes in a pair, as is the case with pairs A1-B1 and B1-C1 in Figure 5b.

(a)

(b)
$R 2=\begin{gathered}A 2 \\ B 2 \\ C 2\end{gathered} \begin{array}{ccc}A 2 & B 2 & C 2 \\ {\left[\begin{array}{ccc}0 & 1 & 1 \\ 1 & 0 & 1 \\ 1 & 1 & 0\end{array}\right]}\end{array}$
(c)

Figure 6. An examples of a product comprising inseparable pairs

Therefore, the key to overcoming interlocked structures is to identify separable pairs in relation matrices. Searching for separable pairs in the relation matrix can follow three steps (Figure 7).

The first step is to search for adjacent pairs, i.e. two components in contact, which can be identified directly in the relation matrix. If an element in the matrix is 1 , the corresponding components in the column and row are in contact, and therefore they constitute an adjacent pair.


Figure 7. Steps to identify a separable pair
The second step is to identify the pair for which there is only one route between the two components, a sufficient condition for a pair to be separable, as discussed earlier. We propose using a recursive strategy summarised by the pseudo code in Algorithm 1 (Appendix 1).

After all single-path pairs are identified, their corresponding elements in the contact matrix $\boldsymbol{C}$ (step 3 in Figure 7) should be checked. If the element is not $1111\left(c_{p q . x}+c_{p q . x}-c_{p q . y}+c_{p q . y-} \neq 1111\right)$,
one component has freedom in at least one direction in relation to the other, and thus the pair is separable.

For example, after the removal of $f_{3}$ and $f_{4}$, given in Figure 8 , the relation matrix of the assembly is given in Equation 6. In Step 1, eight adjacent pairs (Table 1) can be found through checking the value of the elements in $\boldsymbol{R}$. Algorithm 1 is used to calculate the number of routes between two components in a pair. It starts with the pair $\{\mathrm{C} 1, \mathrm{C} 2\}$, in which C 1 is the origin and C 2 is the destination. The result indicates that the pair is not separable, as there are two routes from C1 to $\mathrm{C} 2(\mathrm{C} 1 \rightarrow \mathrm{C} 2$ and $\mathrm{C} 1 \rightarrow f 1 \rightarrow \mathrm{C} 2)$, as depicted in Figure 9. For the next member on the adjacent pair list, $\{C 1, C 5\}$, only one route is found, and thus the pair is added to single-path pair list. The calculation continues for all pairs on the adjacent pair list, and $\{C 1, C 5\}$ is the only single-path pair. As C1 and C5 have freedom in 3 directions, the pair is a separable pair.

$\xrightarrow{\substack{y\\}}$

Figure 8. The example assembly in Fig. 2 after the removal of $f 3$ and $f 4$.

$$
\left.\mathrm{R}=\begin{gathered}
\\
C_{1} \\
C_{2} \\
C_{3} \\
C_{4} \\
C_{5} \\
f_{1} \\
f_{2} \\
1
\end{gathered} \begin{array}{ccccccc}
C_{1} & C_{2} & C_{3} & C_{4} & C_{5} & f_{1} & f_{2} \\
0 & 1 & 0 & 0 & 1 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 1 & 0 & 1 & 0 & 0 \\
1 & 0 & 0 & 1 & 0 & 0 & 1 \\
1 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 1 & 0 & 0
\end{array} \right\rvert\,
$$

Table 1. An example of identifying separable pairs
\(\left.\begin{array}{|l|l|ll|}\hline Step 1 \& Adjacent pair list \& \{\mathrm{C} 1, \mathrm{C} 2\} \& \{\mathrm{C} 2, \mathrm{f} 1\} <br>
\& \& \{\mathrm{C} 1, \mathrm{C} 5\} \& \{\mathrm{C} 3, \mathrm{C} 4\} <br>
\& \& \{\mathrm{C} 1, \mathrm{f} 1\} \& \{\mathrm{C} 4, \mathrm{C} 5\} <br>

\& \& \{\mathrm{C} 2, \mathrm{C} 3\} \& \{\mathrm{C} 5, \mathrm{f} 2\}\end{array}\right]\)|  |  |  | $\{\mathrm{C} 1, \mathrm{C} 5\}$ |
| :--- | :--- | :--- | :--- |
| Step 2 | Single-path list |  | $\{\mathrm{C} 1, \mathrm{C} 5\}$ |
| Step 3 | Separable pair |  |  |



C1 is adjacent to C2, C5 and f1. As C2 is the destination, Counter ${ }^{++}$.


Label C5 and C1 as discovered. C5 is adjacent to C 4 and $\mathrm{f} 2 . \mathrm{f} 1$ is adjacent to C2. As C2 reached again, Counter ++ . Counter $==2$ so the search stops.


C1 is adjacent to C2, C5 and f1. As C5 is the destination, Counter ${ }^{++}$.


Label C2 and f1 as discovered. C2 are f1 are adjacent to each other. No more unlabelled nodes are found. Counter == 1 is returned.


Origin and destination Labelled as discovered

Figure 9. An example of searching for single-path pairs
Furthermore, the separation of C1 and C5 results in two subassemblies: C1-C2-f1 and C3-C4-C5-f2. Then, f 2 and f 1 become removable and disassembly using sequential disassembly methods could carry on.

## 4. Disassembly Model: procedures

The proposed model can generate disassembly sequences for both selective disassembly and complete disassembly using the two processes (Removability and Separability) discussed in the last section. For selective disassembly, the procedure for generating the disassembly plan is shown in Figure 10. It contains four important processes:
(1). Search for adjacent components
(2). Check removability
(3). Check separability
(4). Build subassemblies

It is a process of iteratively checking for and removing the components on the to-bedisassembled list consisting of the selected component and other interfering components. It has the selected component only in the first iteration, but will expand in later iterations if interfering components are identified. In each iteration, the removability and separability of the components on the list are checked to identify removable components or build subassemblies. If all components are fixed, adjacent components are added to the to-be-disassembled list and to be checked in the next iteration. Processes (1), (3) and (4) were presented in Section 3.2, and Process (2), in Section 3.1. If a component or a separable pair is identified, related components will be added to the disassembly list and dismantled.


Figure 10. Planning for selective disassembly
For example, assuming C4 is the target component in the assembly (Figure 2), the disassembly process in each iteration is shown in Table 2. In the first iteration, the final target C4 is placed on the
to-be-disassembled list. As it cannot be removed (C4: 1111 in Figure 4) and there are no separable pairs (one part cannot form a pair), searching for adjacent components is triggered. C3, C5 and f3 are found and added to the to-be-disassembled list. Although f3 is removed in iteration 2 , no removable components are found in iteration 3, triggering another cycle of adjacent parts search which indicates two more components: f 2 and f 4 . After removing f 4 in iteration 4, there are again no removable parts, but a separable pair C1 and C5 is found in iteration 5 . Therefore, the assembly is broken into two subassemblies: f2-C3-C4-C5 and f1-C1-C2. As the target part, C4, is in the former subassembly, all components in the latter are removed including C1 which is already on the to-bedisassembled list. In iteration 6, f 2 is now found to be removable. C 3 and C 5 are removed in iteration 7 to allow the final release of C4.

Table 2. Selective disassembly example

| Iteration | To-bedisassembled list | Can any component be removed? | Any separable pairs? | Adjacent parts | Subassembly | Disassembly list |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | C4 | No | No | C3, C5, f3 | - | - |
| 2 | f3, C3, C5; C4 | f3-1110 | - | - | - | f3; |
| 3 | C3, C5; C4 | No | No | C1, f2, f4 | - | f3; |
| 4 | C1, f2, f4; $\mathrm{C} 3, \mathrm{C} ;$ C4 | f4-1110 | - | - |  | f3; f4; |
| 5 | C1, f2; C3, C5; C4 | No | $\begin{gathered} \text { Yes, C1- } \\ \text { C5 } \end{gathered}$ | - | $\begin{aligned} & \text { f2-C3-C4-C5 } \\ & \text { and C1-C2-f1 } \end{aligned}$ | f3; f4; C1; |
| 6 | f2; C3, C5; C4 | f2-1101 | - | - | - | f3; f4; C1; f2; |
| 7 | C3, C5; C4 | $\begin{aligned} & \text { C3-1101 } \\ & \text { C5-0010 } \end{aligned}$ | - | - | - | f3; f4; C1; f2; C3, C5; |
| 8 | C4 | C4-0000 | - | - | - | f3; f4; C1; f2; C3, C5; C4; |

Planning for a complete disassembly is similar to that for selective disassembly and uses processes (2), (3) and (4), as shown in Figure 11. It also employs an iterative approach to identify all
removable components and disassemble them in multiple iterations. If removable components are not found, a separability check is carried out to identify separable pairs.


Figure 11. Planning for complete disassembly
For the example in Figure 2, the complete disassembly procedure in different iterations is shown in Table 3. After removing $f 3$ and $f 4$ in iteration 1, there were no removable components in iteration 2, as indicated by using the space interference matrix. C1-C5 was found to be a separable pair, resulting in breaking of the assembly into two subassemblies: f2-C3-C4-C5 and f1-C2-C1. Afterwards, all components are removable and can be disassembled in a sequential way.

Table 3. Complete disassembly example

| Iteration | Can be removed? | Separable pairs | Subassembly | Disassembly list |
| :---: | :---: | :---: | :---: | :---: |
| 1 | $\begin{aligned} & \mathrm{f} 3-1110 \\ & \mathrm{f} 4-1110 \end{aligned}$ | - | - | f3, f4; |
| 2 | None | C1-C5 | f2-C3-C4-C5 and f1-C2-C1 | f3, f4; |
| 3 | $\begin{aligned} & \mathrm{f} 1-1110 \\ & \text { f2-1101 } \end{aligned}$ | - | - | f3, f4; f1,f2; |
| 4 | $\begin{aligned} & \text { C1-1101 } \\ & \text { C2-1110 } \\ & \text { C3-1101 } \\ & \text { C5 }-0010 \end{aligned}$ | - | - | f3, f4; f1,f2; C1, C2, C3, C5; |
| 5 | C4-0000 | - | - | f3, f4; f1, f2; C2, C1, C3, C5; C4 |

## 5. Case Study

This section discusses the disassembly of a piston in a 4-stroke engine, as shown in Figure 12. The components of the piston are listed in Table 4 and its assembly matrix is given in Appendix 2. Using the method depicted in Figure 3, the contact matrix (Appendix 3), space interference matrix (Appendix 4), relation matrix (Appendix 5) can be generated automatically.

The purpose of the case study is to demonstrate that the model is able to generate disassembly sequences for either complete or selective disassembly using the assembly matrix of the piston only. In the case of complete disassembly, the disassembly of the interlocked structure B-C1$C 2-D$ requires building subassemblies $B-C 1$ and $C 2-D$ so that $C 1$ and $C 2$ can be removed from $B$ and $D$ respectively.


Figure 12. Parts in a piston
The piston head $(G)$ is likely to be the only part to be reused in remanufacturing. It was chosen to demonstrate the use of the model for selective disassembly planning. A disassembly sequence, shown in Table 5, can be generated using the method in Figure 9. All parts contacting G
can be disassembled in a sequence and searching for separable pairs was not needed. After the space interference matrix was generated using the assembly matrix, the procedure was similar to that explained in [40].

Table 4. Part information

| Code | Components |
| :---: | :---: |
| A1, A2 | Bolts |
| B | Connecting rod bearing cap |
| C1, C2 | Bearing shells |
| D | Connecting rod |
| E1, E2 | Circular clips |
| F | Piston pin |
| G | Piston head |
| H1, H2, H3, H4, H5 | Piston rings |

Table 5. Selective disassembly of a piston head

| Iteration | To-bedisassembled list | Removable components | Separable pairs | Adjacent parts | Subassembly | Disassembly list |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | G | None | None | $\begin{gathered} \text { D, E1, E2, F } \\ \text { H1, H2, H3, } \\ \text { H4, H5 } \end{gathered}$ | - | - |
| 2 | $\begin{gathered} \text { D, E1, E2, F, H1, } \\ \text { H2, H3, H4, H5; G } \end{gathered}$ | $\begin{aligned} & \text { E1-110111 } \\ & \text { E2-111011 } \\ & \text { H1-111101 } \end{aligned}$ | - |  | - | E1, E2, H1 |
| 3 | $\begin{gathered} D, F, H 2, H 3, H 4 \\ H 5 ; G \end{gathered}$ | $\begin{gathered} \text { F }-110011 \\ \text { H2-111101 } \end{gathered}$ | - | - | - | E1, E2, H1; F, H2 |
| 4 | D, H3, H4, H5; G | H3-111101 | - | - | - | $\begin{gathered} \text { E1, E2, H1; F, H2; } \\ \text { H3; } \end{gathered}$ |
| 5 | D, H4, H5; G | H4-111101 | - | - | - | $\begin{gathered} \text { E1, E2, H1; F, H2; } \\ \text { H3; H4; } \end{gathered}$ |
| 6 | D, H5; G | H5-111101 | - | - | - | $\begin{gathered} \text { E1, E2, H1; F, H2; } \\ \text { H3; H4; H5; } \end{gathered}$ |
| 7 | D, G | G-111101 | - | - | - | $\begin{gathered} \text { E1, E2, H1; F, H2; } \\ \text { H3; H4; H5; G } \end{gathered}$ |

However, when complete disassembly was required, breaking of the assembly into subassemblies was needed, as shown in iteration 7 in Table 6. A separable-pair search process in
iteration 7 was triggered to find B-D to create two subassemblies B-C1 and C2-D. In the next step, sequential disassembly carried on.

Table 6. Complete disassembly of a piston

| Iteration | Removable components | Separable pairs | Subassembly | Disassembly list |
| :---: | :---: | :---: | :---: | :---: |
| 1 | $\begin{gathered} \text { A1-111110 A2-111110 } \\ \text { E1-110111 E2-111011 } \\ \text { H1-111101 } \end{gathered}$ | - | - | A1, A2, E1, E2, H1; |
| 2 | $\begin{gathered} \text { F - } 110011 \\ \text { H2-111101 } \end{gathered}$ | - | - | A1, A2, E1, E2, H1; F, H2 |
| 3 | H3-111101 | - | - | $\begin{gathered} \text { A1, A2, E1, E2, H1; F, H2; } \\ \text { H3 } \end{gathered}$ |
| 4 | H4-111101 | - | - | $\begin{gathered} \text { A1, A2, E1, E2, H1; F, H2; } \\ \text { H3; H4 } \end{gathered}$ |
| 5 | H5-111101 | - | - | $\begin{gathered} \text { A1, A2, E1, E2, H1; F, H2; } \\ \text { H3; H4; H5 } \end{gathered}$ |
| 6 | G-111101 | - | - | $\begin{gathered} \text { A1, A2, E1, E2, H1; F, H2; } \\ \text { H3; H4; H5; G; } \end{gathered}$ |
| 7 | None | B-D | B-C1 and C2-D | $\begin{gathered} \text { A1, A2, E1, E2, H1; F, H2; } \\ \text { H3; H4; H5; G; } \end{gathered}$ |
| 8 | C1-111101 C2-111110 |  | - | $\begin{gathered} \text { A1, A2, E1, E2, H1; F, H2; } \\ \text { H3; H4; H5; G; C1, C2; } \end{gathered}$ |
| 9 | $\begin{aligned} & \text { B - } 000000 \\ & \text { D - } 000000 \end{aligned}$ | - | - | $\begin{gathered} \text { A1, A2, E1, E2, H1; F, H2; } \\ \text { H3; H4; H5; G; C1, C2; B, } \\ \text { D; } \end{gathered}$ |

The model provides a new approach for generating feasible disassembly sequences with the following benefits:
$>$ Reduction in difficulty of transforming 3D data into mathematical representations
The presented method only uses the assembly matrix, which contains complete information about disassembly in three dimensions, rather than multiple models as with existing methods. The simple model reduces the difficulty of information extraction (to generate the assembly matrix) which would be needed in building a fully autonomous disassembly planning/re-planning system.

## > Flexible use

The model based on the assembly matrix can be used for both selective and complete disassembly. Two paths can be chosen to manipulate the matrix to reach either result. They share modules, which simplifies programming.
> An efficient and simple solution for products with interlocked structures Information about interlocked structures that cannot be dismantled is contained in the new model using the new concept of separable pairs. The new model can automatically break an assembly into subassemblies if it finds sequential disassembly is no longer possible. Previous efforts involved using a modular approach to group parts together so the new groups can be treated as ordinary parts [51]. However, that approach would require high computation capabilities if the number of parts is large.

## 6. Conclusion

Machine understanding of the structure of an assembly in three-dimensional space is required for autonomous disassembly planning. A key step is to create a mathematical representation (or model) of physical contacts, constraints and interferences that is readable to machines. Another key step is to develop suitable algorithms to calculate feasible disassembly sequences using the new representation. Conventionally, because of the complexity of spatial information, models tended to be complex and normally not suitable for all products, in particular, those containing interlocked structures. This paper presents a new mathematical representation of an assembly, the assembly matrix, which is needed only for generating feasible disassembly sequences. It can trigger the breaking of an assembly into subassemblies when sequential disassembly of components one at a time is not possible. A case study was used to demonstrate its function based on different scenarios.


#### Abstract

In future work, a suitable CAD extraction method will be developed to build assembly matrices automatically. Rules and algorithms that can change the assembly matrix online will also be created. It would be useful if machines could realise when a part supposed to be removable is no longer so, which could happen in remanufacturing due to rust and deformation. By combining the two functions, a true autonomous disassembly planning system could be achieved
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## Appendix 1 -Algorithm 1. Generate single-path pair list from adjacent pair list

```
Main function:
Input: adjacent pair list (APL)
Output: Single-path list (SPL)
1 For every pair {X, Y} \in APL
2 counter = 0
3 searchPath(X,Y) ;
| If counter =1
5 add {X, Y} to SPL;
6 End if
7 \text { End for}
searchPath(X,Y)
8 Label X as discovered
For every component k}\mathrm{ adjacent to }
10 If k}\mathrm{ is not labeled as discovered
11 If k=Y
12 counter++;
13 If counter >=2
14 break;
15 End if
16 Else
17 Recursively call searchPath(k,Y)
18 End if
1 9 \text { End if}
19 Return counter
20 End for
This algorithm first selects a pair \(\{\mathrm{X}, \mathrm{Y}\}\), defines a counter, and calls a function searchPath \((X, Y)\) which recursively calculates the number of routes (Line 1 to 3 ). If the number of routes is 1 , a counter equal to 1 is returned and the pair \(\{X, Y\}\) is added to the single-path pair list (Line 4 to 6 ). The function searchPath \((X, Y)\) starts with labelling \(X\) as the origin of a route and identifying the components adjacent to \(X\) (Line 8). If \(Y\) is found to be an adjacent component, a route between \(X\) and \(Y\) is established and thus the counter increases (Line 11 to 12 ). The counter over 1 indicates that more than one route has been found between \(X\) and \(Y\), and thus the search can stop as \(X\) and \(Y\) is not a separable pair (Line 13 to 15). Otherwise, the search should continue by recursively calling searchPath \((k, Y)\) in which an adjacent component \(k\) becomes the new origin in the next recursion (Line 17), until the destination \(Y\) is found.
```


## Appendix 2 - Assembly matrix for the piston

| [000000 | 020000 | 0 20000 | O20000 | 020000 | LOLI | 000000 | 000000 | 000000 | 200000 | 200000 | 200000 | 200000 | 200000 | 200000 | ¢ ${ }^{\text {r }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 100000 | 000000 | 020000 | 020000 | 020000 | zollil | 000000 | 000000 | 000000 | 200000 | 200000 | 200000 | 200000 | 200000 | 200000 | ¢ |
| 200000 | 100000 | 000000 | 020000 | 20000 | OLI | 00000 | 00000 | 000 | 2000 | 200000 | z00 | 20000 | 200000 | 200000 | $\varepsilon H$ |
| 200000 | 200000 | 100000 | 000000 | 0L0000 | Z0I | 00000 | 0000 | 000000 | 20000 | 200000 | 200000 | 200000 | 200000 | z0000 | H |
| 200000 | 200000 | 200000 | 100000 | 000000 | zollil | 000000 | 000000 | 000000 | 200000 | 200000 | 200000 | 200000 | 200000 | 200000 | ${ }^{\text {L }} \mathrm{H}$ |
| litila | lillil | lilill | cililit | ulilil | 000000 | cililit | lililit | lilill | zoltzz | 200000 | 200000 | 200000 | 200000 | 200000 |  |
| 000000 | 000000 | 000000 | 000000 | 000000 | LIOOLI | 000000 | 005000 | 000100 | L | 200000 | $z 00000$ | 200000 | 000000 | 000000 | 1 |
| 000000 | 000000 | 000000 | 000000 | 000000 | Llotll | 000L00 | 000000 | 000z00 | 000Z00 | 000000 | 000000 | 000000 | 000000 | 000000 | 29 |
| 000000 | 000000 | 000000 | 000000 | 000000 | ItIoll | 005000 | 002000 | 000000 | 00Z000 | 000000 | 000000 | 000000 | 000000 | 000000 | 1, |
| 02 | 0 O2000 | $0 Z 0000$ | z0 | $z 0000$ | OZI | LIOOLI | 02000 | 000 | 000000 | , | 200000 | 200000 |  | Itilit | $a$ |
| 020000 | 0 O2000 | 0 O2000 | 020000 | $0 z 0000$ | 0 20000 | z0000 | 000000 | 000000 | OIllil | 000000 | 200000 | 200000 | 0000Z0 | 000002 | 23 |
| 020000 | 0 20000 | 0 20000 | 020000 | 020000 | 020000 | 020000 | 000000 | 000000 | 020000 | 020000 | 000000 | Lolill | 0000z0 | 00000z | 10 |
| 020000 | $0 z 0000$ | 020000 | 20000 | 020000 | 020000 | 0z000 | 000000 | 000000 | 0L000 | 020000 | cilli | 000000 | litila | ILII | g |
| 020000 | 0 O2000 | 020000 | 020000 | 020000 | 020000 | 000000 | 000000 | 000000 | olilil | 000002 | 000002 | olilit | 000000 | 000002 | ZV |
| O2Z0000 | 0Z000 | 0 20000 | 020000 | 020000 | 020000 | 00000 | 000000 | 000000 | outila | 0000z0 | 0000z0 | 0tilit | 0000z0 | 000000 | IV |
| ¢ H | H | $\varepsilon H$ | zH | LH | $\bigcirc$ | d | 23 | 1, | $a$ | 23 | 13 | g | ZV | LV |  |

## Appendix 3- Contact Matrix

| [000000 | 020000 | 000000 | 000000 | 000000 | 20ItII | 000000 | 000000 | 000000 | 000000 | 000000 | 000000 | 000000 | 000000 | 000000 | S |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 100000 | 000000 | 020000 | 000000 | 000000 | 00tILI | 000000 | 000000 | 000000 | 000000 | 000000 | 000000 | 000000 | 000000 | 000000 | $\checkmark$ H |
| 000000 | 100000 | 000000 | 010000 | 000000 | 00tILI | 000000 | 000000 | 000000 | 000000 | 000000 | 000000 | 000000 | 000000 | 000000 | \& ${ }^{\text {H}}$ |
| 000000 | 000000 | 100000 | 000000 | 0L0000 | 00tLIt | 000000 | 000000 | 000000 | 000000 | 000000 | 000000 | 000000 | 000000 | 000000 | ZH |
| 000000 | 000000 | 000000 | 100000 | 000000 | 00ILII | 000000 | 000000 | 000000 | 000000 | 000000 | 000000 | 000000 | 000000 | 000000 | LH |
| lililil | cililil | lililil | lililit | ulilil | 000000 | lililia | cililil | ulilil | 00LL00 | 000000 | 000000 | 000000 | 000000 | 000000 | $\bigcirc$ |
| 000000 | 000000 | 000000 | 000000 | 000000 | LLOOLI | 000000 | 00L000 | 000L00 | LLOOLI | 000000 | 000000 | 000000 | 000000 | 000000 | d |
| 000000 | 000000 | 000000 | 000000 | 000000 | LIOLII | 000L00 | 000000 | 000000 | 000000 | 000000 | 000000 | 000000 | 000000 | 000000 | 23 |
| 000000 | 000000 | 000000 | 000000 | 000000 | LILOLI | 005000 | 000000 | 000000 | 000000 | 000000 | 000000 | 000000 | 000000 | 000000 | 1, |
| 000000 | 000000 | 000000 | 000000 | 000000 | 00tL00 | LIOOIL | 000000 | 000000 | 000000 | cillit | 000000 | 100000 | cillit | Itilit | $a$ |
| 000000 | 000000 | 000000 | 000000 | 000000 | 000000 | 000000 | 000000 | 000000 | 0illill | 000000 | 000000 | 000000 | 000000 | 000000 | 23 |
| 000000 | 000000 | 000000 | 000000 | 000000 | 000000 | 000000 | 000000 | 000000 | 000000 | 000000 | 000000 | LOLIII | 000000 | 000000 | LJ |
| 000000 | 000000 | 000000 | 000000 | 000000 | 000000 | 000000 | 000000 | 000000 | 020000 | 000000 | Itilit | 000000 | cillit | Itilit | g |
| 000000 | 000000 | 000000 | 000000 | 000000 | 000000 | 000000 | 000000 | 000000 | otillit | 000000 | 000000 | 0itill | 000000 | 000000 | ZV |
| 000000 | 000000 | 000000 | 000000 | 000000 | 000000 | 000000 | 000000 | 000000 | OLLLIL | 000000 | 000000 | OLILIL | 000000 | 000000 | IV |
| SH | 七H | $\varepsilon{ }^{\text {¢ }}$ | ZH | LH | $\bigcirc$ | d | 23 | 1, | $a$ | 20 | IJ | g | ZV | V |  |

## Appendix 4 - Space Interference Matrix

| 00 | 0L0000 | 020000 | 10000 | 0000 | L0LILI | 00 | 000 | 000000 | 100000 | 100000 | 100000 | 00 | 00 | , |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| L00000 | 000000 | 020000 | 020000 | 020000 | Lotlli | 000000 | 000000 | 000000 | 100000 | 100000 | $\underline{00000}$ | 100000 | L00000 | 100000 | H |
| 100000 | 100000 | 000000 | 10000 | L0000 | 01 | 00 | 000 | 000 | 00 | 0000 | 0000 | $\underline{00000}$ | 100000 | 100000 | H |
| L00000 | 100000 | $\underline{00000}$ | 000000 | 0 L0000 | LOLI | 00000 | 00000 | 00000 | L00000 | L0000 | 100000 | 100000 | 100000 | L000 | H |
| L00000 | 100000 | 100000 | $\underline{100000}$ | 000000 | Lollil | 000000 | 000000 | 00000 | 10000 | 100000 | 100000 | 100000 | L00000 | 100000 | H |
| ItIL | LILI | IL | II | IL | 000 | Llillit | LILILI | IIIIII | Lollit | 10000 | L0000 | 10000 | 100000 | 0000 | $\bigcirc$ |
| 000000 | 000000 | 000000 | 000000 | 000000 | L00II | 00000 | 00L00 | 000L0 | LLOOL | 100000 | 100000 | 100000 | 000000 | 00000 | ${ }^{1}$ |
| 000000 | 000000 | 000000 | 000000 | 000000 | LIOLI | 00010 | 000000 | 00010 | 000L00 | 000000 | 000000 | 000000 | 000000 | 000000 | 掃 |
| 000000 | 000000 | 000000 | 000000 | 000000 | Llloti | 005000 | 002000 | 000000 | 00L000 | 000000 | 000000 | 000000 | 000000 | 000000 | 1, |
| 01 | 0 L | 0 | 0 | 0 | 0LI | 100 | 001 | 000 | 000000 | - | 100000 | 100000 | litil | LILIIt | a |
| 0 20000 | 0L0000 | 0L0000 | 020000 | 020000 | 020000 | 020000 | 000000 | 000000 | 0flill | 000000 | 100000 | 100000 | 0000L0 | 00000 | 23 |
| 010000 | 0L0000 | 0L0000 | 0L0000 | 0L0000 | 0L0000 | 0L0000 | 000000 | 000000 | 020000 | 020000 | 000000 | colilit | 0000L0 | 00000T | IJ |
| 010000 | 0 L0000 | 010000 | 0 L0000 | 0 L0000 | 0 L0000 | 0 L0000 | 000000 | 000000 | 0 20000 | 020000 | LILILI | 000000 | IIILI | III | g |
| 0L0000 | 020000 | 020000 | 020000 | 020000 | 020000 | 000000 | 000000 | 000000 | 0LItII | 00000I | 00000 | 0Llill | 000000 | 00000L | V |
| - L0000 | 0L0000 | 0L0000 | 0 L0000 | 020000 | 010000 | 000000 | 000000 | 000000 | 0LItII | 0000L0 | 0000L0 | 0tcili | 0000L0 | 000000 | LV |
| SH | 七H | $\varepsilon H$ | zH | LH | 5 | d | 23 | LI | $a$ | IJ | LJ | g | 2 V | LV |  |

## Appendix 5 - Relation Matrix

|  | $A 1$ | $A 2$ |
| :---: | :---: | :---: |
| $A 1$ | 0 | 0 |
| $B$ | 0 | 0 |
| $C 1$ | 1 | 1 |
| $C 2$ | 0 | 0 |
| $D$ | 0 | 0 |
| $E 1$ | 1 | 1 |
| $E 2$ | 0 | 0 |
| $F$ | 0 | 0 |
| $G$ | 0 | 0 |
| $H 1$ | 0 | 0 |
| $H 2$ | 0 | 0 |
| $H 3$ | 0 | 0 |
| $H 4$ | 0 | 0 |
| $H 5$ | 0 | 0 |

