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Search strategy and selection criteria  110 

References for this Review were identified through searches of PubMed with the 111 
search terms ("patient reported outcome analysis") OR ("("quality of life analysis") 112 
AND "cancer" AND "clinical trials". No date restrictions were included. Articles were 113 
also identified through searches of the authors’ own files. Only papers published in 114 
English were reviewed. The final reference list was generated on the basis of 115 
originality and relevance to the broad scope of this Review.  116 
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 118 
Abstract (150 words unstructured summary) 119 
Patient-reported outcomes (PROs), such as symptoms, function and other health-120 
related quality of life aspects, are increasingly evaluated in cancer randomized 121 
controlled trials (RCTs) to provide information on treatment risks, benefits, and 122 
tolerability. However, expert opinion and critical literature review demonstrated no 123 
consensus on optimal methods of PRO analysis in cancer RCTs, hindering 124 
interpretation of results. The Setting International Standards in Analyzing Patient-125 
Reported Outcomes and Quality of Life Endpoints Data (SISAQOL) Consortium was 126 
formed to establish PRO analysis recommendations.  Four issues were prioritized: 127 
developing a taxonomy of research objectives that can be matched with appropriate 128 
statistical methods, identifying appropriate statistical methods for PRO analysis, 129 
standardizing statistical terminology related to missing data, and determining 130 
appropriate ways to manage missing data. This paper presents PRO analysis 131 
recommendations developed through critical literature reviews and a structured 132 
collaborative process with diverse international stakeholders, providing a robust 133 
foundation for widespread endorsement. Further developments are also discussed. 134 

 135 

136 
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 137 

Introduction 138 
The use of patient-reported outcomes (PRO) in cancer clinical trials allows the 139 
patient voice to be incorporated in the evaluation of risks and benefits of cancer 140 
therapies. It can also facilitate patient, provider, payer and regulatory decision 141 
making 1–3. Although PROs are now frequently collected in cancer clinical trials, 142 
evidence from systematic reviews shows a lack of standards and clear guidelines on 143 
how to analyze and interpret PRO data 4–6. This shortcoming makes it difficult to 144 
evaluate conclusions drawn from PRO findings 7. Although recommendations exist to 145 
improve reporting of PROs in protocols (Standard Protocol Items: Recommendations 146 
for Interventional Trials-PRO extension; SPIRIT-PRO8) and publications 147 
(Consolidated Standards of Reporting Trials Statement-PRO extension; CONSORT-148 
PRO9), it is critical that reported PRO findings are obtained from good 149 
methodological practices and are analyzed consistently across studies to ensure that 150 
they can meaningfully and reliably inform patient safety, treatment choices and policy 151 
decisions, especially in an era where resources for cancer care are becoming limited 152 
and treatment costs are increasing 10. To address this need, the Setting International 153 
Standards in Analyzing Patient-Reported Outcomes and Quality of Life Endpoints 154 
Data (SISAQOL) Consortium was formed 7. The SISAQOL Consortium is a global 155 
multi-stakeholder Consortium, involving PRO experts, statisticians, regulators, 156 
representatives from international academic societies, industry, cancer institutes and 157 
patient organizations.This document presents a set of consensus recommendations 158 
for PRO analysis in cancer randomized controlled trials (RCTs) to address four key 159 
priorities 11: (a) developing a taxonomy of research objectives that can be matched 160 
with appropriate statistical methods, (b) identifying appropriate statistical methods to 161 
address specific PRO research objectives, (c) standardizing statistical terminology 162 
related to missing data, and (d) determining appropriate ways of managing missing 163 
data. 164 

Development of Recommendations 165 

Described below are key developments that led to the SISAQOL recommendations 166 
(see also Figure 1 for an overview).  167 

1. Selection of expert and multi-stakeholder panel 168 

AB and CC, co-authors of this manuscript, invited experts and stakeholders 169 
experienced with PROs in cancer RCTs with the goal to form an international, multi-170 
stakeholder consortium. Experts were consulted to recommend colleagues to ensure 171 
that SISAQOL is a broad international group representing different disciplines. The 172 
idea was described at major events and meetings such as the bi-annual EORTC 173 
Quality of Life Group meeting and at international society meetings (e.g., 174 
International Society for Quality of Life Research, International Society for 175 
Pharmacoeconomics and Outcomes Research, American Society of Clinical 176 
Oncology,  European Society for Medical Oncology) to secure representatives. 177 
When requested, a memorandum of understanding was set-up between EORTC and 178 
the international societies. Expertise and profiles of the invited experts at every stage 179 
of the development of these recommendations can be found in Appendix page 1. 180 

2. Expert views and systematic reviews 181 

Twenty-six experts and stakeholders attended the SISAQOL kick-off meeting in 2016 182 
to discuss challenges in PRO analysis in cancer RCTs. Agreement was reached on 183 
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the lack of international standards and that this work was urgently needed 7. 184 
Systematic reviews assessing the current state of PRO analysis in RCTs in different 185 
cancer disease sites supported this view 4–6. Four key findings were highlighted: a 186 
lack of specific PRO hypotheses, use of various analysis methods, failure to address 187 
the clinical relevance of PRO findings, and ignoring missing data. These findings 188 
were also consistent with systematic reviews evaluating inclusion of PROs in 189 
protocols 12, and reporting of PROs in publications 13–17. 190 

3. Strategic meeting 191 

Twenty-nine experts and stakeholders attended a strategy meeting in 2017. Based 192 
on the evidence gathered, it was agreed that no international standards for PRO 193 
analysis in cancer RCTs exist. A core issue was identified: current PRO objectives 194 
and hypotheses tend to be broad and uninformative for PRO analysis. As such, the 195 
consortium agreed to focus on four key priorities: 196 

- Developing a taxonomy of research objectives that can be matched with 197 
appropriate statistical methods 198 

- Identifying statistical methods appropriate to address specific PRO research 199 
objectives 200 

- Standardizing statistical terminology related to missing data 201 
- Determining appropriate ways to manage missing data 202 

 203 
4. Working Groups 204 

Based on the agreed priorities, four working groups were assembled: (1) research 205 
objectives, (2) statistical methods, (3) standardization of statistical terms (with an 206 
initial focus on defining and evaluating missing data), and (4) management of 207 
missing data 11.  Described below are specific goals and methods of each working 208 
group. Final outputs from each working group were used as proposed statements for 209 
the SISAQOL recommendations. More information describing this process for each 210 
working group can be found in Appendix page 2-3. 211 

Research objectives working group. Systematic reviews consistently showed a lack 212 
of well-defined PRO research hypotheses in cancer RCTs 5,6,12,15,17. A well-defined 213 
PRO hypothesis should clearly align with the objectives of the study and provide a 214 
clear understanding of what needs to be estimated from the PRO data, which can 215 
then inform appropriate analysis decisions. Research objectives working group 216 
members were tasked with developing a framework for PRO research objectives that 217 
can inform the statistical method to use (taxonomy of PRO research objectives), and 218 
to provide standardized definitions for key PRO objectives. An initial framework was 219 
developed through discussions.  The framework was circulated to all research 220 
objectives working group members for further refinement. A survey was conducted 221 
among the working group members to standardize definitions of key research PRO 222 
objectives: improvement, worsening and stable state (Appendix pages 4-12 for 223 
survey results).  224 

Statistical methods working group. Findings from systematic reviews demonstrated 225 
that there is no consensus on appropriate statistical methods for PRO data analysis 226 
4–6. Moreover, there is no single analysis method that can address all clinical, trial 227 
design and analytical concerns. It was agreed that having set criteria to evaluate 228 
statistical methods for PRO analysis would be critical to allow the choice to be more 229 
scientifically informed 11.  230 
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A list of 19 statistical criteria was developed through literature search and expert 231 
discussions. A survey was conducted among the statistical methods working group 232 
members, in which they rated each proposed statistical criterion as “essential,” 233 
“desirable,” or “non-essential” for analysis of PROs in cancer clinical trials. An open-234 
ended question was also included to capture additional criteria. Survey results were 235 
discussed and the set of criteria was updated until all individual concerns were 236 
addressed (Appendix pages 13-15 for survey results).  237 

The agreed set of statistical criteria was used by the statistical methods working 238 
group to evaluate the initial list of statistical methods identified in the metastatic 239 
breast cancer systematic review 5. A draft report on the evaluation of statistical 240 
methods was circulated and reviewed by the statistical methods working group 241 
members (see Appendix pages 16-26 for detailed results of this report). 242 
Recommended methods for each PRO objective were discussed and amended until 243 
all individual concerns from working group members were addressed.  244 

Standardizing statistical terms working group (focus on defining and evaluating 245 
missing data). Missing PRO data is the on-going challenge in cancer clinical trials, as 246 
patients drop out of study for different reasons, including (predefined) progression of 247 
disease, death, intolerable toxicity, and patient or clinician decision 18–20. In order to 248 
evaluate the extent of missing data, missing data rates should be reported in a 249 
standardized way since PRO estimates may be biased if a large number of patients 250 
fail to complete the PRO assessments 21. However, the very definition of “missing 251 
data” remains opaque and elusive. For example, it is unclear whether unobserved 252 
assessments after a patient drops out of a study because of disease progression is 253 
truly missing data if administration is not expected per the protocol test schedule. 254 
Therefore, the aim of this working group was to standardize the definition of missing 255 
data and the reporting of missing data rates; and to clarify their relationship with the 256 
PRO study population (i.e., all patients who consented and were eligible to 257 
participate in the PRO data collection), and PRO analysis population (i.e., patients 258 
that will be included in the primary PRO analysis). A first set of 259 
definitions/calculations for missing data rates was extracted from a systematic review 260 
of metastatic breast cancer RCTs 5. An exploratory literature search in additional 261 
peer-reviewed publications was conducted to identify other definitions of missing 262 
data and approaches to calculate missing data rates. Consortium members 263 
responded to a survey to standardize these definitions (Appendix pages 27-29 for 264 
survey results). Findings were discussed and iteratively refined until all individual 265 
concerns from the working group were addressed.  266 

Missing data working group. The missing data working group was tasked with 267 
identifying whether it was possible to set a threshold for acceptable rates of missing 268 
data based on simulation studies (how much missing data is too much?); develop a 269 
standardized case report form (CRF) to identify reasons for non-completion of PROs; 270 
recommend a general strategy for managing missing data; and test a set of macros 271 
for various missing data settings for sensitivity analysis.  272 

Monte Carlo simulations were performed to assess how increasing missing data 273 
rates impact bias and power in a typical RCT. The simulation results were planned 274 
as the basis for later recommendations on thresholds for missing data22   275 

In an effort to develop a standardized CRF with possible reasons for PRO non-276 
completion, existing CRF templates from seven different clinical trial networks were 277 
collected (e.g., the CRF from the Alliance for Clinical Trials in Oncology was 278 
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previously published23). An initial list of 27 reasons for PRO non-completion was 279 
compiled. A survey was conducted among all consortium members, where members 280 
indicated whether the reason for non-completion (a) should be included in the 281 
standard CRF, (b) is related to the patient’s health, and (c) affects data quality 282 
(Appendix pages 30-31 for survey results).  283 

5. SISAQOL recommendations meeting 284 

Thirty-one experts and stakeholders attended the SISAQOL recommendations 285 
meeting in 2018. The meeting aimed to ratify the statements proposed by the 286 
different working groups. The meeting was divided into four sessions, representing 287 
each working group: (1) taxonomy of research objectives; (2) recommending 288 
statistical methods; (3) standardizing terminology related to missing data; and (4) 289 
managing missing data.  290 

For each statement, participants voted either to agree, disagree, or abstain. A 291 
proposed statement was ratified if at least two-thirds of the voters agreed on the 292 
statement. A statement was rejected if less than half of the voters agreed on the 293 
statement. A statement was postponed or for discussion if it did not meet the 294 
agreement or rejection criteria, or if it was agreed by the consortium that more 295 
discussion was needed. A statement was cancelled if it was conditional on the 296 
ratification of a previous statement, and the previous statement was not ratified. 297 
Participants who abstained or did not vote for a specific statement were not included 298 
in the total number of voters.  299 

 300 

301 
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 302 

SISAQOL recommendations and their considerations are presented in Table 1. A 303 
brief overview is presented in Table 2. Statements that were not ratified, including 304 
reasons for non-ratification, can be found in Appendix pages 35-36. A brief summary 305 
of the recommendations for each section is described below. 306 

SISAQOL recommendations 307 

Forty-three statements were presented at the recommendations meeting, of which 308 
32 were ratified (32/43; 74%), 8 were postponed, (8/43; 19%), 1 was rejected (1/43; 309 
2%) and 2 were cancelled (2/43; 5%). Appendix pages 37- 40 (Table 2) shows the 310 
voting results of all proposed statements.  311 

Section 1: Taxonomy of research objectives 312 

All proposed statements from the research objectives working group were ratified 313 
(9/9; 100%).  A taxonomy of PRO research objectives for cancer RCTs was 314 
recommended. The framework is intended to aid the development of well-defined 315 
PRO objectives that can be matched with appropriate statistical methods. An 316 
overview of this framework can be found in Table 2.  317 

When developing a PRO objective, the Consortium concluded that the PRO 318 
domain(s) and time frame of interest should be pre-specified 24,8. Critically, four key 319 
attributes need to be considered a priori for each PRO domain:  320 

- Broad PRO research objective: treatment efficacy / clinical benefit 321 
(confirmatory), or describe patient perspective (exploratory / descriptive)  322 

- Between-arm PRO objective:  superiority or equivalence / non-inferiority  323 
- Within-treatment group PRO assumption for the treatment or control arm:  324 

worsening, stable state, improvement or overall effect  325 
- Within-patient/within-treatment PRO objective: time to event, magnitude of 326 

event at time t, proportion of responders at time t, overall PRO score over time or 327 
response patterns/profiles  328 

Considerations for each attribute are found in Table 1, RS 1-5. Recommended 329 
standardized definitions of improvement, stable state, worsening, and overall effects 330 
were ratified (see Table 1, RS 6-9). Sample illustrations of the recommended 331 
definitions of improvement, stable state and worsening can also be found in Figure 2. 332 

Section 2: Recommended statistical methods 333 

The majority of the proposed statements for this section were ratified (6/7; 86%).  A 334 
set of essential and highly desirable statistical criteria for defining appropriate 335 
statistical methods for PRO analysis was recommended. If a statistical method did 336 
not satisfy an essential criterion, then the method was not recommended as 337 
appropriate for PRO analysis.  338 

Two essential statistical properties were identified: the ability to perform a 339 
comparative test (statistical significance) and the ability to produce interpretable 340 
treatment effect estimates (clinical relevance). Highly desirable criteria included: the 341 
ability to adjust for covariates, including baseline PRO score, handling missing data 342 
with the least restrictions, and handling clustered data (repeated assessments). 343 
More information on these criteria can be found on Table 1 (RS 10). When two or 344 
more statistical methods fit the essential and highly desirable criteria equally, the 345 
simpler method was prioritized. Although there may be advantages in recommending 346 
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more complex models for specific purposes (e.g., pattern mixture models), this often 347 
comes at the cost of strong and untestable assumptions and can produce results 348 
that may not be easily interpreted by non-statisticians. A balance between feasibility, 349 
usefulness, interpretability and statistical correctness was determined to be critical 350 
for the primary PRO analysis; however, more complex models can be deployed as 351 
sensitivity analysis to test the robustness of the primary result. 352 

 353 

Based on the agreed set of statistical criteria and selection criteria, statistical 354 
methods were recommended for each PRO objective. Two statistical methods were 355 
recommended: (a) Cox proportional hazards for time to event PRO objectives (Table 356 
1, RS 11), and (b) linear mixed models for magnitude of event at time t (Table 1, RS 357 
12) and response patterns/profiles (Table 1, RS 15).  In exceptional cases where the 358 
PRO design only required baseline and one follow-up assessment, linear regression 359 
was recommended as the appropriate statistical method (Table 1, RS 13). 360 

Notably, because clinical relevance was agreed to be an essential criterion for PRO 361 
interpretation, parametric methods were recommended over non-parametric 362 
methods. However, parametric methods have limitations, most importantly, they rely 363 
on distributional assumptions 25. To address this limitation, it was recommended that 364 
non-parametric methods be used for sensitivity analyses to investigate deviations 365 
from these assumptions 25. 366 

No agreement was reached on appropriate statistical methods to evaluate 367 
longitudinal data for proportion of responders, prompting further discussions. Also, 368 
no agreement was reached on recommended summary measures for PRO data over 369 
time (e.g., min/max, AUC, overall means), but it was recognized that summary 370 
measures should be part of SISAQOL’s future work (Table 1, RS 14). Whether it is 371 
appropriate to analyze ordinal data as continuous needs further investigation; 372 
discussions on this issue revolved around statistical approximation, complexity of the 373 
model, and ease of interpretation. 374 

Section 3: Standardizing Terminology related to Missing Data 375 

The majority of the proposed statements for this section were ratified (8/11; 73%).  A 376 
recommendation on the definition of missing PRO data was proposed: missing PRO 377 
data is defined as ‘data that would be meaningful for the analysis of a given research 378 
objective, but were not collected (Table 1, RS 16-17) 26,27. This definition implies that 379 
not all unobserved assessments are considered as missing data depending on the 380 
scientific question (e.g., unobserved assessments after death; unobserved 381 
assessments off-treatment if the PRO objective focuses on on-treatment patients; or 382 
unobserved assessments after the PRO objective has been reached). However, 383 
depending on the analysis method, all unobserved assessments may implicitly be 384 
treated similarly as missing data 28. Recommendations on how to specifically deal 385 
with missing data for each recommended method is the next step for the SISAQOL 386 
work.  387 

The current document stresses the importance of differentiating missing 388 
observations in relation to a reference set of expected data (see Table 1, RS 19-22). 389 
The discussion resulted in two definitions: 1) The ‘available data rate’ has a fixed 390 
denominator, the number of patients in the PRO study population (i.e. all patients 391 
who consented and were eligible to participate in the PRO data collection at 392 
baseline). 2) The ‘completion rate’ has a variable denominator, the number of 393 
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patients on PRO assessments at the designated time point (i.e. all patients who are 394 
still expected to provide PRO assessments at that time point). The numerator of both 395 
rates are the number of patients on PRO assessment submitting a valid PRO 396 
assessment at the designated time point.  Of note, the denominator of the 397 
‘completion rate’ depends on the chosen research question, e.g. whether PROs 398 
should be collected only up to progression or also after progression. It was 399 
recommended that patients who died are excluded from the denominator of the 400 
‘completion’ rate at assessment points after death. However, these patients are 401 
included in the denominator of the available data rate as that rate always refers to a 402 
fixed set of patients at baseline (see Table 1, RS 18). 403 

 404 

Section 4: Missing Data 405 

More than half of the proposed statements were ratified in this section (9/16; 56%). A 406 
simulation study was conducted to assess whether it was possible to have a 407 
threshold to define substantial missing data22. Although no agreement was reached 408 
for a threshold, the simulation study showed that impact of missing data rates on 409 
PRO findings depends on the type of missing data (i.e., informative or non-410 
informative missing data). It was recommended that collecting reasons for missing 411 
data is key in assessing the impact of missing data on PRO findings (see Table 1, 412 
RS 24; 20. A case report form to collect reasons for missing data in a standardized 413 
way is needed and will be further developed. General recommendations on how to 414 
handle missing data were proposed consistent with existing regulatory guidelines 415 
(see Table 1, RS 25 - 30).  416 

 417 

418 
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 419 

Discussion 420 
The aim of SISAQOL is to develop a set of recommendations to facilitate standard 421 
approaches for PRO analysis in cancer RCTs. Through critical literature reviews and 422 
discussions with international experts and stakeholders, SISAQOL provides a 423 
framework of well-defined PRO research objectives matched with appropriate 424 
statistical method(s) (see Table 2). The Cox proportional hazards model was 425 
recommended as an appropriate analysis method for time-to-event outcomes. The 426 
linear mixed model was recommended for the analyses of magnitude of event at 427 
time t, and response patterns/profiles. Recommendations on a standardized 428 
definition of missing PRO data, completion rates and available data rates were 429 
proposed, with corresponding standardized calculation and reporting. Some general 430 
recommendations for managing missing PRO data were also suggested.  431 
 432 
Generating robust PRO conclusions from cancer clinical trials is not only about 433 
agreeing on and using standardized research objectives and analysis standards. It 434 
also entails thoughtful trial planning and design with meaningful involvement of 435 
patient representatives from the beginning of the process, high-quality data collection 436 
and transparent reporting of results. We believe this set of recommendations will 437 
support clinical researchers, trialists and statisticians to improve the 438 
conceptualization and design of PRO studies, the quality of statistical analysis and 439 
the clinical interpretation of PROs in cancer clinical trials. SISAQOL adds to a 440 
growing toolbox of methodological recommendations on best practices for PRO in 441 
cancer trials, including Standard Protocol Items: Recommendation for Interventional 442 
Trials in Patient Reported Outcomes (SPIRIT-PRO) 8, the Consolidated Standards of 443 
Reporting Trials in Patient Reported Outcomes (CONSORT-PRO) 9, and other 444 
relevant guidelines 29,30. Whereas SPIRIT-PRO and CONSORT-PRO 445 
recommendations focus on good, high quality reporting for both the protocol and final 446 
report, allowing readers to judge the robustness of the design, analysis and 447 
interpretation of the PRO endpoint, SISAQOL recommendations focus on improving 448 
the quality of PRO design and analysis. Good quality reporting and good 449 
methodology are not interchangeable. The overarching goal is to improve both 450 
reporting and methodology in PROs in clinical trials.  451 
 452 
Given the substantial need for safe and effective cancer therapeutics, and the cost 453 
and complexity of cancer clinical trials, it is critical that clinical and healthcare policy 454 
decisions made by regulators, payers, clinicians, and patients and their families are 455 
based on robust scientifically sound international standards and the limited research 456 
resources are not wasted10.  457 
 458 
Limitations and Future Work 459 
The standards for PRO analysis have some limitations. First, we focused on cancer 460 
RCTs; while many issues may generalize to other health conditions, this warrants 461 
further scrutiny. Another limitation relates to the relevance of these standards to 462 
preference weighted measures of HRQOL, also called preference-based measures, 463 
multi-attribute utility measures. Such measures can be used for two purposes: 1) as 464 
utility scores which represent a special type of HRQOL summary score, i.e. with 465 
domains of HRQOL weighted by preferences, usually the general population’s 466 
preferences but sometimes patient preferences; 2) as quality weightings in QALYs 467 
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and cost-utility analysis. Whether the standards reported in this paper apply for any 468 
of these purposes need to be further discussed. 469 
 470 
Much work still needs to be done to further finesse these standards for cancer RCTs. 471 
First, several proposed statements were not agreed upon and will need more 472 
discussion (e.g., statistical method for proportions of patients at time t, summary 473 
measures and several issues on missing data; see Appendix pages 35-36 for more 474 
details). Second, the taxonomy of research objectives needs to be applied in future 475 
cancer clinical trials to evaluate whether they are fit-for-purpose when planning trials 476 
with a PRO endpoint, with further revisions made if necessary. Third, the choice of 477 
statistical methods to be evaluated for each PRO objective was largely based on 478 
commonly used statistical methods for PRO analysis found in systematic reviews. 479 
Although consortium members had opportunities to suggest other methods, there 480 
may be additional appropriate statistical methods for PRO analysis in the evaluation 481 
that were missed. Nonetheless, the set of statistical methods evaluated are time-482 
tested and scientifically rigorous and can be applied in the majority of the cases. 483 
Fourth, best statistical practices for each of the recommended methods need to be 484 
agreed upon, including how to handle missing data. Fifth, an agreement on which 485 
summary measures are relevant to address specific PRO objectives is also needed. 486 
In addition to working on the identified limitations, future steps would include 487 
identifying the target population and intercurrent events relevant for PRO analysis. 488 
Finally, how these recommendations relate to the recently suggested estimands 489 
framework 27 is yet to be examined. 490 
 491 
Conclusion 492 
Patient-reported outcome (PRO) data, such as symptoms, functioning and other  493 
HRQOL endpoints are increasingly assessed in cancer RCTs to provide valuable 494 
evidence on risks, benefits, safety and tolerability of treatment. PRO findings inform 495 
patients, providers, payers and regulatory decision-makers. For these reasons, it is 496 
imperative that PRO findings are robust and derived consistently across studies to 497 
yield meaningful results. The current SISAQOL recommendations represent an 498 
important first step towards generating international consensus-based standards for 499 
PRO analysis in cancer RCTs.  500 
 501 
 502 

 503 

 504 
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Figure 1. Overview of the development of the SISAQOL Recommendations. Non-attendees received the full meeting reports and 
could comment and add suggestions.The final version of the report was approved by the Consortium. 

685 
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 686 

 687 
Figure 2a. Worsening is defined as change from baseline that reaches a pre-defined worsening threshold level (post-baseline worsening).  688 
Worsening is maintained if follow-up assessments remain at or are lower than the worsening threshold (definitive worsening).  689 
Worsening is discontinued once a follow-up assessment is above the worsening threshold (transient worsening). See also RS 7. 690 
 691 

 692 
Figure 2b. Improvement is defined as change from baseline that reaches a pre-defined improvement threshold level (post-baseline 693 
improvement). Improvement is maintained if follow-up assessments remain at or are higher than the improvement threshold (definitive 694 
improvement). Improvement is discontinued once a follow-up assessment is below the improvement threshold (transient improvement). See 695 
also RS 6. 696 
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 697 

 698 
Figure 2c. Stable state is defined as no change from baseline is observed, or change from baseline is within the pre-defined baseline margin. 699 
This stable state is maintained if follow-up assessments remain at the baseline pre-defined margin. The stable state is discontinued once the 700 
follow-up assessment leaves the pre-defined baseline margin (and reaches the improvement or worsening threshold). There may be 701 
circumstances where the relevant PRO objective would include improvement in the definition of stable state (i.e., at least stable). In this case, 702 
the definition is as long as follow-up assessments do not reach the deterioration threshold, then stable state can still be concluded. See also 703 
RS 8. 704 

705 
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Table 1. SISAQOL recommended statements and their considerations 706 

Section 1: Taxonomy of Research Objectives 

Statement No. Recommended statement (RS) Considerations 

RS 1 Clearly state the broad PRO research 
objectives for each PRO domain(s)/item(s) 
of interest:  
- Treatment efficacy / clinical benefit,  

- Exploratory / describe patient 
perspective 

Treatment efficacy / clinical benefit: If a PRO domain will be used to 
provide formal comparative conclusions between treatment arms, 
then the rules for a confirmatory objective are followed: an a-priori 
hypothesis is needed for each PRO domain, which will then be 
statistically tested at the end of the trial 31. If multiple PRO domains or 
multiple assessment points of a PRO domain are of interest, then 
correction for multiple testing is needed.  Components for a well-
defined a priori PRO hypothesis are detailed in the subsequent 
recommended statements (see RS 2 to 5).  
 
Exploratory / describe patient perspective: If a PRO domain will be 
used to describe the patient perspective during the trial or to explore 
the PRO data and use its findings to inform future studies, then the 
rules for descriptive/exploratory objective is followed: an a-priori 
hypothesis is not required for the PRO domain. However, these 
outcomes cannot be used to draw comparative conclusions or used 
as support for treatment efficacy/clinical benefit. Findings should be 
reported as either descriptive (i.e., summarizing estimates with or 
without confidence intervals but no statistical testing is involved), or 
exploratory (i.e., choice of hypothesis may be data-driven and 
statistical testing may be involved, but this should not be used a 
basis of evidence of clinical benefit / treatment efficacy 31.  
 
Both PRO objectives are important and complement each other 32; 
and can be included together within a trial. However, the protocol 
should clearly specify which PRO domains will be used to provide 
evidence of treatment efficacy/clinical benefit, describe the patient 
perspective or are exploratory. 

RS 2 Clearly state the between treatment-arm Superiority design and analysis techniques differ from equivalence / 
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comparison that will be used for each PRO 
domain/item of interest:  
- Superiority,  

- Equivalence / non-inferiority 

 

non-inferiority techniques 31,33.  Non-significant p-values from a 
statistical test aimed to assess treatment difference (superiority test) 
should not be used as evidence that the two treatment arms are 
“similar” (equivalent) or “not worse” (non-inferior). 
 
Superiority: A superiority PRO objective aims to show that for the 
pre-specified PRO domain, the treatment arm is superior to the 
reference arm by a clinically relevant treatment effect size. The effect 
size to demonstrate a clinically relevant treatment difference should 
be pre-defined in the protocol. The trial should be designed as to 
allow unbiased and adequately powered testing for the rejection of 
the hypothesis of no treatment effect. 31,34,35.  
 
Equivalence / non-inferiority: An equivalence/non-inferiority PRO 
objective aims to show that for the pre-specified PRO domain, the 
treatment arm is similar (equivalent) or not worse than (non-inferior) 
the reference arm by a pre-specified clinically relevant margin. It is 
critical that these margins are pre-specified in the protocol. The trial 
should be designed as to allow unbiased and adequately powered 
testing for the rejection of the hypothesis of non-equivalence / inferior 
treatment effect 34. 
 
The choice of effect size (superiority) and margins (equivalence / 
non-inferiority) should be tailored to the PRO instrument and clinical 
context; and should be justified on both clinical and statistical 
grounds 34. Trials may include any combination of these between-
treatment arm PRO objectives. However the protocol should clearly 
specify which PRO domain(s)/item(s) will be tested for superiority or 
equivalence / non-inferiority.  

RS 3 Clearly state the within-patient/within-
treatment arm PRO objective in protocol.  
Valid within-individual/within-group PRO 

Within-treatment arm PRO assumption: improvement, 
worsening, stable state or overall effect.  
The choice of whether a worsening, stable state or improvement is 
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objectives are:  
- Improvement:   

o time to improvement,  

o magnitude of improvement at 
time t,   

o proportion of responders with 
improvement at time t,  

- Worsening:  

o time to worsening,  

o magnitude of worsening at time t,   

o proportion of responders with 
worsening at time t,  

- Stable state:  

o time to [end of] stable state,  

o proportion of responders with 
stable state at time t, 

expected within the treatment group should be based on previous 
literature, expert knowledge or early phase trials. It is also possible 
that the interest for the within-treatment group is not on a specific 
direction of the effect, but rather on an overall effect (i.e., 
summarizing all available scores over time for each patient on a 
specific PRO domain). However caution should be noted that for 
overall effects, since there is no a priori within-treatment group 
assumption, the conclusions drawn may be less robust.  
 
When deciding which within-treatment arm PRO assumption will be 
used, patients’ observed baseline levels on the specific PRO domain 
should be taken into account; this will help inform the feasibility of 
assessing a clinically relevant change for that PRO domain. 
 
Within-patient/within-treatment PRO objective: time to event, 
magnitude of event at time t, proportion of responders at time t, 
overall PRO score over time or response patterns/profiles 
Various within-patient/within-treatment arm PRO endpoints are 
possible, however these are often ignored and erroneously 
interpreted as synonymous.  For example, a PRO endpoint 
examining “time to first worsening while on treatment” is not 
equivalent to the endpoint “magnitude of worsening at 6 weeks”. In 
fact, these PRO endpoints will use different analytical techniques and 
may yield different conclusions. Depending on the endpoint, the 
clinically relevant threshold for the PRO domain may be at the 
patient-level (e.g., within-patient: classifying a patient as a responder 
or not), or at the group level (e.g., within-group; mean change within 
the group) 36. 
 
Within-patient PRO objective: The primary interest is in identifying 
which patients had a clinically relevant response before performing 
further analysis. The clinically relevant threshold is specified at the 

RS 4 Valid within-patient/within-treatment arm 
PRO objectives is:  
- Overall effects:  

o overall PRO score over time 

RS 5 Valid within-patient/within-treatment arm 
PRO objectives is:  
- Overall effects:  

o Response patterns/profiles 
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individual level (i.e., responder definition), which identifies which 
patients had a clinically relevant change or not. This objective is 
linked to endpoints such as time to event or proportion of responders.  
 
Within-treatment arm PRO objective: The primary interest is in 
evaluating whether on average the specified group had a clinically 
relevant change.  The clinically relevant threshold is specified at the 
group level which identifies whether the group had a clinically 
relevant change or not. This objective is linked to endpoints such as 
magnitude of change.  
 
RS 6 to 9 provide more specific definitions for these PRO objectives.  

RS 6 Improvement is defined as change from 
baseline that reaches a pre-defined 
improvement threshold level (post-baseline 
improvement). Improvement is maintained if 
follow-up assessments remain at or are 
higher than the improvement threshold 
(definitive improvement). Improvement is 
discontinued once a follow-up assessment 
is below the improvement threshold 
(transient improvement). See Figure 2 for 
illustration. 

Time to improvement: A clinically relevant within-patient level 
improvement is pre-defined, and the interest is in evaluating the time 
it takes before a clinically relevant improvement is observed. 
Variability in the scores above or below this pre-defined improvement 
threshold is ignored. 
 
Magnitude of improvement at time t: A clinically relevant within-
treatment arm improvement is pre-defined, and the interest is in 
assessing the mean/median improvement (with corresponding 
confidence intervals) at a pre-defined, clinically relevant time point. 
Variability in the observed scores are taken into account. 
  
Proportion of responders with improvement at time t: A clinically 
relevant within-patient level improvement is pre-defined, and the 
interest is in evaluating the number of patients with improvement at a 
pre-defined clinically relevant time point. Variability in the scores 
above or below this pre-defined improvement threshold is ignored. 

RS 7 Worsening is defined as change from 
baseline that reaches a pre-defined 
worsening threshold level (post-baseline 

Time to worsening: A clinically relevant within-patient level worsening 
is pre-defined, and the interest is in evaluating the time it takes 
before a clinically relevant worsening is observed. Variability in the 
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worsening). This worsening is maintained if 
follow-up assessments remain at or are 
lower than the worsening threshold 
(definitive worsening). Worsening is 
discontinued once a follow-up assessment 
is above the worsening threshold. See 
Figure 2 for illustration. 

scores above or below this pre-defined worsening threshold is 
ignored. 
 
Magnitude of worsening at time t: A clinically relevant within-
treatment arm worsening is pre-defined, and the interest is in 
assessing the mean/median improvement (with corresponding 
confidence intervals) at a pre-defined clinically relevant time point. 
Variability in the observed scores are taken into account. 
  
Proportion of responders with worsening at time t: A clinically 
relevant within-patient level worsening is pre-defined, and the interest 
is in evaluating the number of patients with worsening at a pre-
defined clinically relevant time point. Variability in the scores above or 
below this pre-defined worsening threshold is ignored. 

RS 8 Stable state is defined as no change from 
baseline is observed, or change from 
baseline is within the pre-defined baseline 
margin. This stable state is maintained if 
follow-up assessments remain at the 
baseline pre-defined margin. The stable 
state is discontinued once the follow-up 
assessment leaves the pre-defined baseline 
margin (and reaches the improvement or 
worsening threshold). 
 
There may be circumstances where the 
relevant PRO objective would include 
improvement in the definition of stable state 
(i.e., at least stable). In this case, the 
definition is as long as follow-up 
assessments do not reach the deterioration 
threshold, then stable state can still be 

Disagreement arose because the current definition of stable state 
implies distinction among three possible categories (improvement, 
worsening or stable state). However, situations may occur where 
categories exist between improvement and stable state; and/or 
worsening and stable state (five categories). These additional two 
categories may be used as an error margin between stable state and 
improvement/worsening; or be included as meaningful categories 
(e.g., partial improvement or partial worsening). 
 
Time to (end of) stable state:  For time to stable state, a clinically 
relevant within-patient stable state level is pre-defined, and the 
interest is in evaluating the time it takes before a clinically relevant 
stable state is observed. This endpoint may be useful when 
worsening is expected to occur before a stable state is reached. For 
time to (end of) stable state, the interest is in evaluating the time until 
the stable state ends or time until a clinically relevant improvement 
and/or worsening is observed.  
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concluded. See Figure 2 for illustration. Proportion of responders with a stable state at time t: A clinically 
relevant within-patient level stable state is pre-defined, and the 
interest is in evaluating the number of patients with a stable state at a 
pre-defined clinically relevant time point. Variability in the scores 
above or below this pre-defined worsening threshold is ignored. 
 
Magnitude of stable state at time t: Unlike worsening or improvement, 
stable state will not have a PRO objective examining magnitude of 
stable state at time t.  When comparing two patients that both meet 
the criteria for stable, one cannot rank or order them so that one 
patient is considered more stable than the other. By definition, 
differing values within the stable state threshold are considered 
‘noise’, i.e., random fluctuations not representing any meaningful 
changes. 

RS 9 Overall effect is defined as summarizing all 
available scores over time for each patient 
on a specific PRO domain/item. 

Disagreement arose on whether overall effect endpoints can be used 
with a treatment efficacy / clinical benefit PRO objective. The 
recommendation is that overall effects can be used alongside a 
treatment efficacy / clinical benefit PRO objectives. Since information 
is lost with this type of endpoint (relative to improvement, worsening 
and stable state), caution should be taken when planning to use 
overall effect endpoints. For example, an overall PRO score over 
time will not capture the direction and timing of an effect.   
 
Overall PRO score over time:  The goal is to summarize all available 
scores over a given time period into a single data point per patient for 
a specific PRO domain. The time frame of interest should be pre-
defined. The resulting outcome can then be used to compare two 
groups. To capture overall PRO score over time, several summary 
measures exist such as the average, minimum/maximum, and area 
under the curve 37,38. These summary measures may or may not 
include the baseline score, depending on the research objective. 
Clinically relevant thresholds should also be pre-defined to aid 
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interpretation of these values. However, by summarizing all available 
data into one score, information is lost and clinically relevant changes 
at particular time points may be obscured 38. Therefore, the analysis 
and presentation of an overall PRO score over time should always 
also include the presentation of the time course of the PRO over a 
pre-defined time period (the period included in the overall PRO 
measure) to support interpretation of the overall PRO score. 
Recommended summary measures are not included in this 
document, but will be part of future work.  
 
Response patterns or profiles: The goal is to describe response 
trajectories over time. Clinically relevant thresholds should also be 
pre-defined to aid interpretation of these values. As it is not always 
straightforward to pre-define the exact profiles within a time frame, 
this within-patient/within-treatment arm PRO research objective is 
recommended to be used alongside a descriptive / exploratory 
objective rather than evidence for treatment efficacy / clinical benefit.  
 

Section 2: Recommending statistical methods 

Recommendation 
No. 

Recommended statement (RS) Considerations 

RS 10 Essential statistical features for analyzing 
PRO data are:  
- perform a statistical test between two 

treatment groups, 

- produce clinically relevant results.  

Highly desirable statistical features are:  
- adjust for covariates, including baseline 

PRO score, 

- handle missing data with the least 

For more details on how this statement was developed, including the 
list of other statistical features considered, please see Appendix 
pages 13-15. 
 
Perform a statistical test between two groups: The current scope of 
these recommendations is on RCTs, and testing for statistical 
differences between groups is the main goal of an RCT 39. 
 
Produce clinically relevant results: The chosen statistical method 
should be able to produce results that are easily interpretable for 
non-statisticians, guide informative clinical-decision making and 
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restrictions,  

- handle clustered data (repeated 
assessments). 

influence clinical practice. Statistically significant results do not imply 
that results are clinically relevant 40. Therefore, in addition to 
statistically testing for a difference, the method should be able to 
produce estimates on the magnitude, certainty and direction of the 
treatment effect that can be directly linked with the PRO measure.  
This criterion implies that for PRO analysis, parametric is favored 
over non-parametric methods.  Since parametric methods rely on 
distributional assumptions, it is recommended that non-parametric 
methods are used for sensitivity analysis to investigate deviations 
from these assumptions especially when sample sizes are small 24.  
 
Adjust for baseline covariates, including baseline PRO score: When 
baseline covariates are correlated with the outcome of interest, it is 
recommended to adjust for such covariates to improve the efficiency 
of the analysis and avoid conditional bias from the covariates 41,42. 
For example, baseline PRO scores are often correlated with PRO 
scores at follow-up 43; therefore it is important to have an analytical 
method that can incorporate baseline covariates. Other covariates 
could include demographic variables (e.g., age, gender), disease 
characteristics (e.g., disease site, stage) and other relevant variables 
(e.g., country). 
 
Handle missing data with the least restrictions: When the probability 
of missingness is related to the outcome of interest, this could lead 
not only to a loss of power but also potential bias of estimates 44.  
Missing data is almost always inherent when analyzing PRO data in 
cancer clinical trials; and the most restrictive assumption that the 
probability of missing data is unrelated to the PRO domain/item of 
interest is highly unlikely 45.  
 
Handle clustered data (repeated assessments): To capture changes 
in the PRO domain/item of interest, PROs are often assessed 
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repeatedly over time in cancer clinical trials. Analyzing this kind of 
data would require taking into account both the clustering of PRO 
assessments within each patient, and the temporal order of the 
measurements 46.  

RS 11 For evaluating time to event outcomes 
(improvement, stable state or worsening), it 
is recommended to use the Cox 
proportional hazards (PH) instead of the 
log-rank test.  

Please refer to Appendix pages 16-26 to find more details on how the 
statistical methods were evaluated based on the agreed set of 
criteria. 
 
When using Cox PH test, the proportional hazards assumption 
should be checked 47. If this assumption is not met, performing a 
sensitivity analysis with a log-rank and/or Cox non-PH model to 
assess the robustness of findings is recommended. Also, general 
assumptions of time-to-event analysis must hold, most notably that 
the censoring is independent of the event time 48. 

RS 12 For evaluating magnitude of event 
(improvement or worsening) at time t 
(where the design is baseline + >1 follow-
up), it is recommended to use the linear 
mixed model (time as discrete) over the 
other statistical methods evaluated. 
 

Please refer to Appendix pages 16-26  to find more details on how 
the statistical methods were evaluated based on the agreed set of 
criteria. 
 
Although the linear mixed model (time as continuous), pattern 
mixture model, and joint longitudinal model satisfy the set criteria, the 
linear mixed model (time as discrete) was recommended because 
less assumptions were needed to be made a priori (e.g., regarding 
the relationship between time and outcome variable). 
The analysis strategy would be to fit a linear mixed model to the data 
and then obtain the test estimate for specific time t. This method is 
suitable if a study has a limited number of follow-up assessments. 
General assumptions of linear mixed models hold. For example, the 
missing at random assumption has to be satisfied; that is, the linear 
mixed model will provide an unbiased estimate of the treatment effect 
that would have been observed if missing data is dependent on 
known and observed factors 49. 

RS 13 For evaluating magnitude of event Please refer to Appendix pages 16-26 to find more details on how the 
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(improvement or worsening) at time t 
(where the design is baseline + 1 follow-up 
only), it is recommended to use the linear 
regression over the AN(C)OVA, t-test and 
Wilcoxon-ranks sum test. 

statistical methods were evaluated based on the agreed set of 
criteria. 
 
Caution is needed for this recommended analysis because many 
statistical programs use complete case analysis for linear regression 
(e.g., SAS; 50. Estimates resulting from such analysis will only provide 
valid inference when missing data are missing completely at random 
(MCAR) 

RS 14 Summary measures should be considered 
in SISAQOL recommendations 

In the original statement, the goal was to recommend a method for 
evaluating an overall PRO score over time. In this context, a 
summary measure is defined as a combining the repeated 
assessments of a PRO domain per patient over a specific time period 
into a single outcome (e.g., AUC, overall means and min/max). The 
proposed recommendation is that, if a summary measure is used, a 
linear regression is recommended to compare outcomes between 
groups.  
 
Although commonly used in PRO analysis, there was a general 
hesitation in recommending this proposal because it might be seen 
as a recommendation for two-step procedures in general 51. 
Moreover, information is lost when data are pooled and summarized 
into one value, which may then impact the interpretability of the PRO 
findings. 
 
It was agreed that depending on the context, summary measures can 
be useful in understanding PRO data and should be considered in 
the SISAQOL recommendations. However, future work should 
involve evaluating which summary measures are recommended, and 
to identify the most appropriate way to analyze these data. 

RS 15 For describing a response trajectory over 
time, it is recommended to use a linear 
mixed model (omnibus test; time as discrete 

Please refer to Appendix pages 16-26 to find more details on how the 
statistical methods were evaluated based on the agreed set of 
criteria. 
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variable; time*group interaction) over the 
repeated measures ANOVA (time*group 
interaction) 

 
The focus of this method is not to interpret the p-value from the 
time*group interaction, but to fit a model and then interpret the 
resulting parameters. However, post-hoc description of these profiles 
are reported cross-sectionally and not longitudinally. That is, every 
assessment point has a mean and confidence interval.  Therefore, 
interpretation is not on the (mean) longitudinal profile of the sample, 
but the mean outcome at each time point. 
 
If individual longitudinal profiles are of interest, more complex models 
are available. For example, time is treated as continuous; and linear, 
quadratic and cubic polynomial terms may be used to approximate 
the time curves. However, many of these models rely on specific 
assumptions and may yield results/estimates/graphs that are difficult 
to interpret. Deciding which time curve is most appropriate is not 
straightforward and should ideally be informed by historical data. 

Section 3: Standardizing statistical terms related to missing data 

Recommendation 
No. 

Recommended statement (RS) Considerations 

RS 16 Missing data are data that would be 
meaningful for the analysis of a given 
research objective or estimand, but were 
not collected. 

Although the literature has given considerable attention to the 
importance of reporting and handling of missing data 13, it remains 
unclear what is considered as missing data. Missing data can refer 
to:  

- any PRO assessment that is missing regardless of the 
reasons for missingness; 45,52;  

- non-completion of PRO assessments that were expected to be 
available 21;  

- any missing value that would be meaningful for analysis (if 
they were observed) 26,27.  

Adopting the definition of ICH E9 implies that only those data that are 
considered “meaningful” for analysis would contribute to the PRO 
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findings. It is the missing PRO data within this framework that can 
impact the interpretability of PRO findings either by reducing the 
sample size (non-informative missing data), distorting the treatment 
estimate (informative missing data) or both.  

RS 17 “Meaningful for analysis” refers to the PRO 
analysis population, which is based on the 
given research objective (or estimand).   

A differentiation between the PRO study population from the PRO 
analysis population is needed. The PRO study population is defined 
as all patients who consented and were eligible to participate in the 
PRO data collection. Ideally, the PRO study population would be the 
same as the ITT population, but this might not always be needed or 
feasible. Reasons to deviate from the ITT population and not to 
collect PROs at all from a specific sub-group should be strongly 
justified in the protocol. The PRO study population is a subgroup of 
the ITT population which excludes those patients where PRO 
outcomes could not be collected at all due to consent and/or 
eligibility. Patients of the PRO study population should be identifiable 
at the beginning of the study irrespective of their follow-up 
status/observations. The PRO study population is therefore the ITC 
(intention-to collect) PRO population. 
The PRO analysis population refers to the patients that will be 
included in the primary PRO analysis; and should be as close as 
possible to the PRO study population. Since PROs are assessed 
repeatedly over time on the same patient, caution should be noted 
when some planned assessments are not observed 26. Depending on 
the analysis method, elimination of planned assessments from some 
patients may imply removing those patients altogether from the 
intended PRO analysis population. The PRO analysis population 
exists only in relation to a defined PRO analysis. If there are several 
primary PRO analysis planned, each will correspond to its own PRO 
analysis population which may or may not differ from each other.  

RS 18 PRO assessments are no longer expected 
from patients who have died (although 
these patients were part of the PRO study 

PRO assessments after death should not be expected because a 
meaningful value for these observations will not exist 21,27. These 
assessments are also not “meaningful for analysis” because they will 
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population). not have a relevant contribution to the PRO estimate, and are 
therefore not considered as missing. 

RS 19 A “variable denominator rate” should be 
reported. This rate is defined as the 
‘number of patients on PRO assessment 
submitting a valid PRO assessment at the 
designated time point’ as a proportion of 
‘the number of patients on PRO 
assessment at the designated time point’. 

The term ‘on PRO assessments’ identifies those patients who are still 
expected to provide PRO assessments at that time point. 
Conversely, patients that are off-PRO assessments are defined as 
patients who are no longer expected to provide PRO assessments 
from that time point onwards.  
 
It was agreed to standardize that PRO assessments after death are 
considered “off-PRO assessment” and will no longer be included in 
the denominator of the completion rates (i.e., number of patients on 
PRO assessment). This implicitly implies that unobserved 
assessments after death will not be considered as missing data. 
 
Whether or not to standardize other reasons such as off PRO 
protocol, patient withdrawal and loss to follow-up in the number of 
patients on PRO assessment need further discussion (see Appendix 
pages 35-36).   

RS 20 The term ‘completion rate’ should be used 
to express the rate with the variable 
denominator rate. 

RS 21 A “fixed denominator rate” should be 
reported. This is defined as the ‘number of 
patients on PRO assessment submitting a 
valid PRO assessment at the designated 
time point’ as a proportion of ‘the number of 
patients in the PRO study population’ (i.e., 
all patients who consented and were 
eligible to participate in the PRO data 
collection). 

The need for an available data rate (fixed denominator rate) was to 
help address questions on both survivorship bias (which will not be 
reflected in the variable denominator rate); and the number of 
patients contributing observed data to the PRO estimate.  
 
  

RS 22 The term ‘available data rate’ should be 
used to express the rate with the fixed 
denominator rate. 

RS 23 In addition to percentages, absolute 
numbers for both numerator and 

It was proposed that a CONSORT diagram would be helpful to report 
the reasons for missing data. It was suggested to have three broad 
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denominator should be reported at every 
time point (for both rates). 
 

categories for the reasons: death, reasons pre-specified in the 
protocol, and reasons not pre-specified in the protocol. Further work 
is needed to develop this idea.  

Section 4: General handling of missing data 

Recommendation 
No. 

Recommended statement (RS) Considerations 

RS 24 When conducting clinical trials, exploring 
the reasons for missing PROs is important. 

Results from a simulation study showed that the impact of missing 
data rates on PRO findings depends on the reasons for missing data 
(e.g., informative, non-informative or a combination of both). 
Therefore, collecting reasons for missing data is key in assessing the 
impact of missing data rates on the robustness of PRO findings. 

RS 25 Missing data should be minimized 
prospectively through clinical trial and PRO 
design strategies and by training/monitoring 
approaches.  

No analysis method recovers the potential for robust treatment 
comparisons derived from complete assessments of all patients 26. 
Therefore preventing missing PRO assessments through careful 
design and planning should be the first line strategy in handling 
missing PRO data 27. For more information, refer to 53. 

RS 26 Capturing data that will be needed for 
handling missing PRO data in the statistical 
analysis plan is recommended (i.e. reasons 
for missing data and auxiliary data for 
interpretation/imputation). 
 

Missing data may still be unavoidable despite careful planning and 
collection strategies. With missing data, unverifiable assumptions 
would have to be made during the analysis 54.  Collecting reasons for 
missing data and auxiliary data would be helpful in justifying how 
these patients are handled in the primary and sensitivity analysis 
18,54. 

RS 27 Primary statistical analysis approach: 
Missing data approach at the item- and 
scale-level should be specified a priori 
within the protocol/statistical analysis plan. 

Similar to the choice of statistical analysis, different approaches to 
deal with missing data can lead to different results 55. It is therefore 
important to document a priori the missing data approach that will be 
used for the primary analysis 8. 

RS 28 Primary statistical analysis approach: Item-
level missing data within a scale should be 
handled according to the scoring algorithm 
developed during the scale’s development 
(when available). 
 

Although general recommendations on how to deal with missing 
items exist 56, PRO measures are developed with a scoring algorithm 
to standardize how missing items should be handled. This should be 
used in the primary analysis; and other ways to deal with missing 
items can be included as part of sensitivity analysis.  
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If changes in official scoring algorithms for the PRO occur, the 
resulting updated guidelines from the developers should be followed. 

RS 29 Primary statistical analysis approach: 
Critical assessment of missing data reasons 
and rates (by arm and time point) should be 
undertaken. 

Many possible reasons for missing data exist (e.g., patient 
withdrawal, patient moving). Depending on the reason and amount of 
missing data, the approach to handle missing data may differ 18,54. 

RS 30 Primary statistical analysis approach: Use 
all available data, using the specified 
method from Statistical Methods WG. 

Approaches that require ignoring missing data and only performing 
analysis with patients with complete data are not recommended (e.g., 
complete case analysis) 54. Methods that allow the use of all available 
data is recommended as they make weaker assumptions about 
missing data compared to complete case analysis 57. 

RS 31 Primary statistical analysis approach: 
Explicit imputation is not recommended 
unless justified within the context of the 
clinical trial. 

Explicit simple imputation methods, such as last observation carried 
forward, will result in underestimating the variability of the estimate 
because a constant is used to impute the missing value regardless of 
differing patient characteristics 57. Imputing a fixed constant will result 
in lower variability; and therefore a lower p-value 58.  

RS 32 Sensitivity analysis should be specified a 
priori within the protocol/statistical analysis 
plan. At least two different approaches to 
handle missing data are recommended to 
assess the impact of missing data across 
various assumptions. 
 

Handling missing data require making unverifiable assumptions 
regarding the relationship between the missing value and the 
outcome. Sensitivity analyses are required to test the robustness of 
the conclusions using a different set of assumptions regarding 
missing data30. Results that are consistent with the primary analysis 
provide some assurance that the missing data did not have an 
important impact on the study conclusions. However, if sensitivity 
analyses produce inconsistent results, missing data implications on 
the conclusions of the trial must be discussed 54. 
 
Disagreement arose because of the increase in the workload of 
trialists to pre-specify, analyze and report additional sensitivity 
analyses.  

 707 
708 
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 709 

Table 2: Overview of taxonomy of research objectives matched with recommended primary statistical methods 710 
 Treatment efficacy / Clinical benefit 

(Confirmatory objective) 
Describe patient perspective 

(Exploratory / Descriptive objective) 

Within-treatment PRO 
assumption  

Within-patient/within-treatment 
PRO objective 

Between-treatment arms objective 

Superiority Equivalence / Non-inferiority 

1. Improvement 

a. Time to improvement - Cox proportional hazards (with 
pre-defined effect size for the 
between treatment arm 
difference) 

Equivalence 

- Cox proportional hazards (with 
pre-defined equivalence margin 
for the between treatment arm 
difference) 

Non-inferiority 

- Cox proportional hazards (with 
a pre-defined non-inferiority 
margin for the between 
treatment arm difference) 

Exploratory 
- Cox proportional hazards 
 
Descriptive 
- Median time to improvement;  
- Probability of improvement at a 

specific time point 
- Hazards ratio (with CI); 

 

b. Proportion of patients 
with improvement at 
time t 

Further discussion needed on 
whether logistic mixed model, 
(Cochrane) Mantel-Haenszel test, 
or the simple logistic model would 
be recommended 

Further discussion needed on 
whether logistic mixed model, 
(Cochrane) Mantel-Haenszel test, 
or the simple logistic model would 
be recommended 

Exploratory 
- Further discussion needed on 

whether logistic mixed model, 
(Cochrane) Mantel-Haenszel 
test, or the simple logistic 
model would be recommended 
  

Descriptive 
- Proportion of responders at 

time t;  
- Odds/risk ratio (with CI) 
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c. Magnitude of 
improvement at time t 

- Linear mixed model; Time as 
discrete (with pre-defined effect 
size for the between treatment 
arm difference) 

Equivalence 

- Linear mixed model; Time as 
discrete (with pre-defined 
equivalence margin for the 
between treatment arm 
difference) 

Non-inferiority 

- Linear mixed model; Time as 
discrete (with a pre-defined 
non-inferiority margin for the 
between treatment arm 
difference) 

Exploratory 
- Linear mixed model; time as 

discrete 
 

Descriptive 
- Mean magnitude at baseline & 

at time t (with CI); 
- Mean magnitude of 

improvement at time t (with CI) 

2. Stable state 

a. Time to (end of) stable 
state 

- Cox proportional hazards (with 
pre-defined effect size for the 
between treatment arm 
difference) 

Equivalence 

- Cox proportional hazards (with 
pre-defined equivalence margin 
for the between treatment arm 
difference) 

Non-inferiority 

- Cox proportional hazards (with 
a pre-defined non-inferiority 
margin for the between 
treatment arm difference) 

Exploratory 
- Cox Proportional Hazards 
 
Descriptive 
- Median time to (end of) stable 

state;  
- Probability of (end of) stable 

state at a specific time point 
- Hazards ratio (with CI) 

 

b. Proportion of patients 
with stable state at time 
t 

Further discussion needed on 
whether logistic mixed model, 
(Cochrane) Mantel-Haenszel test, 
or the simple logistic model would 
be recommended 

Further discussion needed on 
whether logistic mixed model, 
(Cochrane) Mantel-Haenszel test, 
or the simple logistic model would 
be recommended 

Exploratory 
- Further discussion needed on 

whether logistic mixed model, 
(Cochrane) Mantel-Haenszel 
test, or the simple logistic 
model would be recommended 
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Descriptive 
- Proportion of responders at 

time t; 
- Odds/risk ratio (with CI) 

 

c. Magnitude of stable 
state at time t 

Not applicable 

(When comparing two patients that 
both meet the criteria for stable, 
one cannot rank or order them so 
that one patient is considered more 
stable than the other. By definition, 
differing values within the stable 
state threshold are considered 
‘noise’, i.e., random fluctuations not 
representing any meaningful 
changes) 

Not applicable 

(When comparing two patients that 
both meet the criteria for stable, 
one cannot rank or order them so 
that one patient is considered more 
stable than the other. By definition, 
differing values within the stable 
state threshold are considered 
‘noise’, i.e., random fluctuations not 
representing any meaningful 
changes) 

Not applicable 

(When comparing two patients that 
both meet the criteria for stable, 
one cannot rank or order them so 
that one patient is considered more 
stable than the other. By definition, 
differing values within the stable 
state threshold are considered 
‘noise’, i.e., random fluctuations not 
representing any meaningful 
changes) 

3. Worsening  

a. Time to worsening - Cox proportional hazards (with 
pre-defined effect size for the 
between treatment arm 
difference) 

Equivalence 

- Cox proportional hazards (with 
pre-defined equivalence margin 
for the between treatment arm 
difference) 

Non-inferiority 

- Cox proportional hazards (with 
a pre-defined non-inferiority 
margin for the between 
treatment arm difference) 

Exploratory 
- Cox Proportional Hazards 
 
Descriptive 
- Median time to worsening;  

- Probability of worsening at a 
specific time point 

- Hazards ratio (with CI) 

b. Proportion of patients 
with worsening at time t 

Further discussion needed on 
whether logistic mixed model, 
(Cochrane) Mantel-Haenszel test, 
or the simple logistic model would 

Further discussion needed on 
whether logistic mixed model, 
(Cochrane) Mantel-Haenszel test, 
or the simple logistic model would 

Exploratory 
- Further discussion needed on 

whether logistic mixed model, 
(Cochrane) Mantel-Haenszel 
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be recommended be recommended test, or the simple logistic 
model would be recommended 

 
Descriptive 
- Proportion of responders at 

time t; 
- Odds/risk ratio (with CI) 

c. Magnitude of worsening 
at time t 

Linear mixed model; Time as 
discrete (with pre-defined effect 
size for the between treatment arm 
difference) 

Equivalence 

- Linear mixed model; Time as 
discrete (with pre-defined 
equivalence margin for the 
between treatment arm 
difference) 

Non-inferiority 

- Linear mixed model; Time as 
discrete (with a pre-defined 
non-inferiority margin for the 
between treatment arm 
difference) 

Exploratory 
- Linear mixed model; time as 

discrete 
 
Descriptive 
- Mean magnitude at baseline & 

at time t (with CI); 
- Mean magnitude of worsening 

at time t (with CI) 

4. Overall effects 

a. Overall PRO score over 
time 

Further discussion needed Further discussion needed Further discussion needed 

b. Response patterns / 
profiles 

Not applicable 

(As it is not always straightforward 
to pre-define the exact profiles 
within a time frame, response 
patterns/profiles are recommended 
to be used alongside a descriptive / 
exploratory objective rather than 
evidence for treatment efficacy / 

Not applicable 

(As it is not always straightforward 
to pre-define the exact profiles 
within a time frame, response 
patterns/profiles are recommended 
to be used alongside a descriptive / 
exploratory objective rather than 
evidence for treatment efficacy / 

Exploratory 
- Linear mixed model (time as 

discrete / continuous) 
 

Descriptive 
- Mean magnitude at baseline & 

at every time point within a time 
frame (with CI); 

- Mean change at every time 
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clinical benefit) clinical benefit) point within a time frame (with 
CI); 

- Mean profile over time (with CI) 

Note: Recommended statistical methods were initially conceptualized for a superiority between-treatment arms objective. However, these 711 
methods may be extrapolated to (a) a non-inferiority / equivalence objective, but appropriate margins should be pre-specified (see Table 1, RS 712 
2); and (b) exploratory but findings should not be used as a basis of evidence of clinical benefit / treatment efficacy (see Table 1, RS 1). 713 
Descriptive statistics are based on the work from the Statistical Methods Working Group on evaluating appropriate statistical methods with 714 
research objectives (see Appendix pages 18-26).715 
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Appendix 1 - Methods 

Table 1. Profile of the Consortium Members at Each Stage of the Development of 

SISAQOL Recommendations 

 

Kick-off 
meeting 

Jan 2016 

(N = 26) 

Strategic 
meeting 

Jan 2017 

(N = 29) 

Working groups 

May 2017 – August 2018 Recom-

mendations 
meeting 

Sept 2018 

(N = 31) 

All
1

 

 

 

(N = 41) 

Research 
objectives  

 

(N = 26) 

Statistical 
methods  

 

(N = 18) 

Missing 
data 

 

(N = 10) 

Background 

Academia 7 10 9 4 1 7 14 

Non-Profit 8 6 6 6 7 10 10 

Government 3 5 7 5 1 8 8 

Industry 4 4 2 2 1 3 4 

Health Care 3 3 2 1 0 2 3 

Other  1 1 0 0 0 1 2 

Role
2

 

Researcher/health related 
academic 

15 16 17 10 5 16 24 

Expert advisor on PROs 8 11 9 4 3 8 14 

Statistician 9 9 7 12 4 10 12 

Clinician/clinical professor 4 6 6 1 1 5 10 

Trials Methodologist 7 8 6 7 3 6 9 

Policy maker/regulator 2 3 4 3 1 5 5 

Industry representative 3 3 2 1 1 2 3 

(Health) psychologist 2 3 3 2 1 2 3 

Health Economist  1 1 0 0 0 2 2 

Reviewer 1 2 1 1 0 2 2 

Patient representative 0 1 1 0 0 1 1 

Journal Editor 1 1 0 0 1 1 1 

Country         

Australia 0 0 1 1 0 0 1 

Austria 0 0 1 0 0 0 1 

Belgium 7 4 5 5 5 7 8 

Canada 0 1 2 0 1 2 2 

Denmark 1 1 1 0 0 1 1 

France 2 1 1 1 0 0 1 

Germany 3 4 1 2 0 4 4 

Portugal 0 0 0 0 0 0 1 

Sweden 1 1 0 1 0 1 1 

The Netherlands 1 2 1 0 0 1 2 

UK 5 6 4 1 1 7 7 

USA 6 9 9 7 3 8 12 

 

                                            
1 Membership list as on September 24th, 2018 (Recommendations meeting) 
2 Consortium members could have up to three roles 
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Table 2: Each Working Group’s Process in Developing Proposed Statements for the SISAQOL Meeting 

 Working Groups (WG) 

Dates Research Objectives Statistical Methods Standardizing Terms Related to 

Missing Data 

General Handling of Missing 

Data  

2017 

May  WebEx discussions 
 

- Strategy kick-off WebEx meeting for all working group (WG) members  

- Presentation and discussion of content, problem description and next steps for each WG 

June  - Preparation of the initial draft of 

taxonomy of research objectives  

- Preparation of survey to standardize 

objectives: improvement, stable state and 
worsening 

 

- Preparation of survey to list 

recommended statistical features 

for PRO/HRQOL analysis  

- Preparation of survey on various 

definitions related to missing 

data: intent-to-treat (ITT), 

modified intent-to-treat (mITT), 
completion and compliance rates  

- Preparation for Monte-Carlo 

simulations to answer the 

question “how much missing 

data is too much” 
July  

August 

September - WG members provided comments and 
feedback on the draft taxonomy of 

research objectives 

- WG members responded to survey on 
standardizing objectives 

 
October  

November  - WG members responded to 
survey on list of recommended 

statistical features for PRO 

analysis 

- Consortium members responded 
to survey on definitions for these 

terms related to missing data 

December 

2018 

January WebEx discussions (taxonomy of research objectives) 

 

- Presentation of comments on taxonomy of research objectives  
- Presentation of survey responses on standardizing research objectives: improvement, stable state and worsening 

- Agreement on updated taxonomy of research objectives  
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February - Preparation of findings for 

recommendations meeting 

WebEx discussions 
 

- Presentation of survey results on essential and highly desirable statistical properties for PRO analysis 

- Agreement on essential and highly desirable statistical properties for PRO analysis 

- Presentation of survey results on standardizing statistical terms to statistics methods WG 

 

March WebEx discussions 
 

- Next steps: Work method for recommending appropriate statistical methods for each research objective 

based on the essential/highly desirable statistical properties 

- Presentation of Monte Carlo simulations for missing data thresholds 

- Standardized case report forms for reasons for missing data 

April - Literature review to evaluate 
statistical methods for each 

objective based on the properties 

list  

- WG members feedback on 
evaluation of statistical methods  

- Literature review on definitions 
of missing data 

- Collection of case report 
forms for missing data 

reasons from SISAQOL 

members 

- Running of final Monte Carlo 
Simulations 

May WebEx discussions: status update from each working group  

June - Preparation of findings for 

recommendations meeting 

WebEx Discussions 

 

- Proposal of recommended appropriate statistical methods for each 

research objective 

- Presentation of varying definitions of missing data  
 

- Consortium members 

responded to survey on 

reasons for non-completion 

based on collected case report 
forms 

 

- Development of missing data 

recommendations 
 

- Preparation of findings for 

recommendations meeting 

July - Preparation of findings for 

recommendations meeting 

- Preparation of findings for 

recommendations meeting 

August 

September SISAQOL recommendations meeting: Ratify proposed statements from each working group 
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Appendix 2 - Intermediate results from each working group 

Table 1. Research objectives Working Group Survey Results on Standardizing Definitions of Improvement, Maintenance (or 

Stable State) and Deterioration (or Worsening) (N = 26). 

Definition Graphic Visualization Primary Scoring  

(% agree1) 

1. Definitive deterioration 

• Post-baseline deterioration 

• After the post-baseline deterioration: 

• no follow-up scores are higher than one’s own deterioration level (or its 
pre-defined margin);  

• no follow-up scores are higher than the deterioration threshold (or its pre-

defined margin);  

• no follow-up scores are higher than one’s own baseline level (or its 
predefined margin) 

• no follow-up scores are higher than the improvement threshold (or its pre-

defined margin) 

 

 

22 (85%) 

• Post-baseline deterioration  

• After the post-baseline deterioration: 

• follow-up scores may be higher than one’s own deterioration level 

(or its pre-defined margin);  

• no follow-up scores are higher than the deterioration threshold (or its 
pre-defined margin);  

• no follow-up scores are higher than one’s own baseline level (or its 

predefined margin) 

• no follow-up scores are higher than the improvement threshold (or 

its pre-defined margin) 

 

21 (81%)* 
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• Post-baseline deterioration  

• After the post-baseline deterioration: 

• follow-up scores may be higher than one’s own deterioration level 

(or its pre-defined margin);  
• follow-up scores may be higher than the deterioration threshold (or 

its pre-defined margin);  

• no follow-up scores are higher than one’s own baseline level (or its 

predefined margin) 

• no follow-up scores are higher than the improvement threshold (or 
its pre-defined margin) 

 

4 (8%) 

• Post-baseline deterioration   

• After the post-baseline deterioration: 

• follow-up scores may be higher than one’s own deterioration level (or its 

predefined margin);  

• follow-up scores may be higher than the deterioration threshold (or its 
predefined margin);  

• follow-up scores may be higher than one’s own baseline level (or its 

predefined margin) 

• no follow-up scores are higher than the improvement threshold (or its 

predefined margin) 

 

1 (4%) 

• Post-baseline deterioration  

• After the post-baseline deterioration: 

• follow-up scores may be higher than one’s own deterioration level 

(or its pre-defined margin);  

• follow-up scores may be higher than the deterioration threshold (or 
its pre-defined margin);  

• follow-up scores may be higher than one’s own baseline level (or its 

predefined margin) 

• follow-up scores may be higher than the improvement threshold (or 

its pre-defined margin) 

 

1 (4%) 
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• Post-baseline deterioration  

 

 

1 (4%) 

2. Definitive improvement 

• Post-baseline improvement  

• After the post-baseline improvement: 

• no follow-up scores are lower than one’s own improvement level (or its 
pre-defined margin);  

• no follow-up scores are lower than the improvement threshold (or its pre-

defined margin);  

• no follow-up scores are lower than one’s own baseline level (or its 

predefined margin) 
• no follow-up scores are lower than the deterioration threshold (or its pre-

defined margin) 

 

21 (81%) 

• Post-baseline improvement  

• After the post-baseline improvement: 

• follow-up scores may be lower than one’s own improvement level (or its 

pre-defined margin);  

• no follow-up scores are lower than the improvement threshold (or its pre-
defined margin);  

• no follow-up scores are lower than one’s own baseline level (or its 

predefined margin) 

• no follow-up scores are lower than the deterioration threshold (or its pre-

defined margin) 
 

 

22 (85%)* 
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• Post-baseline improvement  

• After the post-baseline improvement: 

• follow-up scores may be lower than one’s own improvement level (or its 

pre-defined margin);  
• follow-up scores may be lower than the improvement threshold (or its pre-

defined margin);  

• no follow-up scores are lower than one’s own baseline level (or its 

predefined margin) 

• no follow-up scores are lower than the deterioration threshold (or its pre-
defined margin) 

 

 

6 (23%) 

• Post-baseline improvement  

• After the post-baseline improvement: 

• follow-up scores may be lower than one’s own improvement level (or its 

pre-defined margin);  

• follow-up scores may be lower than the improvement threshold (or its pre-
defined margin);  

• follow-up scores may be lower than one’s own baseline level (or its 

predefined margin) 

• no follow-up scores are lower than the deterioration threshold (or its pre-
defined margin) 

 

2 (8%) 

• Post-baseline improvement  

• After the post-baseline improvement: 

• follow-up scores may be lower than one’s own improvement level 

(or its pre-defined margin);  
• follow-up scores may be lower than the improvement threshold (or 

its pre-defined margin);  

• follow-up scores may be lower than one’s own baseline level (or its 

predefined margin) 

• follow-up scores may be lower than the deterioration threshold (or 
its pre-defined margin) 

 

1 (4%) 
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 Post-baseline improvement 

 

2 (8%) 

3. Maintenance 

• Follow-up scores are similar to baseline score (by a pre-defined margin) 

• No follow-up scores are better than the baseline score. 

• No follow-up scores are worse than the baseline score. 

 

23 (88%)* 

• Follow-up scores are not worse than the baseline score (by a pre-defined margin) 

• Follow-up scores may be better than baseline score.  

• No follow-scores are worse than the baseline score. 

 

13 (50%)** 

4. Transient deterioration 
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 Post-baseline deterioration  

 After the post-baseline deterioration, there is an increase in scores: 

o At least one follow-up score should be higher than or be at the level of the 
improvement threshold (or its pre-defined margin). 

 

 

19 (73%) 

 Post-baseline deterioration  

 After the post-baseline deterioration, there is an increase in scores: 

o At least one follow-up score should be higher than or at least be at the 

baseline level (or its pre-defined margin). 

 

 

21 (81%)* 

 Post-baseline deterioration  

 After the post-baseline deterioration, there is an increase in scores: 

o At least one follow-up score should be higher than or at least be at the 

deterioration threshold (or its pre-defined margin). 
 

 

11 (43%) 
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 Post-baseline deterioration  

 After the post-baseline deterioration, there is an increase in scores: 

o At least one follow-up score should be higher than or at least be at the 
deterioration level (or its pre-defined margin). 

 

 

3 (12%) 

 Post-baseline deterioration  

 

 

2 (8%) 

5. Transient improvement 

 Post-baseline improvement  

 After the post-baseline improvement, there is a decrease in scores: 

o At least one follow-up score should be lower than or at least be at the 

deterioration threshold (or its pre-defined margin). 
 

 

19 (73%) 
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 Post-baseline improvement  

 After the post-baseline improvement, there is a decrease in scores: 

o At least one follow-up score should be lower than or at least be at the 
baseline level (or its pre-defined margin). 

 

 

23 (88%)* 

 Post-baseline improvement  

 After the post-baseline improvement, there is a decrease in scores: 

o At least one follow-up score should be lower than or at least be at the 
improvement threshold (or its pre-defined margin). 

 

 

12 (46%) 

 Post-baseline improvement  

 After the post-baseline improvement, there is a decrease in scores: 

o At least one follow-up score should be lower than or at least be at  the 
improvement level (or its pre-defined margin). 

 

 

5 (19%) 
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 Post-baseline improvement  

 

 

2 (8%) 

Note. Maintenance was the original term used for stable state; and deterioration was the original term used for worsening. 

1Primary scoring decision rule: Accept as soon as >/70% respondents rated “(completely) agree” (rating 4 or 5) AND </ 15% votes “(completely) disagree” (rating 1 or 2). Reject as soon as >/30% votes “(completely) 

disagree” (rating 1 or 2). When 2 or more options received a >/70% agreement, they were discussed and a final decision was agreed upon during a WebEx meeting; the less strict definition was usually chosen. For 

maintenance, it was agreed during discussions that both definitions of maintenance are needed. 

*Agreed definition by the research objectives working group. 

**The first definition remains the primary definition of maintenance, but the second definition (i.e., the definition of maintenance is combined with improvement) can be applied in exceptional cases. 
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Table 2. Statistical Methods Working Group Survey Results on Essential Statistical Features for Patient Reported Outcome 

Analysis (N = 16). 

Code Statistical feature Considerations Primary 

Scoring1 

(% essential) 

Secondary 

Scoring2 

Rationale for the scoring (summarized comments from 
WG members) 

Essential / highly desirable statistical features 

S1 Compare 2 treatment 
arms 

The ability of the model to perform a statistical test between two 
samples. 

16 (100%) 40 □ Comparing groups is the main goal of an RCT 

□ To compare groups, a statistical test is needed. 

S5 Adjust for baseline score The ability to include the baseline assessment in the model either 

as a covariate or as the first of repeated measures. 

14 (88%) 29 □ Although randomization should take care of the 

confounding factors, there is still a need to stratify 
or correct for baseline variables for the primary 

outcome 

□ It provides a more accurate estimate of the treatment 

effect. 

S16 Be clinically relevant The ability of the model to produce results that guide informative 

clinical-decision making and influence clinical practice. This 

means the ability of the model to produce results on the size, 
certainty, and direction of the estimate and precision of the 

treatment effect (point estimate, confidence interval and error 
margin) that has a direct link with the clinical relevance 

classification of the PRO instrument. 

13 (81%) 36 □ Essential for proper interpretation of results 

S3 Allow for confounding 

factors 

The ability of the model to include baseline covariates that are 

believed to be associated with the outcome variable or 
compliance. Covariates can be: 

- Demographic variables: age, gender,… 

- Disease characteristics: duration, stage,… 
- Others: country, center, investigator,. 

12 (75%) 32 □ Although randomization should take care of the 

confounding factors, there is still a need to stratify 
or correct for baseline variables for the primary 

outcome 

□ It provides a more accurate estimate of the treatment 

effect. 

S6 Handle missing data 

(Part I) 

The ability of the model to deal with missing data due to non-

compliance. Thereby, we mean a method that allows for 
incomplete data, i.e. a method that makes the least restrictive 

assumptions about their relationship with missing data. 

11 (69%) 26 □ Missing data is a problem in PRO analysis. 

□ Model should allow for incomplete data (that makes 

the least restrictive assumptions about missingness). 

S9 Handle clustered data 

(Part I – over time) 

The ability of the model to allow for correlations over time 

(longitudinal repeated assessment within the same patient) 

11 (69%) 25 □ PRO data is often longitudinal and this should be 

reflected in the analysis method 

□ Essential in the case of a longitudinal study 

objective (e.g., comparing means over time) 

□ Not essential for time to event objectives 
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Other statistical features that did not meet the essential / highly desirable criteria 

S2 Compare more than 2 

treatment arms 

The ability of the model to perform a statistical test between more 

than two samples in an integrated test 

9 (56%) 9 □ Only needed if the trial hypothesis calls for an 

integrated test 

□ It is more efficient but not essential. Similar to other 
clinical endpoints, several independent tests may be 

considered (with error correction) 

S13 Handle unbalanced 

designs (Part II) 

The ability of the model to handle situations where the schedule of 

assessment is planned to be different over patients because the 
assessment time is dependent on a certain event in an individual  

(e.g. 3-weekly vs 4-weekly assessment schedule due to treatment 

cycles) 

9 (56%) 14 □ This should have already been taken into account 

during the trial design rather than requiring the 

analysis to handle it. 

S15 Calculate sample size The ability of the model to reliably calculate sample size and 

perform a post-hoc power calculation 

8 (50%) 8 □ The preference is in using an analysis model that fits 

the trial design rather than whether it can calculate 

sample size. Sample size can be based on a simpler 

model with fewer assumptions. 

□ Simulations can help provide sample size 

calculations 

S12 Handle unbalanced 
designs (Part I) 

The ability of the model to handle situations where the schedule of 
assessment is planned to be different over the treatment arms for 

practical reasons (e.g. 3-weekly vs 4-weekly assessment schedule 

due to treatment cycles) 

7 (44%) 10 □ This should have already been taken into account 
during the trial design rather than requiring the 

analysis to handle it.  

S17 Robustness The ability of the statistical procedure to be not overly dependent 

on critical assumptions regarding:  

a) an underlying parameter distribution (e.g. normality) 
b) a structural relationship between variables (e.g. linear 

relationship)  

c) the joint probability distribution of the observations/errors (e.g. 
independent observations) 

7 (44%) 10 □ This can be assessed with sensitivity analyses 

□ Desirable if we have statistical models that are 

robust to violations of these assumptions. 

S8 Ability to maintain the 

ITT population 

The ability of the model to use the entire intent-to-treat population 

in the analysis, meaning that all randomized subjects are included 
in the analysis according to original treatment assignment, 

regardless of protocol adherence (i.e. regardless the treatment 

actually received, patients' compliance including baseline, cross-
over to other treatments or withdrawal from the study) 

6 (38%) 7 □ ITT is the standard in most protocols. 

□ ITT is needed for generalizability of findings. 

□ Too restrictive if needed for all analyses. 

□ The use of ITT depends on the study objectives. 

S18 Handle multiplicity The ability of the model to statistically test multiple outcomes 

(due to multiple scales of interest and/or repeated measures of the 
same outcome) in an integrated test 

6 (38%) -1 □ Only needed if the trial hypothesis calls for an 

integrated test 

□ It is more efficient but not essential. Similar to other 

clinical endpoints, several independent tests may be 

considered (with error correction) 

S4 Allow for time-varying 

covariates 

The ability of the model to include time-varying covariates that 

are believed to be associated with the outcome variable or 

compliance 

5 (31%) 2 □ It depends on the study. 

□ It may be useful but will not be used for the primary 

analysis 

□ It makes the findings more difficult to interpret 
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S10 Handle clustered data 
(Part II – within groups) 

The ability of the model to allow for correlations within groups 
(between subjects within the same institution/country,..) 

5 (31%) 1 □ Similar to controlling or stratifying for confounding 

factors / covariates 

□ Not often part of the primary analysis even with 

other endpoints such as overall survival 

□ Depends on the study objectives: probably needed if 

comparing centers or countries 

S19 Handle a bounded scale The ability of the model to analyze an outcome variable that has a 
defined maximum and minimum value (e.g. 0-100) 

5 (31%) 2 □ In practice, having a bounded scale rarely generates 

problems 

□ This depends on the distribution of the data 

S11 Handle clustered data 

(Part III – between 
outcomes) 

The ability of the model to allow for correlations between 

outcomes (if multiple dimensions) 

4 (25%) -2 □ It is only needed when a study calls for multiple 

outcomes to be tested at once. Even then, this can be 
handled by several independent tests (with error 

correction) 

□ Pre-specifying the PRO domains is important rather 

than modelling multiple PROs 

□ This adds too much complexity and model will be 

difficult to interpret 

S14 Handle unbalanced 

designs (Part III) 

The ability of the model to handle situations where the schedule of 

assessment is planned to be equal across patients, but differs 

across patients due to non-adherence to the protocol (patients 
respond to the assessment point based on the protocol not exactly 

on the same time) 

3 (19%) -8 □ This is a post-hoc issue that can be addressed with 

sensitivity analyses.  

□ This is something that can be dealt with using time 

windows 

S7 Handle missing data 

(Part II) 

The ability of the model to deal with missing data due to non-

compliance. Thereby, we mean a method that provides an 

uncertainty estimate to address the impact of the missing data/how 
sensitive the method is to missing data 

2 (13%) -1 □ This is not essential as a primary analysis. The 

impact of missing data can be assessed via 

sensitivity analyses 

Note. Members from the statistical methods working group were asked to rate each statistical feature from a scale of 1 – 5. 1 = not essential; 3 = desirable; 5 = essential.  

1Primary scoring decision rule: Accept as soon as >/70% respondents rated “essential” (rating 4 or 5) AND </ 15% votes “not essential” (rating 1 or 2). Reject as soon as >/30% votes “not essential” (rating 1 or 2). 

2Secondary scoring (sensitivity analysis): Ranking based on weighted sums. Ratings of 5, 4, 3, 2, 1 are transformed to scores of +3, +1, 0, -1, -3 respectively. For example, if a statistical feature is given a rating of 5, the 

transformed score is + 3. The sum of the transformed scores for each statistical feature was used to rank the statistical features. Highest possible score: 48 (16 * 3). Lowest possible score: -48 (16 * -3). 
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Table 3a. Coding scheme for the evaluation of each statistical method based on agreed 

essential/highly desirable statistical feature for PRO analysis 

Statistical Feature Codes Examples 

Clinical relevance: produce results on the size, certainty and direction of the estimation and precision of the treatment effect that have a direct link with the 

clinical relevance classification of the instrument 

1. Clinical relevance at the within-
individual level* 

 

*Note that this is not a feature of the statistical 
method.  

(Yes)  

 

The within-individual level outcome can be 

directly linked to the clinical relevance 
classification of the instrument AND the clinical 

relevance of the result is interpreted at the 

within-individual level 

□ Definition of event for “time to event”: 
change score is computed for each 

individual; if the change score reaches a 

pre-defined threshold, individual data is 
coded as an event.  

 

(No)  

 

Clinical relevance of the result cannot be 

directly linked to the clinical relevance 
classification of the instrument OR clinical 

relevance of the result is not interpreted at the 

within-individual level 
 

□ Raw or change scores are used as an 
outcome variable, and the clinical 

relevance of the result is interpreted 

through an estimate of the mean on the 
group level 

 

□ Individual summary measures that 
cannot be directly linked to the clinical 

relevance classification of the 
instrument 

2. Clinical relevance of the treatment 

effect: Within-group/ Between groups* 
 

*Note that all evaluations are based on comparison 

of only two arms 
 

(Yes)  

 

Statistical models that produce not only 
statistical significance estimates, but also the 

magnitude of the treatment effect 

 

Between group: Clinical relevance of the result 

is interpreted as a difference between groups; 

and this difference can be directly linked to the 
clinical relevance classification of the 

instrument 

 
Within-group:  Clinical relevance of the result 

is interpreted as a change within a group; and 

this group change can be directly linked to the 
clinical relevance classification of the 

instrument 

 

□ Between-group: Mean difference 

between groups (with CI); Odds ratio 

(with CI) 
 

□ Within-group: This can be seen in 

longitudinal models (e.g., mixed 
models) which estimates the main effect 

of time (mean change within group with 

the corresponding CI). 

(No)  

 

Statistical models that give a statistical 
significance estimate, but the magnitude of the 

treatment effect is not estimated or the treatment 

effect is distorted 

 

 

Between group: Clinical relevance of the result 
for the difference between groups cannot be 

directly linked to the clinical relevance 

classification of the instrument  
 

Within-group: Clinical relevance of the result 

for the change within groups cannot be directly 
linked to the clinical relevance classification of 

the instrument 

□ Between-group: Results are derived 

from a sum of squares or sum of ranks 

 
□ Within-group: Results are derived from 

a sum of squares  

3. Adjust for covariates including baseline 

(Yes)  

 

Covariates and stratification can be included  

 

(Limited)  

 

Can only include stratification  

 

(No)  

 

Inclusion of covariates and stratification are not 

possible 

 

4. Missing data with least restrictions 

(Informative missingness)  

 

Method has the ability to take into account 

informative missingness   
(The process which caused the missing data is 

informative and can be used to estimate the true 

response; MAR or MNAR)1 
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(Non-informative missingness)  

 

Method provides valid inference only in the 
case of non-informative missingness  

(the process which caused the missing data is 

not informative about the parameter that is to be 
estimated; MCAR)1 

 

5. Clustered data (repeated assessments) 

(Yes)  
 

Repeated assessments of each individual is 
taken into account; the order of measurements 

over time is also taken into account. 

□ Covariance structure of the repeated 

assessments can be specified. 

(Limited)  

 

Repeated assessments of each individual is 

taken into account. However the order of 
measurements over time cannot be taken fully 

into account. 

 

(No)  

 

Repeated assessments are not taken into 

account. Each assessment is treated as an 

independent observation. 

□ Techniques designed for independent 

observations (i.e.. one observation per 
patient, e.g. techniques for cross-

sectional data) are used even though the 

data set contains repeated (non-
independent) observations per individual 
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Table 3b. Evaluation of each statistical method based on agreed essential/highly desirable statistical feature for PRO analysis 

Stat Method Clinical relevance Descriptive Adjust for 
covariates 

including 

baseline 

Missing data with least 
restrictions 2,3 

Clustered data – 
repeated assessments 

Recommended # of 
follow-up 

assessments 

Comments 

 Within-individual 

 

Within-group and 

between group 
(treatment effect) 

Improvement / worsening (event):  time to event  

Maintenance (event):  time to (end of) maintenance 

Time to event: Time to event 

Cox PH 

(Kaplan-Meier)4–6 

Yes 

 

Clinical relevance of the result is 
interpreted at the within-

individual level (through a 

clinically relevant definition of a 
within-individual event)  

Yes 

 

Between group: 
 

Clinical relevance of the 

difference between 
groups can be assessed 

using a hazard ratio (with 

CI)  
 

 

 

- Median 
duration for 

each group 

 
- Survival 

probabilities for 

each group at a 
time point 

Yes 

 

Covariates 
and 

stratification 

can be 
included 

Can handle informative 

missingness 

 
Method provides valid 

inference when censored* 

data are MCAR or MAR. 

 

*Non-informative 

censoring: censoring is 
independent from the 

possibly unobserved time-

to-event applies 6 
 

Limited:  

 

Cluster of repeated 
assessments per 

patient (with event 

time), but the order 
of measurements 

over time is ignored 

(i.e., measurements 
before or after the 

specified event is 

ignored). 

Baseline + 

Sufficient # of 

follow-ups 

 

Sufficient follow-

up assessments 
needed to capture 

occurrence of 

event 

 

 

Strong assumption of 
proportional hazards 

 

Results need to be checked 
to assess whether 

assumption of proportional 

hazards is met. If not met, 
consider using log-rank test 

+ restricted mean survival 

time (RMST)  
 

Assumption of independent 

censoring should be met7 
 

Log-rank test 

(Kaplan-Meier)4–6 

 
 

 

 
 

 

 
 

 

 
 

 

 
 

 

 
 

 

 

Yes 

 

Clinical relevance of the result is 
interpreted at the within-

individual level (through a 

clinically relevant definition of a 
within-individual event) 

No  
 

Between group: 
 

Indicates whether 

survival between two 
groups is significantly 

different, but does not 

indicate how different 
they are. 

 

 

 

- Median 
duration for 

each group 

 
- Survival 

probabilities for 

each group at a 
time point 

Limited 

 

Can only 
include 

stratification 

Can handle informative 

missingness 

 

Method provides valid 

inference when censored* 

data are MCAR or MAR. 

 

*Non-informative 

censoring: censoring is 
independent from the 

possibly unobserved time-

to-event 6 
 

Limited:  

 

Cluster of repeated 
assessments per 

patient (with event 

time), but the order 
of measurements 

over time is ignored 

(i.e., measurements 
before or after the 

specified event is 

ignored). 
 

 

 
 

 

 
 

 

Baseline + 

Sufficient # of 

follow-ups 

 

Sufficient follow-

up assessments 
needed to capture 

occurrence of 

event 

 

 

Less efficient when 
proportional hazards 

assumption is not met, but 

does not require the 
assumption of proportional 

hazards. 

 
Assumption of independent 

censoring should be met 
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Improvement / worsening (response): Proportion of patients with a response at time t  

Maintenance: Proportion of patients with a maintained response at time t 

Fisher's exact test8–11 Yes 

 
Clinical relevance of the result is 

interpreted at the within-

individual level (through a 
clinically relevant definition of a 

within-individual event or 

discrete outcomes)  

No 

 

Between group: 

 

Discrete/binary 
outcome: Only indicates 

whether there is an 

association between 
treatment and frequency 

of their response, but 

does not indicate the 
magnitude of this 

association. 

 
 

 

 
-Proportion (or 

percentage) of 

responders for 
each group 

 

-Odds/risk  ratio 

No 

 

Inclusion of 

covariates 

and 
stratification 

are not 

possible 

Can only handle  

non-informative 

missingness  

 

Method provides valid 
inference only for MCAR. 

 

Listwise deletion/complete 
case analysis: Patients with 

no data at baseline and/or 

specific timepoint are not 
included in the analysis. 

No 

 
- Does not cluster 

repeated assessments 

per patient 
 

- Does not take into 

account longitudinal 
nature of data 

Baseline + 1 

follow-up 

 

 

 

 
Ideal for smaller sample 

sizes 

 
Does not require the 

assumption of normality 

 
 

 

(Pearson’s) Chi-
square test 8–11 

Yes 

 

Clinical relevance of the result is 

interpreted at the within-
individual level (through a 

clinically relevant definition of a 

within-individual event or 
discrete outcomes) 

No 

 

Between group: 

 
Discrete/binary 

outcome: Only indicates 

whether there is an 
association between 

treatment and frequency 
of their response, but 

does not indicate the 

magnitude of this 

association. 

 

 
 

-Proportion (or 

percentage) of 
responders for 

each group 

 
-Odds/risk ratio 

No 

 

Inclusion of 

covariates 
and 

stratification 

are not 
possible 

Can only handle  

non-informative 

missingness  

 

Method provides valid 

inference only for MCAR. 

 
Listwise deletion/complete 

case analysis: Patients with 
no data at baseline and/or 

specific timepoint are not 

included in the analysis. 

No 

 

- Does not cluster 

repeated assessments 
per patient 

 

- Does not take into 
account longitudinal 

nature of data 

Baseline + 1 

follow-up 

 

 

 
Large data set is needed. 

  

Assumption of normality is 
required 

 

 

(Cochran) Mantel-

Haenszel test 12–15 
Yes 

 
Clinical relevance of the result is 

interpreted at the within-

individual level (through a 
clinically relevant definition of a 

within-individual event or 

discrete outcomes)  

Yes 

 

Between group: 

 

Discrete/binary 
outcome: Clinical 

relevance of the 

difference between 
groups can be assessed 

using odd/risk ratio (with 

CI)  

 

 
-Proportion (or 

percentage) of 

responders for 
each group 

 

-Odds/risk ratio 

Limited 

 

Can only 

include 

stratification 

Can only handle  

non-informative 

missingness  

 

Method provides valid 
inference only for MCAR. 

 

Listwise deletion/complete 
case analysis: Patients with 

no data at baseline and/or 

specific timepoint are not 
included in the analysis. 

No 

 
- Does not cluster 

repeated assessments 

per patient 
 

- Does not take into 

account longitudinal 
nature of data 

Baseline + 1 

follow-up 

 

 

 
 

Improvement / worsening (response):  level of response at time t  

Maintenance: not applicable (by definition of maintenance. For example, we cannot say “level of maintenance is higher/lower” in one arm vs the other) 

(Generalized) linear 
mixed model (time as 

discrete - specific 

time point)16 

No 

 

Clinical relevance of the result is 

not interpreted at the within-
individual level, but as a change 

Yes 

 

Between group: 

 
Continuous outcome: 

 
 

-Mean baseline 

level (with CI) 
& mean specific 

Yes 

 

Covariates 

and 
stratification 

Can handle informative 

missingness 

 

Method provides valid 
inference when missing 

Yes 

 

- Cluster of repeated 

assessments per 
patient 

Baseline + 

sufficient but 

limited # of 

follow-ups 

 

 
 

Since time is treated as 

discrete, a parameter needs 
to be estimated for every 
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on the group level  Clinical relevance of the 

result can be assessed 

using the mean 
difference between the 

two groups at a specific 

time point (with CI)  
 

Within-group:  

 
Clinical relevance of the 

result can be assessed 

using an estimate 
assessing change within 

group (with CI) (i.e. 

main effect of time).  

 

*Clinical relevance of 

the estimated mean 
difference (between 

group) and change 

(within-group) can be 
interpreted by 

comparison with effect 

size, or PROM-specific 
MID or interpretation 

guidelines, if available. 

 

time point level 

(with CI) for 

each group 
 

-Mean change 

between 
baseline and 

each assessed 

time point (with 
CI) for each 

group 

 

can be 

included 

data are MCAR or MAR.  

- Order of 

measurements can be 
taken into account 

(i.e., covariance 

structure can be 
specified to take into 

account that 

measurements that 
are closer in time 

tend to have higher 

correlations) 

As the number of 

follow-up 

assessments 
increases, the 

number of 

parameters to 
estimate also 

increases 

assessment over time. This 

is not ideal if there are too 

many follow-up 
assessments. 

 

Does not require an 
assumption regarding the 

relationship between time 

and outcome variable (e.g., 
assumption of a linear 

relationship). 

 
The assumption under 

MAR is that the treatment 

estimate is based on the 

assumption that patients 

will continue on treatment 

for the full study duration.17 
 

Generalized linear mixed 

models can be used for 
discrete, count or binary 

outcome. 

 
 

(Generalized) linear 

mixed model (time as 

continuous)16 

No 

 

Clinical relevance of the result is 

not interpreted at the within-

individual level, but as a change 

on the group level  

Yes 

 

Between group: 

 

Continuous outcome: 

Clinical relevance of the 
result can be assessed 

using the mean 

difference between the 
two groups at a specific 

time point (with CI)  

 
Within-group:  

 

Clinical relevance of the 
result can be assessed 

using an estimate 

assessing change within 
group (with CI) (i.e. 

main effect of time).  

  
*Clinical relevance of 

the estimated mean 

difference (between 
group) and change 

 

 

-Mean baseline 

level (with CI) 

& mean specific 

time point level 
(with CI) for 

each group 

 
-Rate of change 

between 

baseline and the 
specific time 

point (with CI)  

 
 

Yes 

 

Covariates 

and 

stratification 

can be 
included 

Can handle informative 

missingness 

 

Method provides valid 

inference when missing 

data are MCAR or MAR. 

Yes 

 

- Cluster of repeated 

assessments per 

patient 

 
- Order of 

measurements can be 

taken into account 
(i.e., covariance 

structure can be 

specified to take into 
account that 

measurements that 

are closer in time 
tend to have higher 

correlations) 

Baseline + 

sufficient # of 

follow-ups 

 

 

May be suitable if there are 

many follow-up 

assessments and the 

relationship between time 

and outcome variable is 
linear. 

 

Since time is treated as 
continuous, only one 

parameter needs to be 

estimated regardless of the 
number of follow-up 

assessments over time.  

This implies a strong 
assumption that the 

influence of time on the 

outcome variable is linear. 
 

More complex models are 

available to assess non-
linear relationships 

between time and outcome. 

For example, time is 
treated as continuous; and 
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(within-group) can be 

interpreted by 

comparison with effect 
size, or PROM-specific 

MID or interpretation 

guidelines, if available. 
 

linear, quadratic and cubic 

polynomial terms may be 

used to approximate the 
time curves. But this also 

implies more parameters to 

estimate and making strong 
assumptions regarding the 

non-linear relationship 

between time and the 
outcome variable. 

 

The assumption under 
MAR is that the treatment 

estimate is based on the 

assumption that patients 

will continue on treatment 

for the full study duration.17 

 
 

Generalized linear mixed 

models can be used for 
discrete, count or binary 

outcome. 

 

Generalized 

estimating equation 18–

24 

No 

 

Clinical relevance of the result is 
not interpreted at the within-

individual level, but as a change 

on the group level 

Yes 

 

Between group: 
 

Continuous outcome: 

Clinical relevance of the 

result can be assessed 

using the mean 

difference between the 
two groups at a specific 

time point (with CI) 

 
 

Within-group:  

 
Clinical relevance of the 

result can be assessed 

using an estimate 
assessing change within 

group (with CI) (i.e. 

main effect of time).  
 

*Clinical relevance of 

the estimated mean 
difference (between 

group) and change 

(within-group) can be 
interpreted by 

 

 

Continuous 
outcome: 

Mean baseline 

level (with CI) 

& mean specific 

time point level 

(with CI) for 
each group 

 

 
Ordinal/binary 

outcome: Odds 

ratio (with CI) 

Yes 

 

Covariates 
and 

stratification 

can be 

included 

Can only handle  

non-informative 

missingness  

 

Method provides valid 

inference only for MCAR.* 

 

 

*Weighted GEE method is 
available to take into 

account MAR. 

 

Yes 

 

- Cluster of repeated 
assessments per 

patient 

 

- Order of 

measurements can be 

taken into account 
(i.e., covariance 

structure can be 

specified to take into 
account that 

measurements that 

are closer in time 
tend to have higher 

correlations) 

Time as 

continuous:  

 
Baseline + 

sufficient # of 

follow-ups 

  

 

Time as discrete:  

 

Baseline + 

sufficient but 

limited # of 

follow-ups 

 

As the number of 

follow-up 

assessments 
increases, the 

number of 

parameters to 
estimate also 

increases  

 

 

 

 
Parameter estimates are 

consistent and 

asymptotically normal even 

under mis-specified 

correleation structure of 

responses.25 
 

Generalized estimating 

equations can be used for 
discrete, count or binary 

outcome. 
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comparison with effect 

size, or PROM-specific 

MID or interpretation 
guidelines, if available. 

 

 

Linear regression No 

 

Clinical relevance of the result is 

not interpreted at the within-
individual level, but as a change 

on the group level 

Yes 

 

Between group: 

 
Continuous outcome: 

Clinical relevance of the 

result can be assessed 
using the mean 

difference between the 

two groups at a specific 
time point (with CI) 

 

*Clinical relevance of 
the estimated mean 

difference (between 

group) and change 
(within-group) can be 

interpreted by 
comparison with effect 

size, or PROM-specific 

MID or interpretation 
guidelines, if available. 

 

 
 

Wilc 

Yes 

 

Covariates 

and 
stratification 

can be 

included 

Can only handle  

non-informative 

missingness  

 

Method provides valid 

inference only for MCAR. 

 
Listwise deletion/complete 

case analysis: Patients with 

no data at baseline and/or 
specific timepoint is not 

included in the analysis. 

No 

 

- Does not cluster 

repeated assessments 
per patient 

 

- Does not take into 
account longitudinal 

nature of data 

Baseline + 1 

follow-up 

 

 

 

ANOVA16 or 

ANCOVA 

No 

 

Clinical relevance of the result is 

not interpreted at the within-

individual level, but as a change 
on the group level 

No  

 
Between group: 

 

Continuous outcome: 
Indicates whether the 

difference between two 

groups is significantly 
different, but does not 

indicate how different 

they are. 

 

 

 

 

 
-Mean baseline 

level (with CI) 

& mean specific 
time point level 

(with CI) for 

each group 
 

-Mean change 

between 
baseline and 

specific time 

point (with CI) 
for each group 

(if change score 

is used as 
outcome) 

Yes 

 

Covariates 

and 

stratification 
can be 

included 

Can only handle  

non-informative 

missingness  

 

Method provides valid 
inference only for MCAR. 

 

Listwise deletion/complete 
case analysis: Patients with 

no data at baseline and/or 

specific timepoint is not 
included in the analysis. 

No 

 
- Does not cluster 

repeated assessments 

per patient 
 

- Does not take into 

account longitudinal 
nature of data 

Baseline + 1 

follow-up 

 

 

 

(Independent 

samples) t-test 
No 

 

Clinical relevance of the result is 

not interpreted at the within-

individual level, but as a change 

Yes  

 
Between group: 

 

Continuous outcome: 

 

 
-Mean baseline 

level (with CI) 

& mean specific 

No 

 

Inclusion of 

covariates 

and 

Can only handle  

non-informative 

missingness  

 

Method provides valid 

No 

 
- Does not cluster 

repeated assessments 

per patient 

Baseline + 1 

follow-up 

 

 

 
Assumption of normal 

distribution is needed 
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on the group level  Clinical relevance of the 

result can be assessed 

using the mean 
difference between the 

two groups at a specific 

time point (with CI) 
 

*Clinical relevance of 

the estimated mean 
difference (between 

group) and change 

(within-group) can be 
interpreted by 

comparison with effect 

size, or PROM-specific 

MID or interpretation 

guidelines, if available. 

 
 

time point level 

(with CI) for 

each group 
 

-Mean change 

between 
baseline and 

specific time 

point (with CI) 
for each group 

(if change score 

is used as 
outcome) 

stratification 

are not 

possible 

inference only for MCAR. 

 

Listwise deletion/complete 
case analysis: Patients with 

no data at baseline and/or 

specific timepoint is not 
included in the analysis. 

 

- Does not take into 

account longitudinal 
nature of data 

Wilcoxon rank sum 

test 
No 

 

Clinical relevance of the result is 
not interpreted at the within-

individual level, but as a change 
on the group level 

No 

 

Between group: 
 

Continuous outcome:  
Indicates whether the 

difference between two 

groups is significantly 
different, but does not 

indicate how different 

they are. 

 

 

- Mean baseline 
level (with CI) 

& mean specific 
time point level 

(with CI) for 

each group 
 

-Mean change 

between 

baseline and 

specific time 

point (with CI) 
for each group 

(if change score 

is used as 
outcome) 

No 

 

Inclusion of 
covariates 

and 
stratification 

are not 

possible 

Can only handle  

non-informative 

missingness  

 

Method provides valid 
inference only for MCAR. 

 

Listwise deletion/complete 
case analysis: Patients with 

no data at baseline and/or 

specific timepoint is not 

included in the analysis. 

No 

 

- Does not cluster 
repeated assessments 

per patient 
 

- Does not take into 

account longitudinal 
nature of data 

Baseline + 1 

follow-up 

 

 

 

Does not assume normal 
distribution 

Pattern mixture 

model26–28 
No 

 

Clinical relevance of the result is 
not interpreted at the within-

individual level, but as a change 

on the group level 

Yes 

 

Between group: 
 

Time as discrete: 

Clinical relevance of the 
result can be assessed 

using the difference in 

levels between the two 
groups at a specific time 

point (with CI)  

Time as continuous: 
Clinical relevance of the 

result can be assessed 
using the mean 

 

 

-Mean baseline 
level (with CI) 

& mean specific 

time point level 
(with CI) for 

each group 

 
-Mean change 

between 

baseline and 
specific time 

point (with CI) 
for each group  

Yes 

 

Covariates 
and 

stratification 

can be 
included 

Can handle informative 

missingness 

 

Method provides valid 

inference when missing 

data are MCAR or MAR. 
 

Method can take into 

account potential MNAR 
data -> missing values can 

be modeled (takes time of 

missingness as explanatory 
missing variable) 

 

 

Yes 

 

- Cluster of repeated 
assessments per 

patient 

 
- Order of 

measurements can be 

taken into account 
(i.e., covariance 

structure can be 

specified to take into 
account that 

measurements that 
are closer in time 

Time as 

continuous:  

 
Baseline + 

sufficient # of 

follow-ups 

 

Time as discrete:  

 

Baseline + 

sufficient but 

limited # of 
follow-ups 

 

As the number of 

 

 

Validity of the pattern 
mixture model depends on 

the choice of patterns 

which is often a subjective 
choice of the investigator 

and is not verifiable from 

the data 27. 
 

However it is often advised 

to use pattern mixture 
models as a sensitivity 

analysis. Investigators 
should have several 
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difference in the rate of 

change between groups 

at a specific time point 
(with CI) 

Within-group: 

 
Clinical relevance of the 

result can be assessed 

using an estimate 
assessing change within 

group (with CI) (i.e. 

main effect of time).  
 

 

*Clinical relevance of 

the estimated mean 

difference (between 

group) and change 
(within-group) can be 

interpreted by 

comparison with effect 
size, or PROM-specific 

MID or interpretation 

guidelines, if available. 
 

(if time is 

discrete) 

 
-Rate of change 

between 

baseline and 
specific time 

point (with CI) 

for each group  
(if time is 

continuous) 

 

tend to have higher 

correlations) 

follow-up 

assessments 

increases, the 
number of 

parameters to 

estimate also 
increases  

 

sensitivity analyses 

performed over a variety of 

pattern choices (e.g., where 
each analysis has a 

different set of clinical 

assumptions regarding 
unobserved data) to ensure 

robustness of findings26–28  

 
Because of the many 

parameters to be estimated, 

time is often treated as 
continuous in this statistical 

model 

 

Generalized linear mixed 

models can be used for 

discrete, count or binary 
outcome. 
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Joint model for 

longitudinal and 

survival data 29–35 
 

No 

 

Clinical relevance of the result is 
not interpreted at the within-

individual level, but as a change 

on the group level 

Yes 

 

Between group: 
 

Continuous outcome: 

Clinical relevance of the 
result can be assessed 

using the mean 

difference in the rate of 
change between two 

groups at a specific time 

point (with CI) 
 

Within-group:  

 

Clinical relevance of the 

result can be assessed 

using an estimate 
assessing the rate of 

change within group 

(with CI) (i.e. main 
effect of time). 

 

*Clinical relevance of 
the estimated mean 

difference (between 

group) and change 
(within-group) can be 

interpreted by 

comparison with effect 
size, or PROM-specific 

MID or interpretation 

guidelines, if available. 
 

 

 

-Mean baseline 
level (with CI) 

& mean specific 

time point level 
(with CI) for 

each group 

 
-Rate of change 

between 

baseline and the 
specific time 

point (with CI)  

 

 

Yes 

 

Covariates 
and 

stratification 

can be 
included 

 

 

Can handle informative 

missingness 

 

Method provides valid 

inference when missing 

data are MCAR or MAR. 
 

Method can take into 

account potential MNAR 
data* -> missing values can 

be modeled (see 

comments) 

 

 

Yes 

 

- Cluster of repeated 
assessments per 

patient 

 
- Order of 

measurements can be 

taken into account 
(i.e., covariance 

structure can be 

specified to take into 
account that 

measurements that 

are closer in time 

tend to have higher 

correlations) 

Baseline + 

sufficient # of 

follow-ups 

 

 

 

 

Joint modeling of 

longitudinal data and 
survival data. 

 

Possibility to account for 
informative patterns of 

missing data by jointly 

modeling the longitudinal 
PRO outcome (longitudinal 

process) and time to 

informative PRO dropout 
(survival data). 36 

 

Joint models rely on the 

conditional independence 

assumption (event process 

and longitudinal responses 
are independent 

conditionally on a latent 

process expressed by a set 
of random effects)33 

 

Many parameters (such as 
the association between the 

longitudinal and the TTE 

process, baseline hazard 
function, random effects, 

defining the ‘event’ for the 

time to informative drop-

out,..) are to be specified 34 

and the model can be very 

computationally 
demanding 31. 

 

Because of the many 
parameters to be estimated, 

time is often treated as 

continuous in this statistical 
model 

 

Generalized linear mixed 
models can be used for 

discrete, count or binary 

outcome. 
 

Overall effect: Describe trajectory of outcome  over time 

(Generalized) linear 
mixed model (time as 

discrete - omnibus 

test): group*time 

No 

 

Clinical relevance of the result is 

not interpreted at the within-

No 

 

Between group:  

 

 
 

-Mean baseline 

level (with CI) 

Yes 

 

Covariates 

and 

Can handle informative 

missingness 

 

Method provides valid 

Yes 

 

- Cluster of repeated 

assessments per 

Baseline + 

sufficient but 

limited # of 

follow-ups 

 
 

Profiles are reported cross-

sectionally and not 
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interaction 16,37,38 individual level, but as a change 

on the group level 

Assesses whether the 

mean response profiles 

between the two groups 
are statistically 

significantly different 

(non-parallel profiles), 
but does not provide an 

estimate of how different 

they are. 
 

Within-group:  

 
Assesses whether 

responses over time are 

statistically significantly 

different, but does not 

provide an estimate of 

how different they are..  
 

 

 
 

 

& levels at each 

assessed time 

point (with CI) 
for each group 

 

-Mean change 
between 

baseline and 

each assessed 
time point (with 

CI) for each 

group 
 

stratification 

can be 

included 

inference when missing 

data are MCAR or MAR. 

patient 

 

- Order of 
measurements can be 

taken into account 

(i.e., covariance 
structure can be 

specified to take into 

account that 
measurements that 

are closer in time 

tend to have higher 
correlations) 

 

As the number of 

follow-up 
assessments 

increases, the 

number of 
parameters to 

estimate also 

increases  
 

longitudinally. That is, 

every assessment point has 

a mean and CI.  
 

If individual longitudinal 

profiles are of interest, 
more complex models are 

available. For example, 

time is treated as 
continuous; and linear, 

quadratic and cubic 

polynomial terms may be 
used to approximate the 

time curves.  

 

Generalized linear mixed 

models can be used for 

discrete, count or binary 
outcome. 

 

Repeated measures 
ANOVA: group*time 

interaction 16,37,38 

No 

 

Clinical relevance of the result is 

not interpreted at the within-
individual level, but as a change 

on the group level 

No 

 

Between group:  

 
Assesses whether the 

mean response profiles 

between the two groups 

are statistically 

significantly different 

(non-parallel profiles), 
but does not provide an 

estimate of how different 

they are. 
 

Within-group:  

 
Assesses whether 

responses over time are 

statistically significantly 
different, but does not 

provide an estimate of 

how different they are. 

 
 

-Mean baseline 

level (with CI) 
& levels at each 

assessed time 

point (with CI) 

for each group 

 

-Mean change 
between 

baseline and 

each assessed 
time point (with 

CI) for each 

group 
 

Yes 

 

Covariates 

and 
stratification 

can be 

included 

Can only handle  

non-informative 

missingness  

 

Method provides valid 

inference when data are 

MCAR.  

 

Listwise deletion/complete 

case analysis: Patients with 
no data at baseline and/or 

any specific timepoint is 

not included in the 
analysis. 

Limited 

 

- Cluster of repeated 

assessments per 
patient 

 

- Order of 

measurements 

cannot be taken into 

account (i.e., 
assumes compound 

symmetry for 

covariance structure, 
meaning covariance 

between pairs of 

assessments are 
equal regardless of 

the distance between 

occasions)  
 

Baseline + 

sufficient but 

limited # of 

follow-ups 

 

As the number of 

follow-up 

assessments 

increases, the 

number of 
parameters to 

estimate also 

increases  
 

 
Profiles are reported cross-

sectionally and not 

longitudinally. That is, 
every assessment point has 

a mean and CI.  
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Table 4.a Survey Results on standardizing definitions for analysis population (intent-to-treat population and modified intent-to-treat 

population) (N=38) 

Statement Voting results 

Intent-to-treat population (ITT): The ITT population includes all the patients that were randomized to the study. According to the strict ITT principle, all randomized subjects should be analyzed according to the allocated treatment, 

regardless of the treatment actually received, protocol adherence, crossover to other treatments or withdrawal from the study. 

□ Agree 37/38 (97%) 

□ Don’t know 1/38 (3%) 

Modified intent-to-treat population (mITT): Acceptable modifications to the Intent-To-Treat (ITT) population for the analysis of PRO data in randomized controlled trials (multiple answers possible) 

□ Analysis population could be limited to patients with baseline PRO assessment 12/38  (32%) 

□ Analysis population could be limited to patients with at least one post-baseline PRO assessment 6/38 (16%) 

□ Analysis population could be limited to patients with baseline + at least one post-baseline PRO assessment 17/38 (45%) 

□ Analysis population could be limited to eligible patients 9/38 (24%) 

□ No modification to the ITT population is appropriate (the analysis population should be all randomized patients, analyzed according to the allocated 

treatment) 

6/38 (16%) 

□ Analysis population could be limited to the safety population (patients exposed to their intended treatment only) 4/38 (11%) 

□ Analysis population could be limited to patients exposed to any protocol treatment 4/38 (11%) 

□ Other (To specify) 

o Patients who consent to PRO substudy 

o Depends on the study objective 

4/38 (11%) 

□ 1/38 (3%) 

□ 3/38 (8%) 

□ No answer/don’t know 5/38 (13%) 
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Table 4.b. Survey results on standardizing calculation and definition of completion (variable denominator) and available data (fixed 

denominator) rates. 

Statement Voting results 

Fixed and variable denominator rate: 

a) Fixed denominator rate – a rate with a denominator that stays the same over time (e.g. total number of enrolled patients) 

b) Variable denominator rate – a rate with a variable denominator at every time point (e.g. number of expected patients at time t) 

□ Both the fixed denominator rate and the variable denominator rate are needed 26/38 (68%) 

□ Only the variable denominator rate is needed 6/38 (16%) 

□ Only the fixed denominator rate is needed 2/38 (5%) 

□ Other (To specify) 

o Both + cohort plots  

o Both + additional information related to the attrition  

o Both can, but is not a ‘must’ 

o Variable denominator rate + death rate   

4/38 (11%) 

□ 1/38 (3%) 

□ 1/38 (3%) 

□ 1/38 (3%) 

□ 1/38 (3%) 

Fixed denominator rate: Numerator  

□ On-study patients submitting the PRO assessment at the designated time point 32/38 (84%) 

□ On-study patients submitting the PRO assessment at baseline AND at the designated time point 4/38 (11%) 

□ Other: Patients submitting any part of the PRO assessment at the designated time point 1/38 (3%) 

□ Don’t know 1/38 (3%) 

Fixed denominator rate: Denominator  

□ Randomized patients (ITT population) 21/38 (55%) 

□ Patients with a PRO baseline assessment 6/38 (16%) 

□ Enrolled patients 2/38 (5%) 

□ Eligible patients
3

 2/38 (5%) 

□ Safety population (patients who received intended treatment) 1/38 (3%) 

□ Other 4/38 (11%) 

                                            
3It was not specified in the survey whether this is patients (in)eligible for the PRO (sub)study or patients (in)eligible for the full study 
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o Depends on analysis population: ITT or mITT  

o Depends on study objective 

o ITT minus patients not eligible for PRO assessment 

□ 2 (5%) 

□ 1 (3%) 

□ 1 (3%) 

□ Don’t know 2/38 (5%) 

Fixed denominator rate: Terminology 

□ Completion rate 20/38 (53%) 

□ Compliance rate 8/38 (21%)  

□ Other 6/38 (16%) 

□ Don’t know/N.A. 4/38 (11%) 

Variable denominator rate: Numerator  

□ On-study patients submitting the PRO assessment at the designated time point 30/38 (79%) 

□ On-study patients submitting the PRO assessment at baseline AND at the designated time point 6/38 (16%) 

□ Don’t know 2/38 (5%) 

Variable denominator rate: Denominator  
(defining who the “available patients at time t” are) 

□ Patients who have died prior to assessment time t to be excluded from the denominator 34/38 (89%) 

□ Patients not on study anymore to be excluded from the denominator 27/38 (71%) 

□ Patients no longer part of the PRO assessment schedule (according to protocol) to be excluded from the denominator 24/38 (63%) 

□ Ineligible patientsError! Bookmark not defined. to be excluded from the denominator 19/38 (50%) 

□ Patients not on treatment anymore to be excluded from the denominator 10/38 (26%) 

□ Patients illiterate in the language of the PRO tool to be excluded from the denominator 10/38 (26%) 

□ Patients without a valid PRO baseline assessment to be excluded from the denominator 7/38 (18%) 

□ Patients who cannot be reached at the time of the visit to be excluded from the denominator 4/38 (11%) 

□ Patients refusing to respond the PRO assessment to be excluded from the denominator 3/38 (8%) 

□ Other to be excluded from the denominator 

o Patients not meeting the clinically significant change criterion 

o Patients without valid PRO baseline assessment or not, depending on the situation 

2/38 (5%) 

□ 1/38 (3%) 

□ 1/38 (3%) 

Variable denominator rate: Terminology 

□ Completion rate 9/38 (24%) 

□ Compliance rate 17/38 (45%) 

□ Other 7/38 (18%) 

□ Don’t know/N.A. 5/38 (13%) 
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Table 5. Missing Data Working Group survey results assessing reasons for non-completion towards development of a standardized case report form 

(N=19 respondents; survey distributed to 41). 

Reason for non-completion of the PRO assessment 

Include this reason on 

CRF1 

Reason is related to the 

patient's health2 

Missing data due to this reason would adversely affect your 

evaluation of data quality2 

□ Patient died 19/19 (100%) 16/16 (100%) 4/16 (25%) 

□ Patient withdrew from study 19/19 (100%) 4/16 (25%) 6/16 (38%) 

□ Not required per protocol because patient ended protocol 
treatment 

16/19 (84%) 4/16 (25%) 3/16 (19%) 

□ Unable to accommodate disability or language needs, 

specify: ________ 
18/19 (95%) 2/16 (13%) 5/16 (31%) 

No clinic visit    

□ Patient missed/canceled the clinic visit 19/19 (100%) 3/16 (19%) 8/16 (50%) 

□ No clinic visit due to treatment hold or delay 16/18 (89%) 6/16 (38%) 7/16 (44%) 

□ No clinic visit was scheduled by mistake 16/17 (94%) 1/16 (6%) 8/16 (50%) 

□ Other reason, specify: ________ 17/17 (100%) NA NA 

Not administered    

□ Staff considered patient too ill 18/18 (100%) 14/16 (88%) 11/15 (73%) 

□ Staff misinterpreted protocol 14/18 (78%) 0/16 (0%) 10/16 (63%) 

□ Staff unavailable 14/18 (78%) 0/16 (0%) 9/16 (56%) 

□ Staff forgot to administer 14/18 (78%) 0/16 (0%) 10/16 (63%) 

□ Staff gave patient incorrect questionnaire 12/18 (67%) 0/15 (0%) 10/16 (63%) 

□ Paper questionnaire unavailable 14/18 (78%) 0/15 (0%) 9/16 (56%) 

□ Electronic questionnaire unavailable (e.g., 

malfunction or technological issue) 
13/18 (72%) 1/16 (6%) 9/16 (56%) 

□ Other reason, specify: ________ 16/18 (89%) NA NA 

Administered but patient refused or at home questionnaire 
not returned 

   

□ Patient reported being too ill 17/18 (94%) 14/16 (88%) 10/16 (63%) 

□ Patient did not like content of questionnaire 14/16 (88%) 0/16 (0%) 10/16 (63%) 

□ Patient felt it was inconvenient 14/17 (82%) 1/16 (6%) 10/16 (63%) 

□ Patient forgot 14/17 (82%) 0/16 (0%) 8/16 (50%) 

□ Patient indicated questionnaire was returned, but it 
was not received by site 

13/17 (76%) 0/16 (0%) 8/16 (50%) 

□ Patient lost paper questionnaire 13/17 (76%) 0/16 (0%) 7/16 (44%) 

□ Patient reported electronic questionnaire malfunction 

or technological issue 
15/17 (88%) 0/16 (0%) 9/16 (56%) 

□ Patient did not give a reason 14/17 (82%) NA NA 

□ Other reason, specify: ________ 15/17 (88%) NA NA 

□ Unable to contact patient 18/18 (100%) 1/16 (6%) 8/16 (50%) 

□ Other reason, specify: ________ 17/17 (100%) NA NA 

Do you believe that: 

…these reasons for non-completion are easy for research 
personnel to understand?3 

12/16 (75%) 

…research personnel can successfully complete this case 

report form?3 
12/16 (75%) 
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…including the following question on the case report form 

is helpful: "Is the reason for non-completion related to the 

patient's health?"1 

9/15 (60%) 

1. Number and percentage responding as “Yes” versus “No”. 

2. Number and percentage responding as “Yes” versus “No” or “Unsure” combined into a single group. 

3. Number and percentage responding as “Strongly agree” or “Agree” combined into a single group versus “Neither agree nor disagree”, “Disagree”, or “Strongly disagree” combined into a single group. 
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Appendix 3 - Results from the consensus meeting: non-ratified statements and voting results 

Table 1. SISAQOL non-ratified statements and their considerations  

No. Non-ratified statement (NRS) Status  
Considerations  

 

NRS 1 For evaluating a proportion of patients (with an improvement, 

stable state or worsening) at time t, we recommend the Cochran 
Mantel-Haenszel test, logistic mixed model, simple logistic 

regression model.   

POSTPONED Please refer to Appendix 2 (Table 3.b) to find more details on how the statistical methods were evaluated 

based on the agreed set of criteria. 
The logistic mixed model, an extension of the linear mixed model, was proposed as alternative because of 

the less favorable evaluation of the (Cochran) Mantel-Haenszel test on the set criteria. The mixed model 

will provide an unbiased estimate of the treatment effect if missing data is dependent on known and 
observed factors 1, whereas the (Cochran) Mantel-Haenszel test is based on observed cases data  2 and thus 

only provides valid inference when missing data are missing completely at random. 

There were reservations for recommending the logistic mixed model due to practical considerations that 
limit the use of these models 3, including convergence issues. To address this potential limitation, the 

simpler logistic model was also proposed. 

The decision whether a logistic mixed model, a (Cochrane)-Mantel Haenszel test or a simple logistic 
model will be recommended was postponed until these methods are further explored.  

NRS 2 PRO assessments are no longer expected from patients who are 

off the PRO protocol. 
 

POSTPONED There was variation in calculating the variable denominator rate. To standardize the denominator of this 

rate, it was agreed to standardize reasons for patients going off PRO assessment (i.e. patients from whom 
we do not expect PRO assessments anymore). The implication is that these reasons are not seen as missing 

data, because PRO assessments are not expected from these patients anymore.   

Off PRO protocol: The protocol describes details on timing and planning of PRO assessments. Under the 
assumption that the PRO assessment schedule reflects the PRO trial objectives 4 (and thus reflecting what 

is meaningful for PRO analysis), it was proposed to consider assessments from patients off the PRO 

protocol as no longer expected because these assessments are not “meaningful for analysis”. This means 
that assessments from patients off PRO protocol do not have a relevant contribution to the PRO estimate. 

Withdrawing consent: The distinction was made between (a) a patient refusing to complete one or more 

PRO assessments (e.g., due to patient being too sick, questionnaire too long, ...) 5 and (b) a patient refusing 
(to continue) participation in the PRO study, referred to as PRO withdrawal. In the case of PRO refusal (a), 

the patient refuses one or more PRO assessments, but is still on PRO study. In the latter (b), the patient 

explicitly and voluntarily terminates informed consent to participate in the PRO study (or the broader 
clinical trial), for whatever reason 6, entailing that the patient is (no longer) on PRO study. It was proposed 

to consider assessments from patients withdrawing consent from the PRO study as off PRO study. 

Assessments from patients off PRO study are no longer to be collected and thus no longer to be expected.  
Loss to follow-up: Being lost to follow-up was proposed as a possible reason that can lead a patient into 

being off PRO study and thus off PRO assessment.  

The definition of loss to follow-up is vaguely defined as the loss of participants during the course of a 
study 7. As a consequence, great variability exists concerning the definition of loss to follow-up in the 

literature 8. It was decided to postpone the voting on this proposed statement until agreement is reached on 

a definition for being lost to follow-up. 
It was difficult to agree whether the above reasons should be considered as missing data or not, depending 

on the different trial settings. Further discussion on the consequences of categorizing these reasons as 

being off PRO assessment are needed.    

NRS 3 PRO assessments are no longer expected from patients who 

explicitly withdraw consent from the PRO study. 

 

POSTPONED 

NRS 4 PRO assessments are no longer expected from patients who are 

lost to follow-up.  

 

POSTPONED 
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No. Non-ratified statement (NRS) Status  
Considerations  

 

NRS 5 We should establish percentage boundaries for missing data.  REJECTED There is currently no standard rule of how much missing data is too much 9. To address this question, the 

possibility of having percentage boundaries for missing data was proposed (e.g. statistical inference is not 
recommended with missing data rates above 50% and caution is required with missing data rates are 

between 10 and 50%).  

Monte Carlo simulations showed mixed results on bias and power in a typical superiority RCT, depending 
on a number of factors such as missing data mechanism, choice of analysis method and sample size10. 

Based on these results, it was discussed that it is not possible to have one overall cut-off value (e.g. the 

impact of 40% missing data in a trial with 10 patients is higher than in a trial with 25000 patients or the 
acceptance threshold might depend on whether the disease stage is early, advanced or chronic).  

It was therefore agreed NOT to establish percentage boundaries for how much missing data is too much 

when evaluating PRO outcomes. Sensitivity analyses were suggested as an alternative way to assess the 
impact of missing data on PRO findings (see CS 32 on the specification of sensitivity analyses in the 

protocol/statistical analysis plan).  

NRS 6 The lower boundary of the missing data rate should be 10% (or 
alternatively 15%), meaning that a missing data rate of 10% (or 

alternatively 15%) or less is unlikely to substantially bias a 

between-arm PRO analysis. 

CANCELLED  Based on the outcome of NRS 5, the voting on a proposal of actual missing data thresholds was cancelled.  

NRS 7 The upper boundary of the missing data rate should be 50%, 
meaning that we would question the data quality in a between-

arm PRO analysis with a missing data rate above 50%. 

CANCELLED Based on the outcome of NRS 5, the voting on a proposal of actual missing data thresholds was cancelled. 

NRS 8 Agreement with modifications to the proposed case report form 
(CRF)? 

 

POSTPONED Results from a simulation study showed that the impact of missing data rates on PRO findings 
depends on the reasons for missing data (e.g., informative, non-informative or a combination of 
both10).  
 
Therefore collecting reasons for missing data is key in assessing the impact of missing data 
rates on the robustness of PRO findings. Ideally the reason for missing data should be identified 
to provide more information on the possible impact of missing data and how it should be 
handled. This way, the level to which results may be biased can be assessed 4 and the most 
appropriate analysis method can be identified 11.  
 
It was decided to develop a template for capturing these reasons of missingness, to be used in 
PRO reports. A standard case report form (CRF) to be administered by clinical staff during PRO 
collection with reasons of missingness was proposed.  
 
After expression of concern for staff burden, it was decided that further fine-tuning of the 
proposed template is needed. Ratification of a final template for collecting reasons of PRO non-
completion was postponed.  
 

NRS 9 Agreement with collecting the question ‘Is the reason for non-
completion related to the patient’s health?’  

POSTPONED To assess whether the collected reason for non-completion of the PRO assessment is related to the 
outcome variable - and thus to determine the underlying missing data mechanism -, the inclusion of the 

question ‘is the reason for non-completion related to the patient’s health’ was proposed.  

The utility of this item was however questioned, as it was unclear whether we could ultimately rely on this 

data. To avoid redundancy and capture of unreliable data 12, it was decided to further assess the utility of 

this item before inclusion in the standard template for capturing reasons for PRO non-completion.  

It was decided to postpone the voting on this proposed statement.  

NRS 10 Do you agree that the reasons in the proposed CRF for non-
completion are easy for research personnel to understand?  

POSTPONED The design of the case report form is key for ensuring the quality of the data collected by the CRF. 
Guidelines for CRF design state that CRF design should address the needs of all users and the language 

used should be simple and easy to understand 12. 
Based on the outcome of NRS 8, it was decided to await a more developed template before evaluating 
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No. Non-ratified statement (NRS) Status  
Considerations  

 

whether the reasons in the CRF are easy for research personnel to understand. 

NRS 11 Do you agree that research personnel can successfully complete 

this CRF?  

POSTPONED Based on the outcome of NRS 8, it was decided to await a more developed template before evaluating 

whether the reasons in the CRF are easy for research personnel to complete.  
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Table 2. Summary of proposed statements and voting results. 

Outcome1 Proposed statement 

Absolute number of votes 
Agreement2 (in 

%) Agree Dis-agree 
Abstain/no 

vote 
Total incl. 

abstain 
Total excl. 

abstain 

Taxonomy of Research Objectives 

RATIFIED 1.Two broad PRO research objectives: (1) treatment efficacy/clinical benefit (2) describe 

patient perspective 
 

30 0 1 31 30 100 % 

RATIFIED 2. Clearly state that the PRO domain/item of interest will be used to provide evidence for 

pre-specifying superiority, equivalence and non-inferiority 
 

30 0 1 31 30 100 % 

RATIFIED 3. Taxonomy of PRO objectives: Valid PRO objectives for treatment efficacy/clinical 

benefit at the within-individual / within-treatment level (for each pre-specified domain) are: 

- Improvement (time to improvement, proportion of patients with improvement at 

time t, magnitude of improvement at time t) 

- Worsening (time to worsening, proportion of patients with worsening at time t, 

magnitude of worsening at time t) 

- (End of) stable state (time to end of stable state, proportion of patients with 

stable state at time t) 

30 0 1 31 30 100 % 

RATIFIED 4. Taxonomy of PRO objectives: A valid PRO objective for treatment efficacy/clinical 

benefit at the within-individual/within-treatment level (for each pre-specified domain) is 

the overall effect: overall PRO score over time. 
 

28 1 2 31 29 97 % 

RATIFIED 5. Taxonomy of PRO objectives: A valid PRO objective for treatment efficacy/clinical 

benefit at the within-individual/within-treatment level (for each pre-specified domain) is 
the overall effect: describing response trajectory over time (response patterns/profiles) 

 

30 0 1 31 30 100 % 

RATIFIED 6. Definition of Improvement: change from baseline that reaches a pre-defined 

improvement threshold level (post-baseline improvement). This improvement is maintained 
if follow-up assessments remain at or are higher than the improvement threshold (definitive 

improvement). Improvement is discontinued once a follow-up assessment is below the 

improvement threshold (transient improvement) 

30 0 1 31 30 100 % 

RATIFIED 7. Definition of Worsening: change from baseline that reaches a pre-defined worsening 

threshold level (post-baseline worsening). This worsening is maintained if follow-up 

assessments remain at or are lower than the worsening threshold (definitive worsening). 
Worsening is discontinued once a follow-up assessment is above the worsening threshold 

(transient worsening) 

 

30 0 1 31 30 100 % 

RATIFIED 8. Definition of Stable State:  no change from baseline is observed, or change from baseline 
is within the pre-defined baseline margin. This stable state is maintained if follow-up 

assessments remain at the baseline pre-defined margin. The stable state is discontinued 

once the follow-up assessment leaves the pre-defined baseline margin (and reaches the 
improvement or worsening threshold) 

 

27 3 1 31 30 90 % 
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RATIFIED 9. Definition of the broad ‘overall effects’:  summarize all available scores over time for 

each patient on a specific PRO domain/item  

 

25 2 4 31 27 93 % 

Recommending Statistical Methods 

RATIFIED 10. Essential statistical features for analyzing PRO data are: 

 ability to perform a statistical test between two samples 

 ability to produce clinically relevant results 

Highly desirable statistical features are:  

 ability to adjust for covariates, including baseline PRO score 

 ability to handle missing data with the least restrictions 

 ability to handle clustered data (repeated assessments) 

30 0 1 31 30 100 % 

RATIFIED 11: For evaluating time to event (improvement, stable state or worsening) outcomes, the 

Cox proportional hazards instead of the log rank test is recommended. 

23 0 8 31 23 100 % 

RATIFIED 12: For evaluating the magnitude of event (improvement, stable state or worsening) at time 
t, the linear mixed model (time as discrete variable) is recommended 

26 1 4 31 27 96 % 

RATIFIED 13: For evaluating the magnitude of event at time t (simplified case where only 1 FU 

assessment available by design), linear regression is recommended 

28 0 3 31 28 100 % 

POSTPONED 14: For evaluating a proportion of patients (with an improvement, stable state or 

worsening) at time t, we recommend the Cochran Mantel-Haenszel test/logistic mixed 

model?  

/ / / / / / 

RATIFIED 15:  Summary measures should be part of SISAQOL (as a way to assess overall effects) 16 4 11 31 20 80 % 

RATIFIED 16: For describing a response trajectory over time (as a way to assess overall effects), it is 
recommended to use a linear mixed model (omnibus test; time as discrete variable; 

time*group interaction) over the repeated measures ANOVA (time*group interaction) 

 

27 0 4 31 27 100 % 

Standardizing Statistical Terminology 

RATIFIED 17: Definition of missing data: Missing data are data that would be meaningful for the 

analysis of a given research objective or estimand, but were not collected  

30 0 1 31 30 100 % 

RATIFIED 18: ”Meaningful for analysis” refers to the PRO analysis population, which is based on the 

given research objective or estimand   

30 0 1 31 30 100 % 

RATIFIED  19: We are not expecting data anymore from patients who have died (although these 

patients were part of the PRO study population) 

29 0 2 31 29 100 % 

POSTPONED 20: We are not expecting data anymore from patients who are off the PRO protocol 

 

/ / / / / / 

POSTPONED 21: We are not expecting data anymore from patients who explicitly withdraw consent 

from the PRO study 

 

/ / / / / / 
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POSTPONED 22: We are no longer expecting data from patients who are lost to follow-up  

 

/ / / / / / 

RATIFIED 23: Calculation of the ‘variable’ denominator rate: 
Numerator as ‘number of patients on PRO assessment submitting the PRO assessment at 

the designated time point’ and denominator as ‘Number of patients on PRO assessment at 

the designated time point’. 
 

30 0 1 31 30 100 % 

RATIFIED 24: Calculation of the ‘fixed’ denominator rate: Numerator as ‘number of patients on PRO 

assessment submitting the PRO assessment at the designated time point’ and denominator 

as ‘number of patients in the PRO study population (all patients who consented and were 
eligible to participate in the PRO data collection)’.  

28 0 3 31 28 100 % 

RATIFIED 25: Reporting of completion/compliance rates: In addition to percentages, absolute 

numbers for both numerator and denominator should be reported at every time point (for 
both rates) 

30 0 1 31 30 100 % 

RATIFIED 26: The term ‘completion rate’ should be used to express the rate with the variable 

denominator rate.  

30 0 1 31 30 100 % 

RATIFIED 27: The term ‘available data rate’ should be used to express the rate with the fixed 
denominator rate. 

25 1 5 31 26 96 % 

Missing Data 

RATIFIED 28: When conducting clinical trials, exploring the 

reasons for missing PROs is important. 

30 0 1 31 30 100 % 

REJECTED 29: We should establish percentage boundaries for missing data.  5 17 9 31 22 23 % 

CANCELLED  30: The lower boundary of the missing data rate should be 10/15%, meaning that a missing 

data rate of 10/15% or less is unlikely to substantially bias a between-arm PRO analysis. 

/ / / / / / 

CANCELLED 31: The upper boundary of the missing data rate should be 50%, meaning that we would 

question the data quality in a between-arm PRO analysis with a missing data rate above 

50%. 

/ / / / / / 

POSTPONED 32: Agreement with modifications to the proposed CRF? 

 

/ / / / / / 

POSTPONED 33: Agreement with collecting the question ‘Is the reason for non-completion related to the 
patient’s health?’  

/ / / / / / 

POSTPONED 34: Do you agree that the reasons in the proposed CRF for non-completion are easy for 

research personnel to understand?  

/ / / / / / 

POSTPONED 35: Do you agree that research personnel can successfully complete this CRF?  / / / / / / 

RATIFIED 36: Minimize missing data prospectively through clinical trial and PRO design strategies 

and by training/monitoring approaches.  

29 0 2 31 29 100 % 

RATIFIED 37: We recommend capturing data that will be needed for handling missing PRO data 

prospectively in the statistical analysis plan (i.e., reasons for missing data and auxiliary 
data for interpretation/imputation). 

29 0 2 31 29 100 % 

RATIFIED 38: Primary statistical analysis approach: Missing data approach at the item- and scale-

level should be specified a priori within the protocol/statistical analysis plan. 

29 0 2 31 29 100 % 
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1Four possible outcomes for the proposed statements: ratified, rejected, cancelled or postponed. 
RATIFIED: At least two third agreed with the proposed statement.  

REJECTED:      More than half disagreed with the proposed statement.  

CANCELLED: Voting for the proposed statement was cancelled because the statement was made obsolete due to the preceding votes or discussions.  
POSTPONED: Voting for the proposed statement was postponed because the statement has to be further explored /discussed first.  
2Agreement (in %) is calculated as the number of green votes divided by the total number of green and red votes (abstain excluded).  

RATIFIED 39: Primary statistical analysis approach: Critical assessment of missing data reasons and 

rates (by arm and time point) should be undertaken. 

29 0 2 31 29 100 % 

RATIFIED 40: Primary statistical analysis approach: Item-level missing data within a scale should be 
handled according to the scoring algorithm developed during the scale’s development 

(when available). 

28 0 3 31 28 100 % 

RATIFIED 41: Primary statistical analysis approach: Use all available data, using the specified method 

from Statistical Methods WG Recommendations. 

29 0 2 31 29 100 % 

RATIFIED 42: Primary statistical analysis approach: Explicit imputation is not recommended unless 

justified within the context of the clinical trial. 

29 0 2 31 29 100 % 

RATIFIED 43: Sensitivity analyses should be specified a priori within the protocol/statistical analysis 
plan. Use of at least two different approaches to handle missing data is recommended to 

assess impact of missing data across various assumptions. 

26 1 4 31 27 96 % 
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