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#### Abstract

We prove that the Dirichlet problem for degenerate elliptic equations $\operatorname{div}(A \nabla u)=0$ in the upper half-space $(x, t) \in \mathbb{R}_{+}^{n+1}$ is solvable when $n \geq 2$ and the boundary data is in $L_{\mu}^{p}\left(\mathbb{R}^{n}\right)$ for some $p<\infty$. The coefficient matrix $A$ is only assumed to be measurable, real-valued and $t$-independent with a degenerate bound and ellipticity controlled by an $A_{2}$-weight $\mu$. It is not required to be symmetric. The result is achieved by proving a Carleson measure estimate for all bounded solutions in order to deduce that the degenerate elliptic measure is in $A_{\infty}$ with respect to the $\mu$-weighted Lebesgue measure on $\mathbb{R}^{n}$. The Carleson measure estimate allows us to avoid applying the method of $\epsilon$-approximability, which simplifies the proof obtained recently in the case of uniformly elliptic coefficients. The results have natural extensions to Lipschitz domains.
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## 1. Introduction

We consider the Dirichlet boundary value problem for the degenerate elliptic equation $\operatorname{div}(A \nabla u)=0$ in the upper half-space $\mathbb{R}_{+}^{n+1}$ when $n \geq 2$ and which we make precise below. The boundary $\mathbb{R}^{n} \times\{0\}$ is identified with $\mathbb{R}^{n}$ and we adopt the notation $X=(x, t)$ for points $X \in \mathbb{R}_{+}^{n+1}$ with coordinates $x \in \mathbb{R}^{n}$ and $t \in(0, \infty)$. The gradient $\nabla:=\left(\nabla_{x}, \partial_{t}\right)$ and divergence div $:=\operatorname{div}_{x}+\partial_{t}$ are with respect to all $(n+1)$-coordinates. The coefficient $A$ denotes an $(n+1) \times(n+1)$ matrix of measurable, real-valued and $t$-independent functions on $\mathbb{R}_{+}^{n+1}$. The matrix $A(x):=A(x, t)$ is not required to be symmetric. We suppose that there exist constants $0<\lambda \leq \Lambda<\infty$ and an $A_{2}$-weight $\mu$ on $\mathbb{R}^{n}$ such that the degenerate bound and ellipticity

$$
\begin{equation*}
|\langle A(x) \xi, \zeta\rangle| \leq \Lambda \mu(x)|\xi||\zeta| \quad \text { and } \quad\langle A(x) \xi, \xi\rangle \geq \lambda \mu(x)|\xi|^{2} \tag{1.1}
\end{equation*}
$$

hold for all $\xi, \zeta \in \mathbb{R}^{n+1}$ and almost every $x \in \mathbb{R}^{n}$. We use $\langle\cdot, \cdot\rangle$ and $|\cdot|$ to denote the Euclidean inner product and norm. An $A_{2}$-weight $\mu$ on $\mathbb{R}^{n}$ refers to a nonnegative locally integrable function

[^0]$\mu: \mathbb{R}^{n} \rightarrow[0, \infty]$ such that
$$
[\mu]_{A_{2}\left(\mathbb{R}^{n}\right)}:=\sup _{Q}\left(\frac{1}{|Q|} \int_{Q} \mu(x) d x\right)\left(\frac{1}{|Q|} \int_{Q} \frac{1}{\mu(x)} d x\right)<\infty
$$
where $\sup _{Q}$ denotes the supremum over all cubes $Q$ in $\mathbb{R}^{n}$ with volume $|Q|$. We also use $\mu$ to denote the measure $\mu(Q):=\int_{Q} \mu(x) d x$ and consider the Lebesgue space $L_{\mu}^{p}\left(\mathbb{R}^{n}\right)$ with the norm $\|f\|_{L_{\mu}^{p}\left(\mathbb{R}^{n}\right)}:=$ $\left(\int_{\mathbb{R}^{n}}|f|^{p} d \mu\right)^{1 / p}$ for all $p \in[1, \infty)$. There is also the notation $f_{Q} f d \mu:=\mu(Q)^{-1} \int_{Q} f d \mu$, whilst $f_{Q} f:=|Q|^{-1} \int_{Q} f(x) d x$.

If $\mu$ is identically 1 , then $A$ is called uniformly elliptic. The solvability of the Dirichlet problem for general nonsymmetric coefficients in that case was obtained only recently by Hofmann, Kenig, Mayboroda and Pipher [Hofmann et al. 2015a]. The result in dimension $n=1$ had been obtained previously by Kenig, Koch, Pipher and Toro [Kenig et al. 2000]. These results assert that for each uniformly elliptic coefficient matrix $A$ there exists some $p<\infty$ for which the Dirichlet problem is solvable for $L^{p}$-boundary data. Conversely, counterexamples in [Kenig et al. 2000] show that for each $p<\infty$, there exists a uniformly elliptic coefficient matrix $A$ for which the Dirichlet problem is not solvable for $L^{p}$-boundary data. In contrast, solvability of the Dirichlet problem for symmetric coefficients in the uniformly elliptic case is well understood, and we mention only that it was obtained by Jerison and Kenig [1981] for $L^{p}$-boundary data when $2 \leq p<\infty$.

The solvability of the Dirichlet problem in the uniformly elliptic case has also been established for a variety of complex coefficient structures; see, for instance, [Auscher and Stahlhut 2014; Hofmann et al. 2015a; 2015b]. A significant portion of that theory was recently extended to the degenerate elliptic case by Auscher, Rosén and Rule [Auscher et al. 2015] for $L^{2}$-boundary data. That extension did not include, however, the results for general nonsymmetric coefficients in [Hofmann et al. 2015a]. This paper complements the progress made in [Auscher et al. 2015] by extending the solvability obtained for the Dirichlet problem in [Hofmann et al. 2015a] to the degenerate elliptic case.

For solvability on the upper half-space $\mathbb{R}_{+}^{n+1}$, the $A_{2}$-weight $\mu$ on $\mathbb{R}^{n}$ is extended to the $t$-independent $A_{2}$-weight $\mu(x, t):=\mu(x)$ on $\mathbb{R}^{n+1}$ (and $\left.[\mu]_{A_{2}\left(\mathbb{R}^{n+1}\right)}=[\mu]_{A_{2}\left(\mathbb{R}^{n}\right)}\right)$. We then say that $u$ is a solution of the equation $\operatorname{div}(A \nabla u)=0$ in an open set $\Omega \subseteq \mathbb{R}^{n+1}$ when $u \in W_{\mu, \text { loc }}^{1,2}(\Omega)$ and $\int_{\mathbb{R}_{+}^{n+1}}\langle A \nabla u, \nabla \Phi\rangle=0$ for all smooth compactly supported functions $\Phi \in C_{c}^{\infty}(\Omega)$. The solution space is the local $\mu$-weighted Sobolev space $W_{\mu, \text { loc }}^{1,2}$ defined in Section 2. The convergence of solutions to boundary data is afforded by estimates for the nontangential maximal function $N_{*} u$ of solutions $u$, defined by

$$
\left(N_{*} u\right)(x):=\sup _{(y, t) \in \Gamma(x)}|u(y, t)| \quad \text { for all } x \in \mathbb{R}^{n},
$$

where $\Gamma(x)$ is the cone $\left\{(y, t) \in \mathbb{R}_{+}^{n+1}:|y-x|<t\right\}$. If $p \in(1, \infty)$, then the Dirichlet problem for $L_{\mu}^{p}\left(\mathbb{R}^{n}\right)$-boundary data, or simply $(D)_{p, \mu}$, is said to be solvable when for each $f \in L_{\mu}^{p}\left(\mathbb{R}^{n}\right)$ there exists a solution $u$ such that

$$
\left\{\begin{array}{l}
\operatorname{div}(A \nabla u)=0 \quad \text { in } \mathbb{R}_{+}^{n+1}  \tag{D}\\
N_{*} u \in L_{\mu}^{p}\left(\mathbb{R}^{n}\right) \\
\lim _{t \rightarrow 0} u(\cdot, t)=f
\end{array}\right.
$$

where the limit is required to converge in $L_{\mu}^{p}\left(\mathbb{R}^{n}\right)$-norm and in the nontangential sense whereby $\lim _{\Gamma(x) \ni(y, t) \rightarrow(x, 0)} u(y, t)=f(x)$ for almost every $x \in \mathbb{R}^{n}$. Note that this definition of solvability is distinct from well-posedness, which requires that such solutions are unique. We are able to obtain a uniqueness result for solutions that converge uniformly to 0 at infinity, but the question of well-posedness more generally remains open (see Theorem 5.34 and the preceding discussion).

A nonnegative Borel measure $\omega$ on a cube $Q_{0}$ in $\mathbb{R}^{n}$ is said to be in the $A_{\infty}$-class with respect to $\mu$, written $\omega \in A_{\infty}(\mu)$, when there exist constants $C, \theta>0$, which we call the $A_{\infty}\left(Q_{0}\right)$-constants, such that

$$
\omega(E) \leq C\left(\frac{\mu(E)}{\mu(Q)}\right)^{\theta} \omega(Q)
$$

for all cubes $Q \subseteq Q_{0}$ and all Borel sets $E \subseteq Q$. This is a scale-invariant version of the absolute continuity of $\omega$ with respect to $\mu$. It is well known, at least in the uniformly elliptic case, that solvability of the Dirichlet problem for $L^{p}$-boundary data for some $p<\infty$ is equivalent to the property that an adapted harmonic measure (elliptic measure) belongs to $A_{\infty}$ with respect to the Lebesgue measure on $\mathbb{R}^{n}$; see Theorem 1.7.3 in [Kenig 1994]. In the degenerate case, an adapted harmonic measure $\omega^{X}$, which we call degenerate elliptic measure, can also be defined at each $X \in \mathbb{R}_{+}^{n+1}$ (see Section 5). We prove that this degenerate elliptic measure is in $A_{\infty}$ with respect to $\mu$ and then deduce the solvability of $(D)_{p, \mu}$ stated in the theorem below. This requires the notation associated with cubes $Q$ in $\mathbb{R}^{n}$, where $x_{Q}$ and $\ell(Q)$ denote the centre and side length of $Q$, respectively, and $X_{Q}:=\left(x_{Q}, \ell(Q)\right)$ denotes the corkscrew point in $\mathbb{R}_{+}^{n+1}$ relative to $Q$.
Theorem 1.2. If $n \geq 2$ and the $t$-independent coefficient matrix $A$ satisfies the degenerate bound and ellipticity in (1.1) for some constants $0<\lambda \leq \Lambda<\infty$ and an $A_{2}$-weight $\mu$ on $\mathbb{R}^{n}$, then there exists $p \in(1, \infty)$ such that $(D)_{p, \mu}$ is solvable. Moreover, on each cube $Q$ in $\mathbb{R}^{n}$, the degenerate elliptic measure $\omega:=\omega^{X Q}\left\lfloor Q\right.$ satisfies $\omega \in A_{\infty}(\mu)$ with $A_{\infty}(Q)$-constants that depend only on $n, \lambda, \Lambda$ and $[\mu]_{A_{2}}$.

In contrast to the proof of solvability in the uniformly elliptic case in [Hofmann et al. 2015a], we avoid the need to apply the method of $\epsilon$-approximability by first establishing the Carleson measure estimate in the theorem below. This crucial estimate facilitates the main results of the paper. The connection between the Carleson measure estimate and solvability was first established in the uniformly elliptic case by Kenig, Kirchheim, Pipher and Toro [Kenig et al. 2016], and we follow their approach here, adapting it to the degenerate elliptic setting (see Lemma 5.24 below). In particular, the $A_{\infty}$-property of degenerate elliptic measure is obtained by combining the Carleson measure estimate (1.4) with the notion of good $\epsilon$-coverings introduced in [Kenig et al. 2000].
Theorem 1.3. If $n \geq 2$ and the $t$-independent coefficient matrix $A$ satisfies the degenerate bound and ellipticity in (1.1) for some constants $0<\lambda \leq \Lambda<\infty$ and an $A_{2}$-weight $\mu$ on $\mathbb{R}^{n}$, then any solution $u \in L^{\infty}\left(\mathbb{R}_{+}^{n+1}\right)$ of $\operatorname{div}(A \nabla u)=0$ in $\mathbb{R}_{+}^{n+1}$ satisfies the Carleson measure estimate

$$
\begin{equation*}
\sup _{Q} \frac{1}{\mu(Q)} \int_{0}^{\ell(Q)} \int_{Q}|t \nabla u(x, t)|^{2} d \mu(x) \frac{d t}{t} \leq C\|u\|_{\infty}^{2} \tag{1.4}
\end{equation*}
$$

where $C$ depends only on $n, \lambda, \Lambda$ and $[\mu]_{A_{2}}$.

Using the Carleson measure estimate in this way allows us to bypass the need to establish normequivalences between the nontangential maximal function $N_{*} u$ and the square function $S u$ of solutions $u$, defined by

$$
(S u)(x):=\left(\iint_{\Gamma(x)}|t \nabla u(y, t)|^{2} \frac{d \mu(y)}{\mu(\Delta(x, t))} \frac{d t}{t}\right)^{1 / 2} \quad \text { for all } x \in \mathbb{R}^{n}
$$

where $\Delta(x, t)$ is the surface ball $\left\{y \in \mathbb{R}^{n}:|y-x|<t\right\}$. It was shown by Dahlberg, Jerison and Kenig [Dahlberg et al. 1984], however, that such estimates are a consequence of the $A_{\infty}$-property of degenerate elliptic measure, which provides the following result.

Theorem 1.5. If $n \geq 2$ and the $t$-independent coefficient matrix $A$ satisfies the degenerate bound and ellipticity in (1.1) for some constants $0<\lambda \leq \Lambda<\infty$ and an $A_{2}$-weight $\mu$ on $\mathbb{R}^{n}$, then any solution of $\operatorname{div}(A \nabla u)=0$ in $\mathbb{R}_{+}^{n+1}$ satisfies

$$
\|S u\|_{L_{\mu}^{p}\left(\mathbb{R}^{n}\right)} \leq C\left\|N_{*} u\right\|_{L_{\mu}^{p}\left(\mathbb{R}^{n}\right)} \quad \text { for all } p \in(0, \infty)
$$

and if, in addition, $u\left(X_{0}\right)=0$ for some $X_{0} \in \mathbb{R}_{+}^{n+1}$, then

$$
\left\|N_{*} u\right\|_{L_{\mu}^{p}\left(\mathbb{R}^{n}\right)} \leq C\|S u\|_{L_{\mu}^{p}\left(\mathbb{R}^{n}\right)} \quad \text { for all } p \in(0, \infty),
$$

where $C$ depends only on $X_{0}, p, n, \lambda, \Lambda$ and $[\mu]_{A_{2}}$.
The paper is structured as follows. Technical preliminaries concerning weights and degenerate elliptic operators are in Section 2, whilst estimates for weighted maximal operators are in Section 3. The Carleson measure estimate in Theorem 1.3 is obtained in Section 4. The degenerate elliptic measure is constructed in Section 5 and then the $A_{\infty}$-estimates in Theorem 1.2 are deduced as part of Theorem 5.30. The square function and nontangential maximal function estimates in Theorem 1.5 are included in the more general result in Theorem 5.31, whilst the solvability of the Dirichlet problem in Theorem 1.2 is finally deduced in Theorem 5.34, where a uniqueness result is also obtained.

We state and prove our results in the upper half-space, but we note that they extend immediately to the case that the domain is the region above a Lipschitz graph, by a well-known pull-back technique which preserves the $t$-independence of the coefficients. In turn, our results concerning the $A_{\infty}$-property of degenerate elliptic measure may then be extended to the case of a bounded star-like Lipschitz domain, with radially independent coefficients, by a standard localization argument using the maximum principle.

The convention is adopted whereby $C$ denotes a finite positive constant that may change from one line to the next. For $a, b \in \mathbb{R}$, the notation $a \lesssim b$ means that $a \leq C b$, whilst $a \approx b$ means that $a \lesssim b \lesssim a$. We write $a \lesssim_{p} b$ when $a \leq C b$ and we wish to emphasise that $C$ depends on a specified parameter $p$.

## 2. Preliminaries

We dispense with some technical preliminaries concerning general $A_{p}$-weights $\mu$ for $p \in(1, \infty)$ and degenerate elliptic operators on $\mathbb{R}^{n}$ for $n \in \mathbb{N}$. All cubes $Q$ and balls $B$ in $\mathbb{R}^{n}$ are assumed to be open (except in Section 5D where the standard dyadic cubes $S$ in $\mathbb{D}\left(\mathbb{R}^{n}\right)$ are assumed to be closed to provide genuine coverings of $\mathbb{R}^{n}$ ). For $\alpha>0$, let $\alpha Q$ and $\alpha B$ denote the concentric dilates of $Q$
and $B$ respectively. For $x \in \mathbb{R}^{n}$ and $r>0$, define the ball $B(x, r):=\left\{y \in \mathbb{R}^{n}:|y-x|<r\right\}$. An $A_{p}$-weight refers to a nonnegative locally integrable function $\mu$ on $\mathbb{R}^{n}$ with the property that $[\mu]_{A_{p}\left(\mathbb{R}^{n}\right)}:=$ $\sup _{Q}\left(f_{Q} \mu\right)\left(f_{Q} \mu^{-1 /(p-1)}\right)^{p-1}<\infty$. The measure associated with such a weight satisfies the doubling property

$$
\begin{equation*}
\mu(\alpha B) \leq[\mu]_{A_{p}} \alpha^{n p} \mu(B) \tag{2.1}
\end{equation*}
$$

for all $\alpha \geq 1$; see, for instance, Section 1.5 in Chapter V of [Stein 1993].
For an open set $\Omega \subseteq \mathbb{R}^{n}$, the Sobolev space $W_{\mu}^{1, p}(\Omega)$ is defined as the completion, in the ambient space $L_{\mu}^{p}(\Omega)$, of the normed space of all $f \in C^{\infty}(\Omega)$ with finite norm

$$
\begin{equation*}
\|f\|_{W_{\mu}^{1, p}(\Omega)}^{p}:=\int_{\Omega}|f|^{p} d \mu+\int_{\Omega}|\nabla f|^{p} d \mu<\infty . \tag{2.2}
\end{equation*}
$$

The embedding of the completion $W_{\mu}^{1, p}(\Omega)$ in $L_{\mu}^{p}(\Omega)$ relies on the $A_{p}$-property of the weight (to the extent that it implies both $\mu$ and $\mu^{-1 /(p-1)}$ are in $\left.L_{\text {loc }}^{1}(\Omega)\right)$, which ensures that if $\left(f_{j}\right)_{j}$ is a $W_{\mu}^{1, p}(\Omega)$ Cauchy sequence in $C^{\infty}(\Omega)$ converging to 0 in $L_{\mu}^{p}(\Omega)$, then $\left(f_{j}\right)_{j}$ converges to 0 in $W_{\mu}^{1, p}(\Omega)$-norm; see Section 2.1 in [Fabes et al. 1982b]. Therefore, since $C^{\infty}(\Omega)$ is dense in $W_{\mu}^{1, p}(\Omega)$, the gradient extends to a bounded operator $\nabla: W_{\mu}^{1, p}(\Omega) \rightarrow L_{\mu}^{p}\left(\Omega, \mathbb{R}^{n}\right)$, thereby extending (2.2) to all $f \in W_{\mu}^{1, p}(\Omega)$. The Sobolev space $W_{0, \mu}^{1, p}(\Omega)$ is defined as the closure of $C_{c}^{\infty}(\Omega)$ in $W_{\mu}^{1, p}(\Omega)$. It can be shown that $W_{0, \mu}^{1, p}\left(\mathbb{R}^{n}\right)=W_{\mu}^{1, p}\left(\mathbb{R}^{n}\right)$ by following the proof in the unweighted case from Proposition 1 of Chapter V in [Stein 1970] but instead using Lemma 2.2 in [Auscher et al. 2015] to deduce the convergence of the regularization in $L_{\mu}^{p}\left(\mathbb{R}^{n}\right)$. The local space $W_{\mu, \mathrm{loc}}^{1, p}(\Omega)$ is then defined as the set of all $f \in L_{\mu, \mathrm{loc}}^{p}(\Omega)$ such that $f \in W_{\mu}^{1, p}\left(\Omega^{\prime}\right)$ for all open sets $\Omega^{\prime}$ with compact closure $\bar{\Omega}^{\prime} \subset \Omega$ (henceforth denoted by $\Omega^{\prime} \Subset \Omega$ ). Finally, the weighted Sobolev and Poincaré inequalities obtained for continuous functions in Theorems 1.2 and 1.5 in [Fabes et al. 1982b] have the following immediate extensions.

Theorem 2.3. Let $n \geq 2$ and suppose that $B \subset \mathbb{R}^{n}$ denotes a ball with radius $r(B)$. If $p \in(1, \infty)$ and $\mu$ is an $A_{p}$-weight on $\mathbb{R}^{n}$, then there exists $\delta>0$ such that

$$
\begin{equation*}
\left(f_{B}|f|^{p\left(\frac{n}{n-1}+\delta\right)} d \mu\right)^{1 /\left(p\left(\frac{n}{n-1}+\delta\right)\right)} \lesssim r(B)\left(f_{B}|\nabla f|^{p} d \mu\right)^{1 / p} \tag{2.4}
\end{equation*}
$$

for all $f \in W_{0, \mu}^{1, p}(B)$, and

$$
\begin{equation*}
\left(f_{B}\left|f(x)-c_{B}\right|^{p} d \mu\right)^{1 / p} \lesssim r(B)\left(f_{B}|\nabla f|^{p} d \mu\right)^{1 / p} \tag{2.5}
\end{equation*}
$$

for all $f \in W_{\mu}^{1, p}(B)$ and $c_{B} \in\left\{f_{B} f d \mu, f_{B} f\right\}$, where the implicit constants depend only on $n, p$ and $[\mu]_{A_{p}}$. The estimates also hold when the ball $B$ and the radius $r(B)$ are replaced by a cube $Q$ and the side length $\ell(Q)$.

For $n \in \mathbb{N}$, constants $0<\lambda \leq \Lambda<\infty$ and an $A_{2}$-weight $\mu$ on $\mathbb{R}^{n}$, let $\mathcal{E}(n, \lambda, \Lambda, \mu)$ denote the set of all $n \times n$ matrices $\mathcal{A}$ of measurable real-valued functions on $\mathbb{R}^{n}$ satisfying the degenerate bound and
ellipticity

$$
\begin{equation*}
|\langle\mathcal{A}(x) \xi, \zeta\rangle| \leq \Lambda \mu(x)|\xi||\zeta| \quad \text { and } \quad\langle\mathcal{A}(x) \xi, \xi\rangle \geq \lambda \mu(x)|\xi|^{2} \tag{2.6}
\end{equation*}
$$

for all $\xi, \zeta \in \mathbb{R}^{n}$ and almost every $x \in \mathbb{R}^{n}$. These properties allow us to define

$$
\mathcal{L}_{\mu, \Omega}: \operatorname{Dom}\left(\mathcal{L}_{\mu, \Omega}\right) \subseteq L_{\mu}^{2}(\Omega) \rightarrow L_{\mu}^{2}(\Omega)
$$

as the maximal accretive operator in $L_{\mu}^{2}(\Omega)$ associated with the bilinear form defined by

$$
\begin{equation*}
\mathfrak{a}_{\Omega}(f, g):=\int_{\Omega}\langle\mathcal{A} \nabla f, \nabla g\rangle=\int_{\Omega}\left\langle\frac{1}{\mu} \mathcal{A} \nabla f, \nabla g\right\rangle d \mu \tag{2.7}
\end{equation*}
$$

for all $f, g \in W_{0, \mu}^{1,2}(\Omega)$. The domain of $\mathcal{L}_{\mu, \Omega}$ is dense in $L_{\mu}^{2}(\Omega)$, and in particular

$$
\operatorname{Dom}\left(\mathcal{L}_{\mu, \Omega}\right)=\left\{f \in W_{0, \mu}^{1,2}(\Omega): \sup _{g \in C_{c}^{\infty}(\Omega)} \frac{\left|\mathfrak{a}_{\Omega}(f, g)\right|}{\|g\|_{L_{\mu}^{2}(\Omega)}}<\infty\right\},
$$

with

$$
\begin{equation*}
\int_{\Omega}\left(\mathcal{L}_{\mu, \Omega} f\right) g d \mu=\mathfrak{a}_{\Omega}(f, g) \tag{2.8}
\end{equation*}
$$

for all $f \in \operatorname{Dom}\left(\mathcal{L}_{\mu, \Omega}\right)$ and $g \in W_{0, \mu}^{1,2}(\Omega)$. It is equivalent to define $\mathcal{L}_{\mu, \Omega}$ as the composition $-\operatorname{div}_{\mu, \Omega}((1 / \mu) \mathcal{A} \nabla)$ of unbounded operators, where $-\operatorname{div}_{\mu, \Omega}$ is the adjoint $\nabla^{*}$ of the closed densely defined operator $\nabla: W_{0, \mu}^{1,2}(\Omega) \subseteq L_{\mu}^{2}(\Omega) \rightarrow L_{\mu}^{2}\left(\Omega, \mathbb{R}^{n}\right)$, that is,

$$
\begin{equation*}
\int_{\Omega}\left(-\operatorname{div}_{\mu, \Omega} \boldsymbol{f}\right) g d \mu=\int_{\Omega}\langle\boldsymbol{f}, \nabla g\rangle d \mu \tag{2.9}
\end{equation*}
$$

for all $f \in \operatorname{Dom}\left(\operatorname{div}_{\mu, \Omega}\right):=\operatorname{Dom}\left(\nabla^{*}\right)$ and $g \in W_{0, \mu}^{1,2}(\Omega)$. In view of (2.7) and (2.8), we have the formal identities $\operatorname{div}_{\mu, \Omega}=(1 / \mu) \operatorname{div}_{\Omega} \mu$ and $\mathcal{L}_{\mu, \Omega}=-(1 / \mu) \operatorname{div}_{\Omega}(\mathcal{A} \nabla)$.

Now let $\Omega=Q$ for some cube $Q \subset \mathbb{R}^{n}$ and denote the space of bounded linear functionals on $W_{0, \mu}^{1,2}(Q)$ by $W_{0, \mu}^{-1,2}(Q)$. The inclusions $W_{0, \mu}^{1,2}(Q) \subseteq L_{\mu}^{2}(Q) \subseteq W_{0, \mu}^{-1,2}(Q)$ are interpreted in the standard way by identifying $f \in L_{\mu}^{2}(Q)$ with the functional $\ell_{f}$ defined by $\ell_{f}(g):=\int_{Q} f g d \mu$ for all $g \in W_{0, \mu}^{1,2}(Q)$. Thus, setting

$$
\mathcal{L}_{\mu, Q} f(g):=\mathfrak{a}_{Q}(f, g) \quad \text { and } \quad-\operatorname{div}_{\mu, Q} \boldsymbol{f}(g):=\int_{Q}\langle\boldsymbol{f}, \nabla g\rangle d \mu
$$

for all $f, g \in W_{0, \mu}^{1,2}(Q)$ and $f \in L^{2}\left(Q, \mathbb{R}^{n}\right)$, we obtain an extension of $\mathcal{L}_{\mu, Q}$ from (2.8) to a bounded invertible operator from $W_{0, \mu}^{1,2}(Q)$ onto $W_{0, \mu}^{-1,2}(Q)$, and an extension of $\operatorname{div}_{\mu, Q}$ from (2.9) to a bounded operator from $L_{\mu}^{2}(Q)$ into $W_{0, \mu}^{-1,2}(Q)$. The surjectivity of $\mathcal{L}_{\mu, Q}$ relies on (2.4) and the Lax-Milgram theorem. These definitions imply

$$
\left\|\nabla \mathcal{L}_{\mu, Q}^{-1} \operatorname{div}_{\mu, Q} \boldsymbol{f}\right\|_{L_{\mu}^{2}\left(Q, \mathbb{R}^{n}\right)} \lesssim\|\boldsymbol{f}\|_{L_{\mu}^{2}\left(Q, \mathbb{R}^{n}\right)}
$$

for all $f \in L_{\mu}^{2}\left(Q, \mathbb{R}^{n}\right)$. The topological direct sum or $W_{0, \mu}^{1,2}(Q)$-Hodge decomposition

$$
\begin{equation*}
L_{\mu}^{2}\left(Q, \mathbb{R}^{n}\right)=\left\{\frac{1}{\mu} \mathcal{A} \nabla g: g \in W_{0, \mu}^{1,2}(Q)\right\} \oplus\left\{\boldsymbol{h} \in L_{\mu}^{2}\left(Q, \mathbb{R}^{n}\right): \operatorname{div}_{\mu, Q} \boldsymbol{h}=0\right\} \tag{2.10}
\end{equation*}
$$

follows by writing

$$
\boldsymbol{f}=-\frac{1}{\mu} \mathcal{A} \nabla \mathcal{L}_{\mu, Q}^{-1} \operatorname{div}_{\mu, Q} \boldsymbol{f}+\left(\boldsymbol{f}+\frac{1}{\mu} \mathcal{A} \nabla \mathcal{L}_{\mu, Q}^{-1} \operatorname{div}_{\mu, Q} \boldsymbol{f}\right)=: \frac{1}{\mu} \mathcal{A} \nabla g+\boldsymbol{h}
$$

since then $\operatorname{div}_{\mu, Q} \boldsymbol{h}=\operatorname{div}_{\mu, Q} \boldsymbol{f}-\mathcal{L}_{\mu, Q} \mathcal{L}_{\mu, Q}^{-1} \operatorname{div}_{\mu, Q} \boldsymbol{f}=0$. This decomposition also extends to $L_{\mu}^{p}\left(Q, \mathbb{R}^{n}\right)$ for all $p \in[2,2+\epsilon)$ and some $\epsilon>0$ by recent work of Le [2015], although we do not need it here.

Now let $\Omega=\mathbb{R}^{n}$ and consider $\operatorname{div}_{\mu}:=\operatorname{div}_{\mu, \mathbb{R}^{n}}$ as in (2.9) so $\mathcal{L}_{\mu}:=-\operatorname{div}_{\mu}((1 / \mu) \mathcal{A} \nabla)$ is maximal accretive, thus having a maximal accretive square root $\mathcal{L}_{\mu}^{1 / 2}$, in $L_{\mu}^{2}\left(\mathbb{R}^{n}\right)$. The solution of the Kato square root problem in [Auscher et al. 2002] was recently extended to degenerate elliptic equations by CruzUribe and Rios [2015]. This shows that $\left\|\mathcal{L}_{\mu}^{1 / 2} f\right\|_{L_{\mu}^{2}\left(\mathbb{R}^{n}\right)} \approx\|\nabla f\|_{L_{\mu}^{2}\left(\mathbb{R}^{n}, \mathbb{R}^{n}\right)}$ for all $f \in W_{\mu}^{1,2}\left(\mathbb{R}^{n}\right)$; hence $\operatorname{Dom}\left(\mathcal{L}_{\mu}^{1 / 2}\right)=W_{\mu}^{1,2}\left(\mathbb{R}^{n}\right)$.

The operator $\mathcal{L}_{\mu}$ is also injective and type- $S_{\omega+}$ in $L_{\mu}^{2}\left(\mathbb{R}^{n}\right)$ for some $\omega \in\left(0, \frac{\pi}{2}\right)$, so it has a bounded $H^{\infty}\left(S_{\theta+}^{o}\right)$-functional calculus in $L_{\mu}^{2}\left(\mathbb{R}^{n}\right)$ for each $\theta \in(\omega, \pi)$, where $S_{\theta+}^{o}:=\{z \in \mathbb{C} \backslash\{0\}:|\arg z|<\theta\}$. See Section 2.2 of [Auscher 2007] for the uniformly elliptic case and Theorems F and G in [Albrecht et al. 1996] for the general theory. An equivalent property is the validity of the quadratic estimate

$$
\begin{equation*}
\int_{0}^{\infty}\left\|\psi\left(t \mathcal{L}_{\preceq}\right) f\right\|_{L_{\mu}^{2}\left(\mathbb{R}^{n}\right)}^{2} \frac{d t}{t} \bar{\sim}\|f\|_{L_{\mu}^{2}\left(\mathbb{R}^{n}\right)}^{2} \quad \text { for all } f \in L_{\mu}^{2}\left(\mathbb{R}^{n}\right) \tag{2.11}
\end{equation*}
$$

for each holomorphic $\psi$ on $S_{\theta+}^{o}$ satisfying $|\psi(z)| \lesssim \min \left\{|z|^{\alpha},|z|^{-\beta}\right\}$ for some $\alpha, \beta>0$, where the bounded operator $\psi\left(t \mathcal{L}_{\preceq}\right)$ on $L_{\mu}^{2}\left(\mathbb{R}^{n}\right)$ is defined by a Cauchy integral. More generally, the relationship between bounded holomorphic functional calculi and quadratic estimates is developed in the seminal articles [McIntosh 1986; Cowling et al. 1996].

The functional calculus then defines a bounded operator $\varphi\left(\mathcal{L}_{\mu}\right)$ on $L_{\mu}^{2}\left(\mathbb{R}^{n}\right)$ for each bounded holomorphic function $\varphi$ on $S_{\theta+}^{o}$ and $\left\|\varphi\left(\mathcal{L}_{\mu}\right)\right\|_{L_{\mu}^{2}\left(\mathbb{R}^{n}\right) \rightarrow L_{\mu}^{2}\left(\mathbb{R}^{n}\right)} \lesssim \theta\|\varphi\|_{\infty}$. Another consequence is that $-\mathcal{L}_{\mu}$ generates a holomorphic contraction semigroup $\left(e^{-\zeta \mathcal{L}_{\mu}}\right)_{\zeta \in S_{\pi / 2-\omega}^{o}}^{o} \cup\{0\}$ on $L_{\mu}^{2}\left(\mathbb{R}^{n}\right)$; thus $e^{-t \mathcal{L}} \leq f \in$ $\operatorname{Dom}\left(\mathcal{L}_{\mu}\right)$ and $\partial_{t}\left(e^{-t \mathcal{L} \preceq} f\right)=\mathcal{L}_{\mu} e^{-t \mathcal{L}_{\preceq}} f$ for all $f \in L_{\mu}^{2}\left(\mathbb{R}^{n}\right)$ and $t>0$. The functional calculus also extends to define an unbounded operator $\phi\left(\mathcal{L}_{\mu}\right)$ on $L_{\mu}^{2}\left(\mathbb{R}^{n}\right)$ for each holomorphic function $\phi$ on $S_{\theta+}^{o}$ satisfying $|\phi(z)| \lesssim \max \left\{|z|^{\alpha},|z|^{-\beta}\right\}$ for some $\alpha, \beta>0$, but the algebra homomorphism property of the functional calculus $\left(\phi_{1}\left(\mathcal{L}_{\mu}\right) \phi_{2}\left(\mathcal{L}_{\mu}\right)=\left(\phi_{1} \phi_{2}\right)\left(\mathcal{L}_{\mu}\right)\right)$ must then be interpreted in the sense of unbounded linear operators. This allows us to interpret both the semigroup and the square root of $\mathcal{L}_{\mu}$ in terms of the functional calculus in order to justify some otherwise formal manipulations, beginning with (2.15) in the proof of the following corollary of the solution of the Kato problem in [Cruz-Uribe and Rios 2015].
Theorem 2.12. Let $n \geq 1$ and suppose that $\mathcal{A} \in \mathcal{E}(n, \lambda, \Lambda, \mu)$ for some constants $0<\lambda \leq \Lambda<\infty$ and an $A_{2}$-weight $\mu$ on $\mathbb{R}^{n}$. The operator $\mathcal{L}_{\mu}:=-\operatorname{div}_{\mu}((1 / \mu) \mathcal{A} \nabla)$ satisfies

$$
\begin{array}{r}
\int_{0}^{\infty}\left\|t \mathcal{L}_{\mu} e^{-t^{2} \mathcal{L}_{\mu}} f\right\|_{L_{\mu}^{2}\left(\mathbb{R}^{n}\right)}^{2} \frac{d t}{t} \\
\approx\|\nabla f\|_{L_{\mu}^{2}\left(\mathbb{R}^{n}, \mathbb{R}^{n}\right)}^{2}  \tag{2.14}\\
\int_{0}^{\infty}\left\|t^{2} \nabla_{x, t} \mathcal{L}_{\mu} e^{-t^{2} \mathcal{L}_{\mu}} f\right\|_{L_{\mu}^{2}\left(\mathbb{R}^{n}, \mathbb{R}^{n+1}\right)}^{2} \frac{d t}{t} \\
\lesssim\|\nabla f\|_{L_{\mu}^{2}\left(\mathbb{R}^{n}, \mathbb{R}^{n}\right)}^{2}
\end{array}
$$

for all $f \in W_{\mu}^{1,2}\left(\mathbb{R}^{n}\right)$, where the implicit constants depend only on $n, \lambda, \Lambda$ and $[\mu]_{A_{2}}$.

Proof. The functional calculus of $\mathcal{L}_{\mu}$ justifies the identity

$$
\begin{equation*}
\mathcal{L}_{\mu} e^{-t^{2} \mathcal{L}_{\mu}} f=\mathcal{L}_{\mu}^{1 / 2} e^{-t^{2} \mathcal{L}_{\mu}} \mathcal{L}_{\mu}^{1 / 2} f=e^{-\left(t^{2} / 2\right) \mathcal{L}_{\mu}} \mathcal{L}_{\mu} e^{-\left(t^{2} / 2\right) \mathcal{L}_{\mu}} f \tag{2.15}
\end{equation*}
$$

for all $f \in \operatorname{Dom}\left(\mathcal{L}_{\mu}^{1 / 2}\right)$ and $t>0$. The first equality in (2.15), the quadratic estimate in (2.11) and the solution of the Kato problem in [Cruz-Uribe and Rios 2015] imply

$$
\begin{aligned}
\int_{0}^{\infty}\left\|t \mathcal{L}_{\mu} e^{-t^{2} \mathcal{L}_{\mu}} f\right\|_{L_{\mu}^{2}\left(\mathbb{R}^{n}\right)}^{2} \frac{d t}{t} & =\int_{0}^{\infty}\left\|\left(\tau \mathcal{L}_{\mu}\right)^{1 / 2} e^{-\tau \mathcal{L}_{\mu}} \mathcal{L}_{\mu}^{1 / 2} f\right\|_{L_{\mu}^{2}\left(\mathbb{R}^{n}\right)}^{2} \frac{d \tau}{\tau} \\
& \approx\left\|\mathcal{L}_{\mu}^{1 / 2} f\right\|_{L_{\mu}^{2}\left(\mathbb{R}^{n}\right)}^{2} \\
& \approx\|\nabla f\|_{L_{\mu}^{2}\left(\mathbb{R}^{n}, \mathbb{R}^{n}\right)}^{2}
\end{aligned}
$$

for all $f \in \operatorname{Dom}\left(\mathcal{L}_{\mu}^{1 / 2}\right)=W_{\mu}^{1,2}\left(\mathbb{R}^{n}\right)$, which proves (2.13).
The bounded $H^{\infty}\left(S_{\theta+}^{o}\right)$-functional calculus of $\mathcal{L}_{\mu}$ implies the uniform estimate

$$
\begin{aligned}
\left\|t \nabla_{x, t} e^{-t^{2} \mathcal{L}_{\mu}} g\right\|_{L_{\mu}^{2}\left(\mathbb{R}^{n}, \mathbb{R}^{n+1}\right)}^{2} & =\left\|t \partial_{t} e^{-t^{2} \mathcal{L}_{\mu}} g\right\|_{L_{\mu}^{2}\left(\mathbb{R}^{n}\right)}^{2}+\left\|t \nabla_{x} e^{-t^{2} \mathcal{L}_{\mu}}\right\|_{L_{\mu}^{2}\left(\mathbb{R}^{n}, \mathbb{R}^{n}\right)}^{2} \\
& \lesssim\left\|t^{2} \mathcal{L}_{\mu} e^{-t^{2} \mathcal{L}_{\mu}} g\right\|_{L_{\mu}^{2}\left(\mathbb{R}^{n}\right)}^{2}+\int_{\mathbb{R}^{n}} t^{2}\left\langle\mathcal{A} \nabla_{x} e^{-t^{2} \mathcal{L}_{\mu}} g, \nabla_{x} e^{-t^{2} \mathcal{L}_{\mu}} g\right\rangle \\
& \lesssim\|g\|_{L_{\mu}^{2}\left(\mathbb{R}^{n}\right)}^{2}+\left\|t^{2} \mathcal{L}_{\mu} e^{-t^{2} \mathcal{L}_{\mu}} g\right\|_{L_{\mu}^{2}\left(\mathbb{R}^{n}\right)}\left\|e^{-t^{2} \mathcal{L}_{\mu}} g\right\|_{L_{\mu}^{2}\left(\mathbb{R}^{n}\right)} \\
& \lesssim\|g\|_{L_{\mu}^{2}\left(\mathbb{R}^{n}\right)}^{2}
\end{aligned}
$$

for all $g \in L_{\mu}^{2}\left(\mathbb{R}^{n}\right)$ and $t>0$. Thus, the second equality in (2.15) and the vertical square function estimate in (2.13), which we have already proved, imply

$$
\int_{0}^{\infty}\left\|t^{2} \nabla_{x, t} \mathcal{L}_{\mu} e^{-t^{2} \mathcal{L}_{\mu}} f\right\|_{L_{\mu}^{2}\left(\mathbb{R}^{n}, \mathbb{R}^{n+1}\right)}^{2} \frac{d t}{t} \lesssim \int_{0}^{\infty}\left\|t \mathcal{L}_{\mu} e^{-\left(t^{2} / 2\right) \mathcal{L}_{\mu}} f\right\|_{L_{\mu}^{2}\left(\mathbb{R}^{n}\right)}^{2} \frac{d t}{t} \lesssim\|\nabla f\|_{L_{\mu}^{2}\left(\mathbb{R}^{n}, \mathbb{R}^{n}\right)}^{2}
$$

for all $f \in W_{\mu}^{1,2}\left(\mathbb{R}^{n}\right)$, which proves (2.14).
Now let us return to the case when $\Omega \subseteq \mathbb{R}^{n}$ is an arbitrary open set and suppose that $f: \Omega \rightarrow \mathbb{R}^{n}$ is a measurable function for which $(1 / \mu) f \in L^{\infty}(\Omega)$. A solution of the inhomogeneous equation $\operatorname{div}(\mathcal{A} \nabla u)=\operatorname{div} \boldsymbol{f}$ in $\Omega \subseteq \mathbb{R}^{n}$ refers to any function $u \in W_{\mu, \text { loc }}^{1,2}(\Omega)$ such that $\int_{\mathbb{R}^{n}}\langle\mathcal{A} \nabla u-\boldsymbol{f}, \nabla \Phi\rangle=0$ for all $\Phi \in C_{c}^{\infty}(\Omega)$. All solutions $u$ of the homogeneous equation $\operatorname{div}(\mathcal{A} \nabla u)=0$ in $\Omega$ are locally bounded and Hölder continuous in the sense that

$$
\begin{equation*}
\|u\|_{L^{\infty}(B)} \lesssim\left(f_{2 B}|u|^{2} d \mu\right)^{1 / 2} \tag{2.16}
\end{equation*}
$$

and there exists $\alpha>0$ such that

$$
\begin{equation*}
|u(x)-u(y)| \lesssim\left(\frac{|x-y|}{r(B)}\right)^{\alpha}\left(f_{2 B}|u|^{2} d \mu\right)^{1 / 2} \quad \text { for all } x, y \in B \tag{2.17}
\end{equation*}
$$

and if, in addition, $u \geq 0$ almost everywhere on $\Omega$, there is the Harnack inequality

$$
\begin{equation*}
\sup _{B} u \lesssim \inf _{B} u \tag{2.18}
\end{equation*}
$$

for all balls $B$ of radius $r(B)$ such that $2 B \subseteq \Omega$, where $\alpha$ and the implicit constants depend only on $n, \lambda$, $\Lambda$ and $[\mu]_{A_{2}}$. These properties follow from Corollary 2.3.4, Lemma 2.3.5 and Theorem 2.3.12 in [Fabes et al. 1982b] by observing that the proofs do not use the assumption therein that $\mathcal{A}$ is symmetric. The estimates also hold when the balls $B$ are replaced by (open) cubes $Q$, and also when the dilate $2 B$ is replaced by $C_{0} B$ for any $C_{0}>1$, provided the implicit constants are understood to depend on $C_{0}$.

The following local boundedness estimate for solutions of the inhomogeneous equation is needed in Lemma 4.3, although only for $p=2$. This is a simpler version of Theorem 8.17 in [Gilbarg and Trudinger 1977], which we have adapted to degenerate elliptic equations. In fact, the result for $p \geq 2$ is already proven in [Fabes et al. 1982b] by combining Corollary 2.3 .4 with estimates (2.3.7) and (2.3.13) therein. The proof is included here for the reader's convenience and since it implies (2.16) as a special case, which in turn is the well-known starting point for establishing (2.17).

Theorem 2.19. Let $n \geq 2$ and suppose that $\mathcal{A} \in \mathcal{E}(n, \lambda, \Lambda, \mu)$ for some constants $0<\lambda \leq \Lambda<\infty$ and an $A_{2}$-weight $\mu$ on $\mathbb{R}^{n}$. Let $\Omega \subseteq \mathbb{R}^{n}$ denote an open set and suppose that $f: \Omega \rightarrow \mathbb{R}^{n}$ is a measurable function such that $(1 / \mu) \boldsymbol{f} \in L^{\infty}(\Omega)$. If $p \in(1, \infty)$ and $\operatorname{div}(\mathcal{A} \nabla u)=\operatorname{div} \boldsymbol{f}$ in $\Omega$, then

$$
\begin{equation*}
\|u\|_{L^{\infty}(B)} \lesssim\left(f_{2 B}|u|^{p} d \mu\right)^{1 / p}+r(B)\left\|\frac{1}{\mu} f\right\|_{L^{\infty}(\Omega)} \tag{2.20}
\end{equation*}
$$

for all balls $B$ of radius $r(B)>0$ such that $2 B \subseteq \Omega$, where the implicit constant depends only on $p, n, \lambda$, $\Lambda$ and $[\mu]_{A_{2}}$.

Proof. Suppose that $\operatorname{div}(\mathcal{A} \nabla u)=\operatorname{div} \boldsymbol{f}$ in $\Omega$ and consider a ball $B$ such that $2 B \subseteq \Omega$. First, assume that $u$ is nonnegative and in $L^{\infty}(2 B)$. Let $\epsilon>0$, set $k=r(B)\|(1 / \mu) f\|_{L^{\infty}(\Omega)}$ and $\bar{u}_{\epsilon}:=u+k+\epsilon$. Let $B_{r}$ denote the ball concentric to $B$ with radius $r>0$ and recall the index $\delta>0$ from the Sobolev inequality in Theorem 2.3. We claim that if $\gamma \in[p, \infty)$ and $r(B) \leq r_{1}<r_{2} \leq 2 r(B)$, then

$$
\begin{equation*}
\left(f_{B_{r_{1}}} \bar{u}_{\epsilon}^{\gamma\left(\frac{n}{n-1}+\delta\right)} d \mu\right)^{1 /\left(\gamma\left(\frac{n}{n-1}+\delta\right)\right)} \lesssim\left(\gamma \frac{r_{1}}{r_{2}-r_{1}}\right)^{2 / \gamma}\left(f_{B_{r_{2}}} \bar{u}_{\epsilon}^{\gamma} d \mu\right)^{1 / \gamma} \tag{2.21}
\end{equation*}
$$

where the implicit constant depends only on $p, n, \lambda, \Lambda$ and $[\mu]_{A_{2}}$. To prove (2.21), fix $\eta \in C_{c}^{\infty}(\Omega)$ such that $\eta: \Omega \rightarrow[0,1], \eta \equiv 1$ on $B_{r_{1}}, \eta \equiv 0$ on $\Omega \backslash B_{r_{2}}$ and $\|\nabla \eta\|_{\infty} \leq 2 /\left(r_{2}-r_{1}\right)$. Set $\beta:=\gamma-1$ and $v:=\eta^{2} \bar{u}_{\epsilon}^{\beta}$. Note that $v \in W_{0, \mu}^{1,2}(\Omega)$ with

$$
\nabla v=2 \eta \nabla \eta \bar{u}_{\epsilon}^{\beta}+\beta \eta^{2} \bar{u}_{\epsilon}^{\beta-1} \nabla u
$$

since $0<\epsilon \leq \bar{u}_{\epsilon}(x) \leq\|u\|_{L^{\infty}(2 B)}+k+\epsilon<\infty$ for almost every $x \in 2 B$; thus

$$
\int_{\mathbb{R}^{n}}\left\langle\mathcal{A} \nabla u-f, 2 \eta \nabla \eta \bar{u}_{\epsilon}^{\beta}\right\rangle=-\int_{\mathbb{R}^{n}}\left\langle\mathcal{A} \nabla u-f, \beta \eta^{2} \bar{u}_{\epsilon}^{\beta-1} \nabla u\right\rangle .
$$

We then use this identity and Cauchy's inequality with $\sigma>0$ to obtain

$$
\begin{aligned}
& \int_{\mathbb{R}^{n}} \eta^{2} \bar{u}_{\epsilon}^{\beta-1}|\nabla u|^{2} d \mu \lesssim \lambda \int_{\mathbb{R}^{n}} \eta^{2} \bar{u}_{\epsilon}^{\beta-1}\langle\mathcal{A} \nabla u, \nabla u\rangle \\
&=-2 \beta^{-1} \int_{\mathbb{R}^{n}} \eta \bar{u}_{\epsilon}^{\beta}\langle\mathcal{A} \nabla u-\boldsymbol{f}, \nabla \eta\rangle+\int_{\mathbb{R}^{n}} \eta^{2} \bar{u}_{\epsilon}^{\beta-1}\langle\boldsymbol{f}, \nabla u\rangle \\
& \lesssim \Lambda(p-1)^{-1} \int_{\mathbb{R}^{n}} \eta \bar{u}_{\epsilon}^{\beta}\left(|\nabla u|+\left|\frac{1}{\mu} \boldsymbol{f}\right|\right)|\nabla \eta| d \mu+\int_{\mathbb{R}^{n}} \eta^{2} \bar{u}_{\epsilon}^{\beta-1}\left|\frac{1}{\mu} \boldsymbol{f}\right||\nabla u| d \mu \\
& \lesssim \int_{\mathbb{R}^{n}} \eta^{2} \bar{u}_{\epsilon}^{\beta-1}|\nabla u|^{2} d \mu+\sigma^{-1} \int_{\mathbb{R}^{n}} \bar{u}_{\epsilon}^{\beta+1}|\nabla \eta|^{2} d \mu \\
&+\int_{\mathbb{R}^{n}} \bar{u}_{\epsilon}^{\beta+1}|\nabla \eta|^{2} d \mu+\int_{\mathbb{R}^{n}}\left(\frac{\eta}{r(B)}\right)^{2} \bar{u}_{\epsilon}^{\beta+1} d \mu \\
& \quad+\sigma \int_{\mathbb{R}^{n}} \eta^{2} \bar{u}_{\epsilon}^{\beta-1}|\nabla u|^{2} d \mu+\sigma^{-1} \int_{\mathbb{R}^{n}}\left(\frac{\eta}{r(B)}\right)^{2} \bar{u}_{\epsilon}^{\beta+1} d \mu
\end{aligned}
$$

where in the second inequality we used the assumption that $\beta:=\gamma-1 \geq p-1$ and in the final inequality we used the fact that $|(1 / \mu) \boldsymbol{f}| \leq k / r(B) \leq \bar{u}_{\epsilon} / r(B)$ on $\Omega$. Next, choose $\sigma>0$ small enough, depending only on $p, \lambda$ and $\Lambda$, to deduce that

$$
\int_{B_{r_{1}}} \bar{u}_{\epsilon}^{\beta-1}|\nabla u|^{2} d \mu \lesssim_{p, \lambda, \Lambda} \int_{\mathbb{R}^{n}} \bar{u}_{\epsilon}^{\beta+1}\left(|\nabla \eta|^{2}+\left(\frac{\eta}{r(B)}\right)^{2}\right) d \mu \lesssim \frac{1}{\left(r_{2}-r_{1}\right)^{2}} \int_{B_{r_{2}}} \bar{u}_{\epsilon}^{\beta+1} d \mu
$$

where in the final inequality we used the fact that $r(B) \geq r_{2}-r_{1}$. Now combine this estimate with the Sobolev inequality (2.4) and recall that $\beta:=\gamma-1$ to obtain

$$
\begin{aligned}
\left(f_{B_{r_{1}}} \bar{u}_{\epsilon}^{\gamma\left(\frac{n}{n-1}+\delta\right)} d \mu\right)^{1 /\left(\frac{n}{n-1}+\delta\right)} & \lesssim r_{1}^{2} f_{B_{r_{1}}}\left|\nabla\left(\bar{u}_{\epsilon}^{(\beta+1) / 2}\right)\right|^{2} d \mu \\
& \lesssim\left((\beta+1) r_{1}\right)^{2} f_{B_{r_{1}}} \bar{u}_{\epsilon}^{\beta-1}|\nabla u|^{2} d \mu \\
& \lesssim\left(\gamma \frac{r_{1}}{r_{2}-r_{1}}\right)^{2} f_{B_{r_{2}}} \bar{u}_{\epsilon}^{\gamma} d \mu
\end{aligned}
$$

where the implicit constants depend only on $p, n, \lambda, \Lambda$ and $[\mu]_{A_{2}}$, proving (2.21).
We now apply the Moser iteration technique to prove (2.20). Set $\chi:=n /(n-1)+\delta$ and define $\Phi(q, r):=\left(f_{B_{r}} \bar{u}_{\epsilon}^{q} d \mu\right)^{1 / q}$ for $q, r>0$. Estimate (2.21) implies

$$
\Phi\left(\gamma \chi, r_{1}\right) \leq\left(C \gamma \frac{r_{1}}{r_{2}-r_{1}}\right)^{2 / \gamma} \Phi\left(\gamma, r_{2}\right)
$$

where $C$ depends only on $p, n, \lambda, \Lambda$ and $[\mu]_{A_{2}}$, and it follows by induction that

$$
\Phi\left(p \chi^{m},\left(1+2^{-m}\right) r(B)\right) \leq(4 C p)^{(2 / p) \sum_{k=0}^{m-1} \chi^{-k}}(2 \chi)^{(2 / p) \sum_{k=0}^{m-1} k \chi^{-k}} \Phi(p, 2 r(B)) \lesssim \Phi(p, 2 r(B))
$$

for all $m \in \mathbb{N}$. This shows that

$$
\left\|\bar{u}_{\epsilon}\right\|_{L^{\infty}(B)}=\lim _{m \rightarrow \infty} \Phi\left(p \chi^{m}, r(B)\right) \lesssim \Phi(p, 2 r(B))=\left(f_{2 B} \bar{u}_{\epsilon}^{p} d \mu\right)^{1 / p}
$$

and therefore

$$
\|u\|_{L^{\infty}(B)} \leq\left\|\bar{u}_{\epsilon}\right\|_{L^{\infty}(B)} \lesssim\left(f_{2 B} \bar{u}_{\epsilon}^{p} d \mu\right)^{1 / p} \lesssim\left(f_{2 B} u^{p} d \mu\right)^{1 / p}+r(B)\left\|\frac{1}{\mu} f\right\|_{L^{\infty}(\Omega)}+\epsilon
$$

for all $\epsilon>0$, which implies (2.20).
Finally, it remains to remove the assumption that $u$ is nonnegative and bounded. This is achieved by setting $\bar{u}_{\epsilon}:=\max \{u, 0\}+k+\epsilon$ and $\bar{u}_{\epsilon}:=-\min \{u, 0\}+k+\epsilon$ respectively and in each case adjusting the proof above to incorporate the truncated test function $v:=\eta^{2} h_{N}\left(\bar{u}_{\epsilon}\right) \bar{u}_{\epsilon}$, where

$$
h_{N}(x):= \begin{cases}x^{\beta-1}, & x \leq N+k+\epsilon \\ (N+k+\epsilon)^{\beta-1}, & x>N+k+\epsilon\end{cases}
$$

We leave the standard details to the reader.
The following self-improvement property for Carleson measures will be used in conjunction with the local Hölder continuity estimate for solutions in (2.17). The result is proved in the unweighted case in Lemma 2.14 in [Auscher et al. 2001]. In that proof, the Lebesgue measure on $\mathbb{R}^{n}$ can in fact be replaced by any doubling measure, since the Whitney decomposition of open sets can be adapted to any such measure; see, for instance, Lemma 2 in Chapter I of [Stein 1993]. The result below then follows.

Lemma 2.22. Let $n \geq 1$ and suppose that $\mu$ is an $A_{2}$-weight on $\mathbb{R}^{n}$. Let $\alpha, \beta_{0}>0$ and suppose that $\left(v_{t}\right)_{t>0}$ is a collection of Hölder continuous functions on a cube $Q \subset \mathbb{R}^{n}$ satisfying

$$
0 \leq v_{t}(x) \leq \beta_{0} \quad \text { and } \quad\left|v_{t}(x)-v_{t}(y)\right| \leq \beta_{0}\left(\frac{|x-y|}{t}\right)^{\alpha}
$$

for all $x, y \in Q$. If there exists $\eta \in(0,1], \beta>0$ and, for each cube $Q^{\prime} \subseteq Q$, a measurable set $F^{\prime} \subset Q^{\prime}$ such that

$$
\mu\left(F^{\prime}\right) \geq \eta \mu\left(Q^{\prime}\right) \quad \text { and } \quad \frac{1}{\mu\left(Q^{\prime}\right)} \int_{0}^{l\left(Q^{\prime}\right)} \int_{F^{\prime}} v_{t}(x) d \mu(x) \frac{d t}{t} \leq \beta
$$

then

$$
\frac{1}{\mu(Q)} \int_{0}^{\ell(Q)} \int_{Q} v_{t}(x) d \mu(x) \frac{d t}{t} \lesssim_{\alpha, \eta} \beta+\beta_{0}
$$

where the implicit constant depends only on $\alpha, \eta, n$ and $[\mu]_{A_{2}}$.

## 3. Estimates for maximal operators

We obtain estimates for a variety of maximal operators $\left(M_{\mu}, D_{*, \mu}, N_{*}^{\eta}\right.$ and $\left.\tilde{N}_{*, \mu}^{\eta}\right)$ adapted to an $A_{2}$ weight $\mu$ and degenerate elliptic operators $\mathcal{L}_{\mu}:=-\operatorname{div}_{\mu}((1 / \mu) \mathcal{A} \nabla)$ on $\mathbb{R}^{n}$ for $n \geq 2$. These will be used
to prove the Carleson measure estimate from Theorem 1.3 in Section 4. We first define the maximal operators $M_{\mu}$ and $D_{*, \mu}$ by

$$
\begin{aligned}
M_{\mu} f(x) & :=\sup _{r>0} f_{B(x, r)}|f(y)| d \mu(y), \\
D_{*, \mu} g(x) & :=\sup _{r>0}\left(f_{B(x, r)}\left(\frac{|g(x)-g(y)|}{|x-y|}\right)^{2} d \mu(y)\right)^{1 / 2}
\end{aligned}
$$

for all $f \in L_{\mu, \text { loc }}^{1}\left(\mathbb{R}^{n}\right), g \in W_{\mu, \text { loc }}^{1,2}\left(\mathbb{R}^{n}\right)$ and $x \in \mathbb{R}^{n}$. The usual unweighted and centred Hardy-Littlewood maximal operator is abbreviated by $M$. The maximal operator $M_{\mu}$ is bounded on $L_{\mu}^{p}\left(\mathbb{R}^{n}\right)$ for all $p \in(1, \infty)$ and satisfies the weak-type estimate

$$
\begin{equation*}
\mu\left(\left\{x \in \mathbb{R}^{n}:\left|M_{\mu} f(x)\right|>\kappa\right\}\right) \lesssim \kappa^{-1}\|f\|_{L_{\mu}^{1}\left(\mathbb{R}^{n}\right)} \quad \text { for all } \kappa>0 \tag{3.1}
\end{equation*}
$$

for all $f \in L_{\mu}^{1}\left(\mathbb{R}^{n}\right)$; see, for instance, Theorem 1 in Chapter I of [Stein 1993]. There is also the following weak-type estimate for the maximal operator $D_{*, \mu}$.
Lemma 3.2. Let $n \geq 2$. If $\mu$ is an $A_{2}$-weight on $\mathbb{R}^{n}$, then

$$
\begin{equation*}
\mu\left(\left\{x \in \mathbb{R}^{n}:\left|D_{*, \mu} f(x)\right|>\kappa\right\}\right) \lesssim \kappa^{-2}\|\nabla f\|_{L_{\mu}^{2}\left(\mathbb{R}^{n}, \mathbb{R}^{n}\right)}^{2} \quad \text { for all } \kappa>0 \tag{3.3}
\end{equation*}
$$

for all $f \in W_{\mu}^{1,2}\left(\mathbb{R}^{n}\right)$, where the implicit constant depends only on $n$ and $[\mu]_{A_{2}}$.
Proof. If $f \in C_{c}^{\infty}\left(\mathbb{R}^{n}\right)$, then a version of Morrey's inequality [1966, Theorem 3.5.2] shows that

$$
\frac{|f(x)-f(y)|}{|x-y|} \lesssim M(\nabla f)(x)+M(\nabla f)(y)
$$

for almost every $x, y \in \mathbb{R}^{n}$; hence

$$
D_{*, \mu} f(x) \lesssim M(\nabla f)(x)+\left(M_{\mu}[M(\nabla f)]^{2}(x)\right)^{1 / 2}
$$

Estimate (3.3) then follows from the weak-type bound for $M_{\mu}$ in (3.1), the fact that $M$ is bounded on $L_{\mu}^{2}\left(\mathbb{R}^{n}\right)$ (see, for instance, Theorem 1 in Chapter V of [Stein 1993]) and the density of $C_{c}^{\infty}\left(\mathbb{R}^{n}\right)$ in $W_{\mu}^{1,2}\left(\mathbb{R}^{n}\right)$.

We now define the nontangential maximal operators $N_{*}^{\eta}$ and $\widetilde{N}_{*, \mu}^{\eta}$, for $\eta>0$, by

$$
N_{*}^{\eta} u(x):=\sup _{(y, t) \in \Gamma_{n}(x)}|u(y, t)|, \quad \tilde{N}_{*, \mu}^{\eta} v(x):=\sup _{(y, t) \in \Gamma_{\eta}(x)}\left(f_{B(y, t a t)}|v(z, t)|^{2} d \mu(z)\right)^{1 / 2}
$$

for all measurable functions $u, v$ on $\mathbb{R}_{+}^{n+1}$ (such that $v(\cdot, t) \in L_{\mu, \text { loc }}^{2}\left(\mathbb{R}^{n}\right)$ for a.e. $t>0$ ) and $x \in \mathbb{R}^{n}$, where $\Gamma_{\eta}(x):=\left\{(y, t) \in \mathbb{R}_{+}^{n+1}:|y-x|<\eta t\right\}$ is the conical nontangential approach region in $\mathbb{R}_{+}^{n+1}$ with vertex at $x$ and aperture $\eta$.

Now suppose that $\mathcal{A} \in \mathcal{E}(n, \lambda, \Lambda, \mu)$, as defined by (2.6). In particular, since $\mathcal{A}$ has real-valued coefficients, there exists an integral kernel $W_{t}(x, y)$ such that

$$
\begin{equation*}
e^{-t \mathcal{L}_{\mu}} f(x)=\int_{\mathbb{R}^{n}} W_{t}(x, y) f(y) d \mu(y) \tag{3.4}
\end{equation*}
$$

for all $f \in L_{\mu}^{2}\left(\mathbb{R}^{n}\right)$, and there exists constants $C_{1}, C_{2}>0$ such that

$$
\begin{equation*}
\left|W_{t}(x, y)\right| \leq \frac{C_{1}}{\mu(B(x, \sqrt{t}))} \exp \left(-C_{2} \frac{|x-y|^{2}}{t}\right) \tag{3.5}
\end{equation*}
$$

for all $t>0$ and $x, y \in \mathbb{R}^{n}$. This was proved by Cruz-Uribe and Rios for $f \in C_{c}^{\infty}\left(\mathbb{R}^{n}\right)$ under the assumption that $\mathcal{A}$ is symmetric; see Theorem 1 and Remark 3 in [Cruz-Uribe and Rios 2014]. The symmetry assumption can be removed, however, by following their proof and applying the Harnack inequality for degenerate parabolic equations obtained by Ishige [1999, Theorem A], which does not require symmetric coefficients, instead of the version recorded in Proposition 3.8 of [Cruz-Uribe and Rios 2008]. The results also extend to $f \in L_{\mu}^{2}\left(\mathbb{R}^{n}\right)$ by density, Schur's lemma and the doubling property of $\mu$.

We now consider the semigroup generated by $\mathcal{L}_{\mu}:=-\operatorname{div}_{\mu}((1 / \mu) \mathcal{A} \nabla)$ with elliptic homogeneity $(t$ replaced by $t^{2}$ ) and denoted by $\mathcal{P}_{t}:=e^{-t^{2} \mathcal{L}_{\mu}}$ in the estimates below.

Lemma 3.6. Let $n \geq 2$ and suppose that $\mathcal{A} \in \mathcal{E}(n, \lambda, \Lambda, \mu)$ for some constants $0<\lambda \leq \Lambda<\infty$ and an $A_{2}$-weight $\mu$ on $\mathbb{R}^{n}$. Let $p \in(1, \infty)$ and suppose that $\mu$ is also an $A_{p}$-weight on $\mathbb{R}^{n}$. If $x \in \mathbb{R}^{n}, \eta>0$ and $\alpha \geq 1$, then

$$
\begin{equation*}
\sup _{(y, t) \in \Gamma_{n}(x)}\left|(\eta t)^{-1}\left[\mathcal{P}_{\eta t}\left(f-c_{B(x, \alpha \eta t)}\right)\right](y)\right|^{2} \lesssim \alpha\left[M_{\mu}\left(|\nabla f|^{p}\right)(x)\right]^{2 / p} \tag{3.7}
\end{equation*}
$$

for all $f \in W_{\mu}^{1, p}\left(\mathbb{R}^{n}\right)$ and $c_{B(x, \alpha \eta t)} \in\left\{f_{B(x, \alpha \eta t)} f d \mu, f_{B(x, \alpha \eta t)} f\right\}$, and

$$
\begin{align*}
\left|N_{*}^{\eta}\left(\partial_{t} \mathcal{P}_{t} f\right)(x)\right|^{2} & \lesssim \eta\left[M_{\mu}\left(|\nabla f|^{p}\right)(x)\right]^{2 / p},  \tag{3.8}\\
\left|\eta^{-1} N_{*}^{\eta}\left(\partial_{t} \mathcal{P}_{\eta t} f\right)(x)\right|^{2} & \lesssim\left[M_{\mu}\left(|\nabla f|^{p}\right)(x)\right]^{2 / p},  \tag{3.9}\\
\left|\tilde{N}_{*, \mu}^{\eta}\left(\nabla_{x} \mathcal{P}_{\eta t} f\right)(x)\right|^{2} & \lesssim M_{\mu}\left(\left[M_{\mu}\left(|\nabla f|^{p}\right)\right]^{2 / p}\right)(x)+M_{\mu}\left(|\nabla f|^{2}\right)(x) \tag{3.10}
\end{align*}
$$

for all $f \in W_{\mu}^{1,2}\left(\mathbb{R}^{n}\right) \cap W_{\mu, \text { loc }}^{1, p}\left(\mathbb{R}^{n}\right)$, where the implicit constants depend only on $n, \lambda, \Lambda, p,[\mu]_{A_{2}}$ and $[\mu]_{A_{p}}$, as well as on $\alpha$ in (3.7) and on $\eta$ in (3.8).

Proof. Let $x \in \mathbb{R}^{n},(y, t) \in \Gamma^{\eta}(x), f \in W_{\mu}^{1,2}\left(\mathbb{R}^{n}\right) \cap W_{\mu, \operatorname{loc}}^{1, p}\left(\mathbb{R}^{n}\right), f_{B(x, t)}:=f_{B(x, t)} f$ and $\tilde{f}_{B(x, t)}:=$ $f_{B(x, t)} f d \mu$. To prove (3.7), it suffices to assume that $\eta=1$ and $\alpha \geq 1$. We set $C_{0}(t):=B(x, \alpha t)$ and define the dyadic annulus $C_{j}(t):=B\left(x, 2^{j} \alpha t\right) \backslash B\left(x, 2^{j-1} \alpha t\right)$ for all $j \in \mathbb{N}$. The Gaussian kernel estimates in (3.4) and (3.5) imply

$$
\begin{aligned}
\left|t^{-1}\left[\mathcal{P}_{t}\left(f-f_{B(x, \alpha t)}\right)\right](y)\right| & =t^{-1}\left|\int_{\mathbb{R}^{n}} W_{t^{2}}(y, z)\left[f(z)-f_{B(x, \alpha t)}\right] d \mu(z)\right| \\
& \leq \sum_{j=0}^{\infty} t^{-1} \frac{C_{1}}{\mu(B(y, t))} \int_{C_{j}(t)} \exp \left(-C_{2} \frac{|y-z|^{2}}{t^{2}}\right)\left|f(z)-f_{B(x, \alpha t)}\right| d \mu(z) \\
& =: \sum_{j=0}^{\infty} I_{j}
\end{aligned}
$$

To estimate $I_{0}$, note that $B(x, \alpha t) \subseteq B(y,(1+\alpha) t)$ and apply the doubling property of $\mu$, followed by the $L_{\mu}^{p}$-Poincaré inequality in (2.5) with $c_{B}=f_{B(x, \alpha t)} f$, to obtain

$$
I_{0} \lesssim \alpha t^{-1} f_{B(x, \alpha t)}\left|f(z)-f_{B(x, \alpha t)}\right| d \mu(z) \lesssim\left(f_{B(x, \alpha t)}|\nabla f|^{p} d \mu\right)^{1 / p} \lesssim\left[M_{\mu}\left(|\nabla f|^{p}\right)(x)\right]^{1 / p}
$$

To estimate $I_{j}$, for each $j \in \mathbb{N}$, expand $f(z)-f_{B(x, \alpha t)}$ as a telescoping sum to write

$$
\begin{aligned}
I_{j} \leq & C_{1} e^{-C_{2}\left(2^{j-1} \alpha-1\right)^{2}} \frac{\mu\left(B\left(x, 2^{j} \alpha t\right)\right)}{\mu(B(y, t))} t^{-1} \\
& \times\left(f_{B\left(x, 2^{j} \alpha t\right)}\left|f-\tilde{f}_{B\left(x, 2^{j} \alpha t\right)}\right| d \mu+\sum_{i=1}^{j}\left|\tilde{f}_{B\left(x, 2^{i} \alpha t\right)}-\tilde{f}_{B\left(x, 2^{i-1} \alpha t\right)}\right|+\mid \tilde{f}_{B(x, \alpha t)}-f_{B(x, \alpha t) \mid}\right) \\
& \lesssim e^{-C_{2}\left(2^{j-1} \alpha-1\right)^{2}} \frac{\mu\left(B\left(y,\left(1+2^{j} \alpha\right) t\right)\right)}{\mu(B(y, t))} \sum_{i=0}^{j} t^{-1} f_{B\left(x, 2^{i} \alpha t\right)}\left|f-\tilde{f}_{B\left(x, 2^{i} \alpha t\right)}\right| d \mu \\
\lesssim & e^{-C_{2}\left(2^{j-1} \alpha-1\right)^{2}}\left(1+2^{j} \alpha\right)^{2 n} \sum_{i=0}^{j} 2^{i} \alpha\left(f_{B\left(x, 2^{i} \alpha t\right)}|\nabla f|^{p} d \mu\right)^{1 / p} \\
& \lesssim \alpha e^{-C 4^{j}} 4^{n j}\left[M_{\mu}\left(|\nabla f|^{p}\right)(x)\right]^{1 / p},
\end{aligned}
$$

where the second inequality relies on the inclusion $B\left(x, 2^{j} \alpha t\right) \subseteq B\left(y,\left(1+2^{j} \alpha\right) t\right)$, whilst the third inequality uses the doubling property of $\mu$ in (2.1) with $p=2$, and the $L_{\mu}^{p}$-Poincaré inequality in (2.5) with $c_{B}=f_{B\left(x, 2^{i} \alpha t\right)} f d \mu$. Altogether, we have

$$
\left|t^{-1}\left[\mathcal{P}_{t}\left(f-f_{B(x, \alpha t)}\right)\right](y)\right| \lesssim \alpha\left(\sum_{j=0}^{\infty} e^{-C 4^{j}} 4^{n j}\right)\left[M_{\mu}\left(|\nabla f|^{p}\right)(x)\right]^{1 / p} \lesssim\left[M_{\mu}\left(|\nabla f|^{p}\right)(x)\right]^{1 / p}
$$

which proves (3.7) when $c_{B(x, \alpha t)}=f_{B(x, \alpha t)} f$. The proof when $c_{B(x, \alpha t)}=f_{B(x, \alpha t)} f d \mu$ follows as above by replacing $f_{B(x, \alpha t)}$ with $\tilde{f}_{B(x, \alpha t)}$, since (2.5) can still be applied.

To prove (3.8) and (3.9), suppose that $\eta>0$. The Gaussian kernel estimate for $e^{-t \mathcal{L}_{\mu}}$ in (3.5) implies that $t \partial_{t} \mathcal{P}_{t} f(y)$ has an integral kernel $\widetilde{W}_{t^{2}}(y, z)$ satisfying

$$
\left|\tilde{W}_{t^{2}}(y, z)\right| \leq \frac{C_{1}}{\mu(B(y, t))} \exp \left(-C_{2} \frac{|y-z|^{2}}{t^{2}}\right)
$$

and the conservation property $\int_{\mathbb{R}^{n}} \widetilde{W}_{t^{2}}(y, z) d \mu(y)=0$ for all $z \in \mathbb{R}^{n}$ and $t>0$. This follows from Theorem 5 in [Cruz-Uribe and Rios 2014], where the assumption that $\mathcal{A}$ is symmetric can be removed as per the remarks preceding this lemma. Therefore, we may write

$$
\left|\partial_{t} \mathcal{P}_{t} f(y)\right|=t^{-1}\left|\int_{\mathbb{R}^{n}} \tilde{W}_{t^{2}}(y, z)\left[f(z)-f_{B(x, \eta t)}\right] d \mu(z)\right|
$$

and a change of variables implies

$$
\sup _{(y, t) \in \Gamma^{\eta}(x)}\left|\partial_{t} \mathcal{P}_{t} f(y)\right|=\sup _{(y, t) \in \Gamma(x)} t^{-1}\left|\int_{\mathbb{R}^{n}} \eta \widetilde{W}_{(t / \eta)^{2}}(y, z)\left[f(z)-f_{B(x, t)}\right] d \mu(z)\right| .
$$

We can then obtain (3.8) by following the proof of (3.7) with $\alpha=1$ in order to show that this is bounded by $\left[M_{\mu}\left(|\nabla f|^{p}\right)(x)\right]^{1 / p}$, since the doubling property of $\mu$ ensures that

$$
\left|\eta \widetilde{W}_{(t / \eta)^{2}}(y, z)\right| \leq \frac{C_{1, \eta}}{\mu(B(y, t))} \exp \left(-C_{2, \eta} \frac{|y-z|^{2}}{t^{2}}\right)
$$

for some positive constants $C_{1, \eta}$ and $C_{2, \eta}$ that depend on $\eta$. We obtain (3.9) as an immediate consequence of (3.8) and the fact that $\eta^{-1} \partial_{t} \mathcal{P}_{\eta t}=\left.\left(\partial_{s} \mathcal{P}_{s}\right)\right|_{s=\eta t}$.

To prove (3.10), let $\eta>0$, set $u_{\eta t}:=\mathcal{P}_{\eta t} f$ and choose a nonnegative function $\Phi \in C_{c}^{\infty}(B(y, 2 \eta t))$ such that $\Phi \equiv 1$ on $B(y, \eta t)$ and $\left|\nabla_{x} \Phi\right| \lesssim(\eta t)^{-1}$. Let $c>0$ denote a constant that will be chosen later. The definition of $\mathcal{L}_{\mu}$ implies

$$
\begin{array}{rl}
f_{B(y, \eta t)} \mid \nabla_{x} \mathcal{P}_{\eta t} f & \left.f\right|^{2} d \mu \\
& \leq \frac{1}{\mu(B(y, \eta t))} \int_{\mathbb{R}^{n}}\left|\nabla_{x} u_{\eta t}\right|^{2} \Phi^{2} d \mu \\
& \lesssim \frac{1}{\mu(B(y, \eta t))} \int_{\mathbb{R}^{n}}\left\langle\mathcal{A} \nabla_{x} u_{\eta t}, \nabla_{x}\left(u_{\eta t}-c\right)\right\rangle \Phi^{2} \\
& =\frac{1}{\mu(B(y, \eta t))} \int_{\mathbb{R}^{n}}\left\{\left\langle\mathcal{A} \nabla_{x} u_{\eta t}, \nabla_{x}\left[\left(u_{\eta t}-c\right) \Phi^{2}\right]\right\rangle-2\left\langle\mathcal{A} \nabla_{x} u_{\eta t}, \nabla_{x} \Phi\left(u_{\eta t}-c\right)\right\rangle \Phi\right\} \\
& \lesssim \frac{1}{\mu(B(y, \eta t))} \int_{\mathbb{R}^{n}}\left\{\left(\mathcal{L}_{\mu} u_{\eta t}\right)\left(u_{\eta t}-c\right) \Phi^{2}+\left|\nabla_{x} u_{\eta t}\right|\left|\nabla_{x} \Phi\right|\left|\left(u_{\eta t}-c\right) \Phi\right|\right\} d \mu \\
& \leq \frac{1}{\mu(B(y, \eta t))} \int_{B(y, 2 \eta t)}\left(\frac{1}{2 \eta^{2} t}\left|\partial_{t} u_{\eta t}\right|\left|u_{\eta t}-c\right| \Phi^{2}+\left|\nabla_{x} u_{\eta t}\right|\left|\nabla_{x} \Phi\right|\left|u_{\eta t}-c\right| \Phi\right) d \mu \\
& =: I+I I
\end{array}
$$

Now fix $c:=\tilde{f}_{B(x, 3 \eta t)}$. To estimate $I$, we use Cauchy's inequality and the doubling property of $\mu$, combined with the fact that $B(x, \eta t) \subseteq B(y, 2 \eta t) \subseteq B(x, 3 \eta t)$, to obtain

$$
I \lesssim f_{B(x, 3 \eta t)}\left(\left|\eta^{-1} \partial_{t} u_{\eta t}\right|^{2}+(\eta t)^{-2}\left|u_{\eta t}-f\right|^{2}+(\eta t)^{-2}\left|f-\tilde{f}_{B(x, 3 \eta t)}\right|^{2}\right) d \mu=: I_{1}+I_{2}+I_{3}
$$

It is immediate that $I_{1} \leq M_{\mu}\left(\left|\eta^{-1} N_{*}^{\eta}\left(\partial_{t} \mathcal{P}_{\eta t} f\right)\right|^{2}\right)(x)$, whilst the semigroup property

$$
\left|u_{\eta t}(z)-f(z)\right|=\left|\int_{0}^{\eta t} \partial_{s} u_{s}(z) d s\right| \leq \eta t N_{*}\left(\partial_{s} u_{s}\right)(z)
$$

implies that $I_{2} \lesssim M_{\mu}\left(\left|N_{*}\left(\partial_{s} u_{s}\right)\right|^{2}\right)(x)$, and the $L_{\mu}^{2}$-Poincaré inequality in (2.5) shows that $I_{3} \lesssim$ $M_{\mu}\left(|\nabla f|^{2}\right)(x)$; hence

$$
I \leq M_{\mu}\left(\left|\eta^{-1} N_{*}^{\eta}\left(\partial_{t} \mathcal{P}_{\eta t} f\right)\right|^{2}\right)(x)+M_{\mu}\left(\left|N_{*}\left(\partial_{s} u_{s}\right)\right|^{2}\right)(x)+M_{\mu}\left(|\nabla f|^{2}\right)(x)
$$

To estimate $I I$, we use Cauchy's inequality with $\epsilon>0$ to obtain

$$
I I \lesssim \frac{\epsilon}{\mu(B(y, \eta t))} \int_{\mathbb{R}^{n}}\left|\nabla_{x} u_{\eta t}\right|^{2} \Phi^{2} d \mu+\epsilon^{-1}\left(I_{2}+I_{3}\right)
$$

A sufficiently small choice of $\epsilon>0$ allows the $\epsilon$-term to be subtracted, yielding

$$
f_{B(y, \eta t)}\left|\nabla_{x} \mathcal{P}_{\eta t} f\right|^{2} d \mu \lesssim I+I I \lesssim M_{\mu}\left(\left|\eta^{-1} N_{*}^{\eta}\left(\partial_{t} \mathcal{P}_{\eta t} f\right)\right|^{2}+\left|N_{*}\left(\partial_{t} \mathcal{P}_{t} f\right)\right|^{2}+|\nabla f|^{2}\right)(x)
$$

which, combined with (3.8) and (3.9), implies (3.10).
The pointwise estimates in Lemma 3.6 have the following corollary.
Corollary 3.11. Let $n \geq 2$ and suppose that $\mathcal{A} \in \mathcal{E}(n, \lambda, \Lambda, \mu)$ for some constants $0<\lambda \leq \Lambda<\infty$ and an $A_{2}$-weight $\mu$ on $\mathbb{R}^{n}$. If $\eta>0$, then

$$
\begin{align*}
& \mu\left(\left\{x \in \mathbb{R}^{n}:\left|N_{*}^{\eta}\left(\partial_{t} \mathcal{P}_{t} f\right)(x)\right|>\kappa\right\}\right) \lesssim \kappa^{-2}\|\nabla f\|_{L_{\mu}^{2}\left(\mathbb{R}^{n}, \mathbb{R}^{n}\right)}^{2},  \tag{3.12}\\
& \mu\left(\left\{x \in \mathbb{R}^{n}:\left|\eta^{-1} N_{*}^{\eta}\left(\partial_{t} \mathcal{P}_{\eta t} f\right)(x)\right|>\kappa\right\}\right) \lesssim \kappa^{-2}\|\nabla f\|_{L_{\mu}^{2}\left(\mathbb{R}^{n}, \mathbb{R}^{n}\right)}^{2},  \tag{3.13}\\
& \mu\left(\left\{x \in \mathbb{R}^{n}:\left|\tilde{N}_{*, \mu}^{\eta}\left(\nabla_{x} \mathcal{P}_{\eta t} f\right)(x)\right|>\kappa\right\}\right) \lesssim \kappa^{-2}\|\nabla f\|_{L_{\mu}^{2}\left(\mathbb{R}^{n}, \mathbb{R}^{n}\right)}^{2} \tag{3.14}
\end{align*}
$$

for all $\kappa>0$ and $f \in W_{\mu}^{1,2}\left(\mathbb{R}^{n}\right)$, where the implicit constants depend only on $n, \lambda, \Lambda$ and $[\mu]_{A_{2}}$, as well as on $\eta$ in (3.12).

Proof. Estimates (3.12) and (3.13) follow respectively from (3.8) and (3.9), in the case $p=2$, since $M_{\mu}$ satisfies the weak-type estimate in (3.1). To prove (3.14), note that there exists $1<q<2$ such that $\mu$ is an $A_{q}$-weight on $\mathbb{R}^{n}$; see, for instance, Section 3 in Chapter V of [Stein 1993]. Therefore, combining (3.10) in the case $p=q$ with (3.1) and noting that $2 / q>1$, we obtain

$$
\begin{aligned}
\mu\left(\left\{x \in \mathbb{R}^{n}:\left|\tilde{N}_{*, \mu}^{\eta}\left(\nabla_{x} \mathcal{P}_{\eta t} f\right)(x)\right|>\kappa\right\}\right) & \lesssim \kappa^{-2}\left(\left\|M_{\mu}\left(|\nabla f|^{q}\right)\right\|_{L_{\mu}^{2 / q}\left(\mathbb{R}^{n}\right)}^{2 / q}+\|\nabla f\|_{L_{\mu}^{2}\left(\mathbb{R}^{n}, \mathbb{R}^{n}\right)}^{2}\right) \\
& \lesssim \kappa^{-2}\|\nabla f\|_{L_{\mu}^{2}\left(\mathbb{R}^{n}, \mathbb{R}^{n}\right)}^{2}
\end{aligned}
$$

for all $\kappa>0$ and $f \in W_{\mu}^{1,2}\left(\mathbb{R}^{n}\right)$ (since $W_{\mu}^{1,2}\left(\mathbb{R}^{n}\right) \subseteq W_{\mu, \text { loc }}^{1, q}\left(\mathbb{R}^{n}\right)$ ), as required.

## 4. The Carleson measure estimate

The purpose of this section is to prove the Carleson measure estimate (1.4) in Theorem 1.3. We adopt the strategy outlined at the end of Section 3.1 in [Hofmann et al. 2015a], although the crucial technical estimate, stated here as Theorem 4.10, is not at all an obvious extension of the uniformly elliptic case. Moreover, establishing the Carleson measure estimate directly allows us to avoid "good- $\lambda$ " inequalities and thus apply a change of variables based on the $W_{0, \mu}^{1,2}$-Hodge decomposition in (2.10), instead of the $W_{0}^{1,2+\epsilon}$-version (for a sufficiently small $\epsilon>0$ ) required in [Hofmann et al. 2015a].

The technical result in Theorem 4.10 establishes (1.4) on certain "big pieces" of all cubes. The passage to the general estimate ultimately follows from the self-improvement property for Carleson measures in Lemma 2.22. This requires, however, that the Carleson measure estimate on the full gradient $\nabla u$ of a solution $u$ can be controlled by the same estimate on its transversal derivative $\partial_{t} u$, which is the content of Lemma 4.2. We briefly postpone the statement and proof of Lemma 4.2 and Theorem 4.10, however, in order to deduce Theorem 1.3 from those results below.

In contrast to the previous two sections, the results here concern solutions of the equation $\operatorname{div}(A \nabla u)=0$ in open sets $\Omega \subseteq \mathbb{R}_{+}^{n+1}$ when $n \geq 2$ and $A$ is a $t$-independent coefficient matrix that satisfies (1.1) for some $0<\lambda \leq \Lambda<\infty$ and an $A_{2}$-weight $\mu$ on $\mathbb{R}^{n}$. In particular, in Section 2 , weighted Sobolev spaces were defined on open sets in $\mathbb{R}^{d}$ and matrix coefficients $\mathcal{A} \in \mathcal{E}(d, \lambda, \Lambda, \mu)$ were considered for all $d \in \mathbb{N}$. Those results also hold here on open sets in the upper half-space with the weight $\mu(x, t):=\mu(x)$ and the coefficients $A(x, t):=A(x)$ for all $(x, t) \in \mathbb{R}^{n+1}$, since then $[\mu]_{A_{2}\left(\mathbb{R}^{n+1}\right)}=[\mu]_{A_{2}\left(\mathbb{R}^{n}\right)}$ and $A \in \mathcal{E}(n+1, \lambda, \Lambda, \mu)$. In particular, the solution space $W_{\mu, \text { loc }}^{1,2}(\Omega)$ is defined and the regularity estimates in (2.16), (2.17) and (2.18) hold when $\Omega \subseteq \mathbb{R}_{+}^{n+1}$.

We will also use, without reference, the well-known fact that if $u$ is a solution of $\operatorname{div}(A \nabla u)=0$ in $\Omega \subseteq \mathbb{R}_{+}^{n+1}$, then $\partial_{t} u$ is also a solution in $\Omega$. In particular, to see that $\partial_{t} u$ is in $W_{\mu, \operatorname{loc}}^{1,2}(\Omega)$, a Whitney decomposition of $\Omega$ reduces matters to showing that $\partial_{t} u$ is in $W_{\mu}^{1,2}(R)$ for all cubes $R \subset \Omega$ satisfying $\ell(R)<\frac{1}{2} \operatorname{dist}(R, \partial \Omega)$. To this end, define the difference quotients $D_{i}^{h} u(X):=(1 / h)\left[u\left(X+h e_{i}\right)-u(X)\right]$ for all $X \in R$ and $h<\operatorname{dist}(R, \partial \Omega)$, where $e_{i}$ is the unit vector in the $i$-th coordinate direction in $\mathbb{R}^{n+1}$. The $t$-independence of the coefficients implies that $D_{n+1}^{h} u$ is a solution in $R$, so we use the identity $D_{n+1}^{h}\left(\partial_{i} u\right)=\partial_{i}\left(D_{n+1}^{h} u\right)$ and Caccioppoli's inequality to obtain

$$
\begin{aligned}
\iint_{R}\left|D_{n+1}^{h}\left(\partial_{i} u\right)\right|^{2} d \mu & \leq \iint_{R}\left|\nabla\left(D_{n+1}^{h} u\right)\right|^{2} d \mu \lesssim \ell(R)^{2} \iint_{2 R}\left|D_{n+1}^{h} u\right|^{2} d \mu \\
& \leq \ell(R)^{2} \iint_{2 R}\left|\partial_{t} u\right|^{2} d \mu=: K \quad \text { for all } h<\operatorname{dist}(R, \partial \Omega)
\end{aligned}
$$

where the implicit constant depends only on $n, \lambda, \Lambda$ and $[\mu]_{A_{2}}$, and the final bound holds uniformly in $h$ because $u$ is in $W_{\mu}^{1,2}(R)$; see Lemma 7.23 in [Gilbarg and Trudinger 1977]. We can then use Lemma 7.24 in the same reference to deduce that $\partial_{t} u$ is in $W_{\mu}^{1,2}(R)$ with the estimate

$$
\left\|\partial_{i} \partial_{t} u\right\|_{L_{\mu}^{2}(R)}^{2}=\left\|\partial_{t} \partial_{i} u\right\|_{L_{\mu}^{2}(R)}^{2} \leq K
$$

for all $i \in\{1, \ldots, n+1\}$, as required. Note that the proofs of Lemmas 7.23 and 7.24 in [Gilbarg and Trudinger 1977] extend immediately to the weighted context considered here because $C^{\infty}(R)$ is still dense in $W_{\mu}^{1,2}(R)$.

Proof of Theorem 1.3 from Lemma 4.2 and Theorem 4.10. Let $Q \subset \mathbb{R}^{n}$ denote a cube and suppose that $u \in L^{\infty}\left(\mathbb{R}_{+}^{n+1}\right)$ solves $\operatorname{div}(A \nabla u)=0$ in $\mathbb{R}_{+}^{n+1}$. It follows a fortiori from Theorem 4.10 that there exist constants $C, c_{0}>0$ and, for each cube $Q^{\prime} \subseteq Q$, a measurable set $F^{\prime} \subset Q^{\prime}$ such that $\mu\left(F^{\prime}\right) \geq c_{0} \mu\left(Q^{\prime}\right)$ and

$$
\frac{1}{\mu\left(Q^{\prime}\right)} \int_{0}^{l\left(Q^{\prime}\right)} \int_{F^{\prime}}\left|t \partial_{t} u(x, t)\right|^{2} d \mu(x) \frac{d t}{t} \leq C\|u\|_{\infty}^{2}
$$

where $C$ and $c_{0}$ depend only on $n, \lambda, \Lambda$ and $[\mu]_{A_{2}}$.
The coefficient matrix $A$ is $t$-independent, so $\partial_{t} u$ is also a solution and thus the degenerate version of Moser's estimate in (2.16), followed by Caccioppoli's inequality, shows that $\left\|t \partial_{t} u\right\|_{\infty} \lesssim\|u\|_{\infty}$. Moreover,
the degenerate version of the de Giorgi-Nash Hölder regularity for solutions in (2.17) shows that

$$
\left|t \partial_{t} u(x, t)-t \partial_{t} u(y, t)\right| \lesssim\left(\frac{|x-y|}{t}\right)^{\alpha}\left\|t \partial_{t} u\right\|_{\infty} \lesssim\|u\|_{\infty}\left(\frac{|x-y|}{t}\right)^{\alpha}
$$

for all $x, y \in Q$ and $t>0$, where all of the implicit constants and the exponent $\alpha>0$ depend only on $n, \lambda, \Lambda$ and $[\mu]_{A_{2}}$. Therefore, we may apply Lemma 2.22 with

$$
\left\{v_{t}, \alpha, \beta_{0}, \eta, \beta\right\}:=\left\{\left(t \partial_{t} u\right)^{2}, \alpha, C\|u\|_{\infty}^{2}, c_{0}, C\|u\|_{\infty}^{2}\right\}
$$

to obtain

$$
\begin{equation*}
\frac{1}{\mu(Q)} \int_{0}^{\ell(Q)} \int_{Q}\left|t \partial_{t} u(x, t)\right|^{2} d \mu(x) \frac{d t}{t} \lesssim\|u\|_{\infty}^{2} \tag{4.1}
\end{equation*}
$$

where the implicit constant depends only on $n, \lambda, \Lambda$ and $[\mu]_{A_{2}}$. This estimate holds for all cubes $Q$, so by Lemma 4.2, we conclude that (1.4) holds.

We now dispense with the following lemma, which was used in the proof of Theorem 1.3 above to reduce to a Carleson measure estimate on the transversal derivative of solutions. The proof is adapted from Section 3.1 of [Hofmann et al. 2015a].
Lemma 4.2. Let $n \geq 2$ and consider a cube $Q \subset \mathbb{R}^{n}$. If $A$ is a $t$-independent coefficient matrix that satisfies the degenerate bound and ellipticity in (1.1) for some constants $0<\lambda \leq \Lambda<\infty$ and an $A_{2}$-weight $\mu$ on $\mathbb{R}^{n}$, then any solution $u \in L^{\infty}(4 Q \times(0,4 \ell(Q)))$ of $\operatorname{div}(A \nabla u)=0$ in $4 Q \times(0,4 \ell(Q))$ satisfies

$$
\int_{0}^{\ell(Q)} \int_{Q}|t \nabla u(x, t)|^{2} d \mu(x) \frac{d t}{t} \lesssim \int_{0}^{4 \ell(Q)} \int_{4 Q}\left|t \partial_{t} u(x, t)\right|^{2} d \mu(x) \frac{d t}{t}+\mu(Q)\|u\|_{\infty}^{2}
$$

where the implicit constant depends only on $n, \lambda, \Lambda$ and $[\mu]_{A_{2}}$.
Proof. Let $0<\delta<\frac{1}{2}$ and set $\Phi_{Q}(t):=\Phi(t / \ell(Q))$, where $\Phi: \mathbb{R} \rightarrow[0,1]$ denotes a $C^{\infty}$-function such that $\Phi(t)=1$ for all $2 \delta \leq t \leq 1$, whilst $\Phi(t)=0$ for all $t \leq \delta$ and $t \geq 2$. Integrating by parts with respect to the $t$-variable and noting that $\left\|\partial_{t} \Phi\right\|_{L^{\infty}([1,2])} \lesssim 1$, whilst $\left\|\partial_{t} \Phi\right\|_{L^{\infty}([\delta, 2 \delta])} \lesssim 1 / \delta$, we obtain

$$
\begin{aligned}
\boldsymbol{I} & :=\int_{Q} \int_{0}^{2 \ell(Q)}|\nabla u(x, t)|^{2} \Phi_{Q}(t) t d t d \mu(x) \\
& \approx \int_{Q} \int_{0}^{2 \ell(Q)} \partial_{t}\left(|\nabla u(x, t)|^{2} \Phi_{Q}(t)\right) t^{2} d t d \mu(x) \\
& \lesssim \int_{Q} \int_{0}^{2 \ell(Q)}\left\langle\nabla \partial_{t} u(x, t), \nabla u(x, t)\right\rangle \Phi_{Q}(t) t^{2} d t d \mu(x) \\
& \quad+\int_{Q} f_{\ell(Q)}^{2 \ell(Q)}|\nabla u(x, t)|^{2} t^{2} d t d \mu(x)+\int_{Q} f_{\delta \ell(Q)}^{2 \delta \ell(Q)}|\nabla u(x, t)|^{2} t^{2} d t d \mu(x)
\end{aligned}
$$

$$
=: \boldsymbol{I}^{\prime}+\boldsymbol{I}^{\prime \prime}+\boldsymbol{I}^{\prime \prime \prime}
$$

For the term $\boldsymbol{I}^{\prime}$, we apply Cauchy's inequality with an arbitrary $\epsilon>0$ to obtain

$$
\boldsymbol{I}^{\prime} \leq \epsilon \boldsymbol{I}+\frac{1}{\epsilon} \int_{Q} \int_{0}^{2 \ell(Q)}\left|\nabla \partial_{t} u(x, t)\right|^{2} t^{3} d t d \mu(x)
$$

For the term $I^{\prime \prime}$, we apply Caccioppoli's inequality, the doubling property of $\mu$ and the fact that $t \approx \ell(Q)$ in the domain of the integration to obtain

$$
\begin{aligned}
\boldsymbol{I}^{\prime \prime} & \approx \ell(Q) \int_{Q} \int_{\ell(Q)}^{2 \ell(Q)}|\nabla u(x, t)|^{2} d t d \mu(x) \\
& \lesssim \frac{1}{\ell(Q)} \int_{2 Q} \int_{\ell(Q) / 2}^{5 \ell(Q) / 2}|u(x, t)|^{2} d t d \mu(x) \lesssim \mu(Q)\|u\|_{\infty}^{2}
\end{aligned}
$$

For the term $\boldsymbol{I}^{\prime \prime \prime}$, the same reasoning shows that $\boldsymbol{I}^{\prime \prime \prime} \lesssim \mu(Q)\|u\|_{\infty}^{2}$. We now fix $\epsilon>0$, depending only on allowable constants, such that altogether

$$
I \lesssim \int_{Q} \int_{0}^{2 \ell(Q)}\left|\nabla \partial_{t} u(x, t)\right|^{2} t^{3} d t d \mu(x)+\mu(Q)\|u\|_{\infty}^{2}
$$

which is justified since $I<\infty$ by Caccioppoli's inequality and the support of $\Phi_{Q}$.
To complete the estimate, we let $\left\{W_{j}: j \in J\right\}$ denote a collection of Whitney boxes (from a Whitney decomposition of $\left.\mathbb{R}_{+}^{n+1}\right)$ such that $W_{j} \cap(Q \times(0,2 \ell(Q))) \neq \varnothing$ and $\sum_{j \in J} \mathbb{1}_{2 W_{j}}(x, t) \lesssim 1$. The coefficient matrix $A$ is $t$-independent, so $\partial_{t} u$ is also a solution of $\operatorname{div}(A \nabla u)=0$ in each set $W_{j}$; hence we may apply Caccioppoli's inequality in combination with the fact that $t \sim l\left(W_{j}\right)$ in $W_{j}$ to obtain

$$
\begin{aligned}
\int_{2 \delta \ell(Q)}^{\ell(Q)} \int_{Q}|t \nabla u(x, t)|^{2} d \mu(x) \frac{d t}{t} & \lesssim \sum_{j \in J} \iint_{W_{j}}\left|\nabla \partial_{t} u(x, t)\right|^{2} t^{3} d t d \mu(x)+\mu(Q)\|u\|_{\infty}^{2} \\
& \lesssim \sum_{j \in J} l\left(W_{j}\right) \iint_{2 W_{j}}\left|\partial_{t} u(x, t)\right|^{2} d t d \mu(x)+\mu(Q)\|u\|_{\infty}^{2} \\
& \lesssim \int_{0}^{4 \ell(Q)} \int_{4 Q}\left|t \partial_{t} u(x, t)\right|^{2} d \mu(x) \frac{d t}{t}+\mu(Q)\|u\|_{\infty}^{2}
\end{aligned}
$$

where the implicit constants do not depend on $\delta$. The final result is then obtained by applying Fatou's lemma to estimate the limit as $\delta$ approaches 0 .

The remainder of this section is dedicated to the proof of the crucial technical estimate, Theorem 4.10, that was used to prove Theorem 1.3. The proof adapts the change of variables from Section 3.2 of [Hofmann et al. 2015a] to the degenerate elliptic case. This is used to pull back solutions to certain sawtooth domains where the Carleson measure estimate can be verified by reducing matters to the vertical square function estimates in Theorem 2.12, which we recall were obtained from the solution of the Kato problem in [Cruz-Uribe and Rios 2015]. The following technical lemma, which reprises the notation $\mathcal{P}_{t}:=e^{-t^{2} \mathcal{L}_{\mu}}$ for $\mathcal{L}_{\mu}:=-\operatorname{div}_{\mu}((1 / \mu) \mathcal{A} \nabla)$ and $\mathcal{A} \in \mathcal{E}(n, \lambda, \Lambda, \mu)$ as in (2.6) and Lemma 3.6, will be used to justify these changes of variables.

Lemma 4.3. Let $n \geq 2$ and suppose that $\mathcal{A} \in \mathcal{E}(n, \lambda, \Lambda, \mu)$ for some constants $0<\lambda \leq \Lambda<\infty$ and an $A_{2}$-weight $\mu$ on $\mathbb{R}^{n}$. Let $Q \subset \mathbb{R}^{n}$ denote a cube and suppose that $f: 5 Q \rightarrow \mathbb{R}^{n}$ is a measurable function such that $(1 / \mu) \boldsymbol{f} \in L^{\infty}(5 Q)$. Let $\phi \in W_{0, \mu}^{1,2}(5 Q)$ and suppose that $\operatorname{div}(\mathcal{A} \nabla \phi)=\operatorname{div} \boldsymbol{f}$ in $5 Q$. If $\kappa_{0}>0$,
$0<\eta<\frac{1}{2}$ and $x_{0} \in Q$ satisfy $\Lambda(\eta, \phi, \mathcal{A})\left(x_{0}\right) \leq \kappa_{0}$, where

$$
\begin{equation*}
\Lambda(\eta, \phi, \mathcal{A}):=\eta^{-1} N_{*}^{\eta}\left(\partial_{t} \mathcal{P}_{\eta t} \phi\right)+N_{*}\left(\partial_{t} \mathcal{P}_{t} \phi\right)+\left[M_{\mu}\left(\left|\nabla_{x} \phi\right|^{2}\right)\right]^{1 / 2}+D_{*, \mu} \phi \tag{4.4}
\end{equation*}
$$

then

$$
\begin{equation*}
\left|\partial_{t} \mathcal{P}_{\eta t} \phi(x)\right| \leq \eta \kappa_{0} \quad \text { for all }(x, t) \in \Gamma_{\eta}\left(x_{0}\right) \tag{4.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|\left(I-\mathcal{P}_{\eta t}\right) \phi(x)\right| \lesssim \eta\left(\kappa_{0}+\left\|\frac{1}{\mu} f\right\|_{\infty}\right) t \quad \text { for all }(x, t) \in \Gamma_{\eta}\left(x_{0}\right) \cap(2 Q \times(0,4 \ell(Q))) \tag{4.6}
\end{equation*}
$$

where the implicit constant depends only on $n, \lambda, \Lambda$ and $[\mu]_{A_{2}}$.
Proof. Suppose that $\kappa_{0}>0,0<\eta<\frac{1}{2}$ and $x_{0} \in Q$ satisfy $\Lambda(\eta, \phi, \mathcal{A})\left(x_{0}\right) \leq \kappa_{0}$. It follows a fortiori that $\eta^{-1} N_{*}^{\eta}\left(\partial_{t} \mathcal{P}_{\eta t} \phi\right)\left(x_{0}\right) \leq \kappa_{0}$, so (4.5) holds for all $(x, t) \in \Gamma_{\eta}\left(x_{0}\right)$.

To prove (4.6), first note that the properties of the semigroup imply

$$
\begin{equation*}
\left|\left(I-\mathcal{P}_{\eta t}\right) \phi\left(x_{0}\right)\right|=\left|\int_{0}^{\eta t} \partial_{s} \mathcal{P}_{s} \phi\left(x_{0}\right) d s\right| \leq \eta t \kappa_{0} \tag{4.7}
\end{equation*}
$$

for all $t>0$, since $N_{*}\left(\partial_{s} \mathcal{P}_{s} \phi\right)\left(x_{0}\right) \leq \kappa_{0}$. Now let $(x, t) \in \Gamma_{\eta}\left(x_{0}\right) \cap(2 Q \times(0,4 \ell(Q)))$. We set $\phi_{x_{0}, \eta t}:=$ $f_{B\left(x_{0}, 2 \eta t\right)} \phi(y) d y$ and apply estimate (3.7) with $\alpha=2$ to obtain

$$
\begin{equation*}
\left|\mathcal{P}_{\eta t}\left(\phi-\phi_{x_{0}, \eta t}\right)(x)\right| \lesssim \eta t\left[M_{\mu}\left(\left|\nabla_{x} \phi\right|^{2}\right)\left(x_{0}\right)\right]^{1 / 2} \leq \eta t \kappa_{0} \tag{4.8}
\end{equation*}
$$

Next, since $\operatorname{div}\left(\mathcal{A} \nabla\left(\phi-\phi\left(x_{0}\right)\right)\right)=\operatorname{div}(\mathcal{A} \nabla \phi)=\operatorname{div} \boldsymbol{f}$ in $5 Q$, and since $0<\eta<\frac{1}{2}$ ensures that $B\left(x_{0}, 2 \eta t\right) \subseteq 5 Q$, we may apply the degenerate version of Moser's estimate for inhomogeneous equations in (2.20) to obtain

$$
\begin{align*}
\left|\phi(x)-\phi\left(x_{0}\right)\right| & \lesssim\left(f_{B\left(x_{0}, 2 \eta t\right)}\left|\phi(y)-\phi\left(x_{0}\right)\right|^{2} d \mu(y)\right)^{1 / 2}+\eta t\left\|\frac{1}{\mu} f\right\|_{\infty} \\
& \lesssim \eta t\left(D_{*, \mu} \phi\left(x_{0}\right)+\left\|\frac{1}{\mu} f\right\|_{\infty}\right) \\
& \lesssim \eta t\left(\kappa_{0}+\left\|\frac{1}{\mu} f\right\|_{\infty}\right) \tag{4.9}
\end{align*}
$$

Combining estimates (4.7), (4.8) and (4.9), we obtain

$$
\begin{aligned}
\left|\left(I-\mathcal{P}_{\eta t}\right) \phi(x)\right| & \leq\left|\phi(x)-\phi\left(x_{0}\right)\right|+\left|\left(I-\mathcal{P}_{\eta t}\right) \phi\left(x_{0}\right)\right|+\left|\mathcal{P}_{\eta t}\left(\phi-\phi_{x_{0}, \eta t}\right)\left(x_{0}\right)\right|+\left|\mathcal{P}_{\eta t}\left(\phi-\phi_{x_{0}, \eta t}\right)(x)\right| \\
& \lesssim \eta\left(\kappa_{0}+\left\|\frac{1}{\mu} f\right\|_{\infty}\right) t
\end{aligned}
$$

which proves (4.6), as the implicit constant depends only on $n, \lambda, \Lambda$ and $[\mu]_{A_{2}}$.
We now present the main technical result of this section. The proof is adapted from Section 3.2 of [Hofmann et al. 2015a], although some arguments have been simplified as detailed at the beginning of this section, and the additional justification required in the degenerate elliptic case has been emphasised.

The strategy of the original proof in [Hofmann et al. 2015a] was motivated in part by the fact that integration by parts is sufficient to establish the required estimate in the case when $A$ has a certain block
upper-triangular structure. A key idea in that paper was to account for the presence of lower-triangular coefficients $c$ (and upper-triangular coefficients) by decomposing them according to a $W_{0}^{1,2+\epsilon}$-Hodge decomposition. This was done locally on a given cube $Q$ and the idea has been adapted here. First, the $W_{0, \mu}^{1,2}$-Hodge decomposition $\boldsymbol{c} \mathbb{1}_{5 Q}=\mu \boldsymbol{h}-A_{\|}^{*} \nabla \varphi$ is introduced in (4.13), where $A_{\| l}$ is the $n \times n$ submatrix of $A$ shown in (4.12). After integrating by parts, the divergence-free component $\mu \boldsymbol{h}$ provides valuable cancellation, whilst the adapted gradient vector field $A_{\|}^{*} \nabla \varphi$ facilitates a reduction to the square function estimates in Theorem 2.12, which are implied by the solution to the Kato problem in [Cruz-Uribe and Rios 2015], for the boundary operator $L_{\|, \mu}^{*}:=-\operatorname{div}_{\mu}\left((1 / \mu) A_{\|}^{*} \nabla_{x}\right)$.

The latter estimates, however, require that $L_{\mathrm{ll}, \mu}^{*}$ acts on the range of $P_{t}^{*}:=e^{-t^{2} L_{\mathrm{ll}, \mu}^{*}}$ and this is arranged by initially making the Dahlberg-Kenig-Stein-type pull-back $t \mapsto t-\left(I-P_{\eta t}^{*}\right) \varphi(x)$ so that the lower-triangular coefficients become $\mu \boldsymbol{h}-A_{\|}^{*} \nabla_{x} P_{\eta t}^{*} \varphi$. This change of variables is justified by choosing $\eta>0$ small enough so that the pull-back is bi-Lipschitz in $t$. Once this is in place, a set $F$ is introduced that contains a "big piece" of $Q$ and on which the various maximal functions in Lemma 4.3 are bounded. The integration on $F \times(0, \ell(Q))$ is then performed by introducing a smooth test function $\Psi_{\delta}$ that equals 1 on $F \times(2 \delta \ell(Q), 2 \ell(Q))$ and is supported on a certain truncated sawtooth domain $\Omega_{\eta / 8, Q, \delta}$ over $F$, where $\delta>0$ is an arbitrary (small) parameter that provides for a smooth truncation in the $t$-direction near the boundary of $\mathbb{R}_{+}^{n+1}$. The main integration by parts is then performed in (4.32). The two principal terms $\boldsymbol{S}_{1}$ and $\boldsymbol{S}_{2}$ arise from the tangential and transversal integration by parts, respectively, where the former is taken with respect to the measure $\mu$ and thus requires additional justification from the uniformly elliptic case. These and numerous error terms are then shown to be appropriately under control.
Theorem 4.10. Let $n \geq 2$ and consider a cube $Q \subset \mathbb{R}^{n}$. If $A$ is a t-independent coefficient matrix that satisfies the degenerate bound and ellipticity in (1.1) for some constants $0<\lambda \leq \Lambda<\infty$ and an $A_{2}$-weight $\mu$ on $\mathbb{R}^{n}$, then for any solution $u \in L^{\infty}(4 Q \times(0,4 \ell(Q)))$ that solves $\operatorname{div}(A \nabla u)=0$ in $4 Q \times(0,4 \ell(Q))$, there exist constants $C, c_{0}>0$ and a measurable set $F \subset Q$ such that $\mu(F) \geq c_{0} \mu(Q)$ and

$$
\begin{equation*}
\frac{1}{\mu(Q)} \int_{0}^{\ell(Q)} \int_{F}|t \nabla u(x, t)|^{2} d \mu(x) \frac{d t}{t} \leq C\|u\|_{\infty}^{2} \tag{4.11}
\end{equation*}
$$

where $C$ and $c_{0}$ depend only on $n, \lambda, \Lambda$ and $[\mu]_{A_{2}}$.
Proof. We begin by expressing the matrix $A$ and its adjoint $A^{*}$ (which is just the transpose $A^{\mathrm{t}}$, since the matrix coefficients are real-valued) in the form

$$
A=\left[\begin{array}{l|l}
A_{\|} & \boldsymbol{b}  \tag{4.12}\\
\hline \boldsymbol{c}^{\mathrm{t}} & d
\end{array}\right], \quad A^{*}=\left[\begin{array}{l|l}
A_{\|}^{*} & \boldsymbol{c} \\
\hline \boldsymbol{b}^{\mathrm{t}} & d
\end{array}\right],
$$

where $A_{\|}$denotes the $n \times n$ submatrix of $A$ with entries $\left(A_{\| l}\right)_{i, j}:=A_{i, j}, \quad 1 \leq i, j \leq n$, whilst $\boldsymbol{b}:=$ $\left(A_{i, n+1}\right)_{1 \leq i \leq n}$ is a column vector, $c^{\mathrm{t}}:=\left(A_{n+1, j}\right)_{1 \leq j \leq n}$ is a row vector and $d:=A_{n+1, n+1}$ is a scalar.

Now consider a cube $Q \subset \mathbb{R}^{n}$. The aim is to construct a set $F \subset Q$ with the required properties. To this end, we apply the Hodge decomposition from (2.10) to the space $L_{\mu}^{2}\left(5 Q, \mathbb{R}^{n}\right)$ in order to write

$$
\begin{equation*}
\frac{1}{\mu} \boldsymbol{c} \mathbb{1}_{5 Q}=-\frac{1}{\mu} A_{\|}^{*} \nabla \varphi+\boldsymbol{h}, \quad \frac{1}{\mu} \boldsymbol{b} \mathbb{1}_{5 Q}=-\frac{1}{\mu} A_{\|} \nabla \tilde{\varphi}+\tilde{\boldsymbol{h}}, \tag{4.13}
\end{equation*}
$$

where $\varphi, \tilde{\varphi} \in W_{\mu, 0}^{1,2}(5 Q)$ and $\boldsymbol{h}, \tilde{\boldsymbol{h}} \in L_{\mu}^{2}\left(5 Q, \mathbb{R}^{n}\right)$ are such that $\operatorname{div}_{\mu} \boldsymbol{h}=\operatorname{div}_{\mu} \tilde{\boldsymbol{h}}=0$ and

$$
\begin{align*}
& f_{5 Q}\left(|\nabla \varphi(x)|^{2}+|\boldsymbol{h}(x)|^{2}\right) d \mu(x) \lesssim f_{5 Q}\left|\frac{\boldsymbol{c}(x)}{\mu}\right|^{2} d \mu(x) \lesssim 1  \tag{4.14}\\
& f_{5 Q}\left(|\nabla \tilde{\varphi}(x)|^{2}+|\tilde{\boldsymbol{h}}(x)|^{2}\right) d \mu(x) \lesssim f_{5 Q}\left|\frac{\boldsymbol{b}(x)}{\mu}\right|^{2} d \mu(x) \lesssim 1 \tag{4.15}
\end{align*}
$$

We extend each of $\varphi, \tilde{\varphi}, \boldsymbol{h}, \tilde{\boldsymbol{h}}$ to functions on $\mathbb{R}^{n}$ by setting them equal to 0 on $\mathbb{R}^{n} \backslash 5 Q$.
In Sections 2 and 3, we investigated the operators $\mathcal{L}_{\mu}:=-\operatorname{div}_{\mu}((1 / \mu) \mathcal{A} \nabla)$ and $\mathcal{P}_{t}:=e^{-t^{2} \mathcal{L}_{\mu}}$ for arbitrary coefficient matrices $\mathcal{A}$ in $\mathcal{E}(n, \lambda, \Lambda, \mu)$. We now set

$$
\begin{align*}
L_{\|, \mu} & :=-\operatorname{div}_{\mu}\left(\frac{1}{\mu} A_{\|} \nabla_{x}\right), \tag{4.16}
\end{align*} \quad P_{t}:=e^{-t^{2} L_{\|, \mu}}, ~=\operatorname{div}_{\mu}\left(\frac{1}{\mu} A_{\|}^{*} \nabla_{x}\right), \quad P_{t}^{*}:=e^{-t^{2} L_{\|, \mu}^{*}}
$$

in order to apply those results in the cases $\mathcal{A}=A_{\|}$and $\mathcal{A}=A_{\|}^{*}$.
We now introduce two constants $\kappa_{0}, \eta>0$, which will be fixed shortly, and recall the function $\Lambda(\eta, \phi, \mathcal{A})$ from (4.4) to define the set $F \subset Q$ by

$$
\begin{equation*}
F:=\left\{x \in Q: \Lambda\left(\eta, \varphi, A_{\|}^{*}\right)(x)+\Lambda\left(\eta, \tilde{\varphi}, A_{\|}\right)(x)+\tilde{N}_{*, \mu}^{\eta}\left(\nabla_{x} P_{\eta t}^{*} \varphi\right)(x)+\tilde{N}_{*, \mu}^{\eta}\left(\nabla_{x} P_{\eta t} \tilde{\varphi}\right)(x) \leq \kappa_{0}\right\} \tag{4.17}
\end{equation*}
$$

Applying the weak-type bounds in (3.1), (3.3), (3.13) and (3.14) followed by the estimates from the Hodge decomposition in (4.14) and (4.15), we obtain

$$
\mu(Q \backslash F) \lesssim \kappa_{0}^{-2}\left(\|\nabla \varphi\|_{L_{\mu}^{2}\left(\mathbb{R}^{n}, \mathbb{R}^{n}\right)}^{2}+\|\nabla \tilde{\varphi}\|_{L_{\mu}^{2}\left(\mathbb{R}^{n}, \mathbb{R}^{n}\right)}^{2}\right) \lesssim \kappa_{0}^{-2} \mu(Q)
$$

where the implicit constants depend only on $n, \lambda, \Lambda$ and $[\mu]_{A_{2}}$. This allows us to now fix $\kappa_{0}>1$ and some constant $c_{0}>0$ such that $\mu(F) \geq c_{0} \mu(Q)$, where both $\kappa_{0}$ and $c_{0}$ depend only on the allowed constants, and thus are independent of $\eta$.

We now fix the value of $\eta$ as follows. First, for $0 \leq \alpha \leq 4$ and $\beta>0$, let

$$
\Omega_{\beta}:=\bigcup_{x \in F} \Gamma_{\beta}(x), \quad \Omega_{\beta, Q, \alpha}:=\Omega_{\beta} \cap(2 Q \times(\alpha \ell(Q), 4 \ell(Q))) \quad \text { and } \quad \Omega_{\beta, Q}:=\Omega_{\beta, Q, 0}
$$

denote the sawtooth domains in $\mathbb{R}_{+}^{n+1}$ spanned by cones centred on $F$ of aperture $\beta$. Next, note that the properties of the Hodge decomposition in (4.13) imply $-\operatorname{div}\left(A_{\|}^{*} \nabla \varphi\right)=\operatorname{div}\left(c \mathbb{1}_{5 Q}\right)$ and $-\operatorname{div}\left(A_{\|} \nabla \tilde{\varphi}\right)=$ $\operatorname{div}\left(\boldsymbol{b} \mathbb{1}_{5 Q}\right)$ in $5 Q$. Therefore, we now fix $0<\eta<\frac{1}{2}$ in accordance with (4.5) and (4.6) such that

$$
\begin{equation*}
\max \left\{\left|\partial_{t} P_{\eta t}^{*} \varphi(x)\right|,\left|\partial_{t} P_{\eta t} \tilde{\varphi}(x)\right|\right\} \leq \eta \kappa_{0}<\frac{1}{8} \quad \text { for all }(x, t) \in \Omega_{\eta} \tag{4.18}
\end{equation*}
$$

and

$$
\max \left\{\left|\left(I-P_{\eta t}^{*}\right) \varphi(x)\right|,\left|\left(I-P_{\eta t}\right) \tilde{\varphi}(x)\right|\right\}
$$

$$
\begin{equation*}
\lesssim \eta\left(\kappa_{0}+\max \left\{\left\|\frac{1}{\mu} \boldsymbol{c}\right\|_{\infty},\left\|\frac{1}{\mu} \boldsymbol{b}\right\|_{\infty}\right\}\right) t \lesssim \eta \kappa_{0} t<\frac{1}{8} t \quad \text { for all }(x, t) \in \Omega_{\eta, Q} \tag{4.19}
\end{equation*}
$$

where $\eta$ and the implicit constants depend only on $n, \lambda, \Lambda$ and $[\mu]_{A_{2}}$.

It remains to prove (4.11). We will achieve this by changing variables in the transversal direction using the mapping $t \mapsto \tau(x, t)$, with $x \in \mathbb{R}^{n}$ fixed, defined by

$$
\tau(x, t):=t-\left(I-P_{\eta t}^{*}\right) \varphi(x)
$$

and having Jacobian denoted by

$$
\begin{equation*}
J(x, t):=\partial_{t} \tau(x, t)=1+\partial_{t} P_{\eta t}^{*} \varphi(x) \tag{4.20}
\end{equation*}
$$

In order to justify such changes of variables, we note from (4.18) and (4.19) that

$$
\begin{equation*}
\frac{7}{8} t<\tau(x, t)<\frac{9}{8} t \quad \text { and } \quad \frac{7}{8}<J(x, t)<\frac{9}{8} \quad \text { for all }(x, t) \in \Omega_{\eta, Q} \tag{4.21}
\end{equation*}
$$

In particular, for each $x \in F$ and $0 \leq \alpha \leq \frac{1}{8}$, this implies that the mapping $t \mapsto \tau(x, t)$ is bi-Lipschitz in $t$ on $(2 \alpha \ell(Q), 2 \ell(Q))$ with range

$$
\begin{equation*}
(4 \alpha \ell(Q), \ell(Q)) \subseteq \tau(x, \cdot)((2 \alpha \ell(Q), 2 \ell(Q))) \subseteq(\alpha \ell(Q), 4 \ell(Q)) \tag{4.22}
\end{equation*}
$$

Moreover, for each $0<\beta \leq \eta$, the mapping $(x, t) \mapsto \rho(x, t)$ defined by

$$
\rho(x, t):=(x, \tau(x, t))=\left(x, t+P_{\eta t}^{*} \varphi(x)-\varphi(x)\right)
$$

is bi-Lipschitz in $t$ on $\Omega_{\beta, Q}$ with range

$$
\begin{equation*}
\Omega_{8 \beta / 9, Q} \subseteq \rho\left(\Omega_{\beta, Q}\right) \subseteq \Omega_{8 \beta / 7, Q} \tag{4.23}
\end{equation*}
$$

Now consider a bounded solution $u$ satisfying $\operatorname{div}(A \nabla u)=0$ in $4 Q \times(0,4 \ell(Q))$. The pull-back $u_{1}:=u \circ \rho$ is in $L^{\infty}\left(\Omega_{\eta, Q}\right)$ and $\operatorname{div}\left(A_{1} \nabla u_{1}\right)=0$ in $\Omega_{\eta, Q}$, where

$$
A_{1}:=\left[\begin{array}{c|c}
J A_{\|} & \boldsymbol{b}+A_{\|} \nabla_{x} \varphi-A_{\|} \nabla_{x} P_{\eta t}^{*} \varphi \\
\hline\left(\mu \boldsymbol{h}-A_{\|}^{*} \nabla_{x} P_{\eta t}^{*} \varphi\right)^{\mathrm{t}} & \langle A \boldsymbol{p}, \boldsymbol{p}\rangle / J
\end{array}\right]
$$

and

$$
\boldsymbol{p}(x, t):=\left[\begin{array}{c}
\nabla_{x} \tau(x, t)  \tag{4.24}\\
-1
\end{array}\right]=\left[\begin{array}{c}
\nabla_{x} P_{\eta t}^{*} \varphi(x)-\nabla_{x} \varphi(x) \\
-1
\end{array}\right] .
$$

Our statement that $\operatorname{div}\left(A_{1} \nabla u_{1}\right)=0$ in $\Omega_{\eta, Q}$ does not mean that $A_{1}$ satisfies (1.1), only that $u_{1} \in$ $W_{\mu, \text { loc }}^{1,2}\left(\Omega_{\eta, Q}\right)$ and that $\int_{\mathbb{R}_{+}^{n+1}}\left\langle A_{1} \nabla u_{1}, \nabla \Phi\right\rangle=0$ for all $\Phi \in C_{c}^{\infty}\left(\Omega_{\eta, Q}\right)$. To prove this, we combine the pointwise identity

$$
\begin{equation*}
\langle A((\nabla u) \circ \rho),(\nabla v) \circ \rho\rangle J=\left\langle A_{1} \nabla(u \circ \rho), \nabla(v \circ \rho)\right\rangle \quad \text { for all } v \in W_{0, \mu}^{1,2}\left(\rho\left(\Omega_{\eta, Q}\right)\right) \tag{4.25}
\end{equation*}
$$

with the change of variables $(x, t) \mapsto \rho(x, t)$ on $\Omega_{\eta, Q}$, which is justified because $\rho$ is bi-Lipschitz in $t$ on $\Omega_{\eta, Q}$ with range $\rho\left(\Omega_{\eta, Q}\right) \subset 4 Q \times(0,4 \ell(Q))$ by (4.23). Also, we note for later use that $\left\|\mathbb{1}_{\Omega_{\eta, Q}} u_{1}\right\|_{\infty} \leq\|u\|_{\infty}$ and, using (4.21), that

$$
\left|\nabla u_{1}\right| \lesssim\left|\left[\begin{array}{c}
\nabla_{x} u_{1}-\left(\nabla_{x} \tau\right)\left(\partial_{t} u_{1}\right) / J  \tag{4.26}\\
\left(\partial_{t} u_{1}\right) / J
\end{array}\right]\right|+\left|\nabla_{x} \tau\right|\left|\partial_{t} u_{1}\right|=|(\nabla u) \circ \rho|+\left|\nabla_{x} \tau\right|\left|\partial_{t} u_{1}\right|
$$

on $\Omega_{\eta, Q}$.

Next, in order to work with the pull-back solution $u_{1}$, we consider an arbitrary constant $0<\delta \leq \frac{1}{8}$ and define a smooth cut-off function $\Psi_{\delta}$ adapted to $\Omega_{\eta, Q}$ as follows. Let $\delta_{F}(x):=\operatorname{dist}(x, F)$, fix a $C^{\infty}$-function $\Phi: \mathbb{R} \rightarrow[0,1]$ satisfying $\Phi(t)=1$ when $t<\frac{1}{16}$ and $\Phi(t)=0$ when $t \geq \frac{1}{8}$, and then define

$$
\Psi_{\delta}(x, t):=\Phi\left(\frac{\delta_{F}(x)}{\eta t}\right) \Phi\left(\frac{t}{32 \ell(Q)}\right)\left(1-\Phi\left(\frac{t}{16 \delta \ell(Q)}\right)\right) \quad \text { for all }(x, t) \in \mathbb{R}_{+}^{n+1}
$$

This function is designed so that $\Psi_{\delta} \equiv 1$ on $F \times(2 \delta \ell(Q), 2 \ell(Q))$, and since $\eta<\frac{1}{2}$, we have supp $\Psi_{\delta} \subseteq$ $\Omega_{\eta / 8, Q, \delta}$ and

$$
\begin{equation*}
\left|\nabla_{x, t} \Psi_{\delta}(x, t)\right| \lesssim \frac{\mathbb{1}_{E_{1}}(x, t)}{t}+\frac{\mathbb{1}_{E_{2}}(x, t)}{\ell(Q)}+\frac{\mathbb{1}_{E_{3}}(x, t)}{\delta \ell(Q)} \quad \text { for all }(x, t) \in \Omega_{\eta / 8, Q, \delta}, \tag{4.27}
\end{equation*}
$$

where

$$
\begin{aligned}
& E_{1}:=\left\{(x, t) \in 2 Q \times(0,4 \ell(Q)): \frac{1}{16} \eta t \leq \delta_{F}(x) \leq \frac{1}{8} \eta t\right\}, \\
& E_{2}:=2 Q \times(2 \ell(Q), 4 \ell(Q)) \\
& E_{3}:=2 Q \times(\delta \ell(Q), 2 \delta \ell(Q))
\end{aligned}
$$

In contrast to Section 3.2 in [Hofmann et al. 2015a], the cut-off function $\Psi_{\delta}$ introduced here incorporates an additional truncation in the $t$-direction at the boundary. This is done to simplify subsequent integration-by-parts arguments, since it ensures that $\Psi_{\delta}$ vanishes on the boundary of $\mathbb{R}_{+}^{n+1}$. For later purposes, it is also convenient to isolate the following general fact here.

Remark 4.28. For each $k \in \mathbb{Z}$, let $\mathbb{D}_{k}^{\eta}$ denote the grid of dyadic cubes $Q^{\prime} \subset \mathbb{R}^{n}$ such that

$$
\frac{1}{64} \eta 2^{-k} \leq \operatorname{diam} Q^{\prime}<\frac{1}{32} \eta 2^{-k}
$$

If $C_{0}>0$ and $\left(v_{t}\right)_{t>0}$ is a collection of nonnegative measurable functions such that

$$
\sup _{t \in\left[2^{-k}, 2^{-k+1}\right]} f_{Q^{\prime}} v_{t}(x) d \mu(x) \leq C_{0} \quad \text { for all } k \in \mathbb{Z}, \text { for all } Q^{\prime} \in \mathbb{D}_{k}^{\eta}
$$

then

$$
\begin{equation*}
\iint_{\mathbb{R}_{+}^{n+1}}\left(\frac{\mathbb{1}_{E_{1}}(x, t)}{t}+\frac{\mathbb{1}_{E_{2}}(x, t)}{\ell(Q)}+\frac{\mathbb{1}_{E_{3}}(x, t)}{\delta \ell(Q)}\right) v_{t}(x) d \mu(x) d t \lesssim C_{0} \mu(Q) \tag{4.29}
\end{equation*}
$$

where the implicit constant depends only on $n, \lambda, \Lambda$ and $[\mu]_{A_{2}}$. To see this, first observe that since $\delta_{F}$ is a Lipschitz mapping with constant 1 , we have

$$
\begin{aligned}
& Q^{(1)} \times\left[2^{-k}, 2^{-k+1}\right] \subseteq \widetilde{E}_{1}:=\left\{(x, t) \in 4 Q \times(0,4 \ell(Q)): \frac{\eta t}{C} \leq \delta_{F}(x) \leq C \eta t\right\} \\
& Q^{(2)} \times\left[2^{-k}, 2^{-k+1}\right] \subseteq 4 Q \times(\ell(Q), 8 \ell(Q)) \\
& Q^{(3)} \times\left[2^{-k}, 2^{-k+1}\right] \subseteq 4 Q \times\left(\frac{1}{2} \delta \ell(Q), 4 \delta \ell(Q)\right)
\end{aligned}
$$

whenever $E_{i} \cap\left(Q^{(i)} \times\left[2^{-k}, 2^{-k+1}\right]\right) \neq \varnothing$ and $i \in\{1,2,3\}$. The estimate in (4.27) and the doubling property of $\mu$ then imply that the left side of (4.29) is bounded by

$$
\begin{aligned}
C_{0}\left(\sum_{k \in \mathbb{Z}} \sum_{Q^{\prime} \in \mathbb{D}_{k}^{n}} \int_{2^{-k}}^{2^{-k+1}} \int_{Q^{\prime}} \mathbb{1}_{\tilde{E}_{1}} d \mu \frac{d t}{t}+C\right. & \left.f_{\ell(Q)}^{8 \ell(Q)} \mu(Q) d t+C f_{\frac{1}{2} \delta \ell(Q)}^{4 \delta \ell(Q)} \mu(Q) d t\right) \\
& \lesssim C_{0}\left(\int_{4 Q} \int_{(1 /(C \eta)) \delta_{F}(x)}^{(C / \eta) \delta_{F}(x)} \frac{d t}{t} d \mu(x)+\mu(Q)\right) \lesssim C_{0} \mu(Q)
\end{aligned}
$$

as required.
We now proceed to prove (4.11). First, note that it suffices to show that

$$
\begin{equation*}
\sup _{0<\delta \leq 1 / 8} \int_{4 \delta \ell(Q)}^{\ell(Q)} \int_{F}|t \nabla u(x, t)|^{2} d \mu(x) \frac{d t}{t} \lesssim\|u\|_{\infty}^{2} \mu(Q) \tag{4.30}
\end{equation*}
$$

since we may then obtain (4.11) by using Fatou's lemma to pass to the limit as $\delta$ approaches 0 . To this end, we use (4.22), followed by the bi-Lipschitz-in- $t$ change of variables $t \mapsto \tau(x, t)$ on $(\delta \ell(Q), 2 \ell(Q))$ for each $x \in F$, estimate (4.21) and identity (4.25) to obtain

$$
\begin{aligned}
\int_{4 \delta \ell(Q)}^{\ell(Q)} \int_{F}|t \nabla u(x, t)|^{2} d \mu(x) \frac{d t}{t} & \lesssim \int_{F} \int_{4 \delta \ell(Q)}^{\ell(Q)}\langle A \nabla u, \nabla u\rangle t d t d x \\
& \lesssim \int_{F} \int_{2 \delta \ell(Q)}^{2 \ell(Q)}\left\langle A_{1} \nabla u_{1}, \nabla u_{1}\right\rangle t d t d x \\
& \leq \iint_{\mathbb{R}_{+}^{n+1}}\left\langle A_{1} \nabla u_{1}, \nabla u_{1}\right\rangle \Psi_{\delta}^{2} t d x d t
\end{aligned}
$$

Thus, in order to prove (4.30) and ultimately (4.11), it suffices to show that

$$
\begin{equation*}
\iint_{\mathbb{R}_{+}^{n+1}}\left\langle A_{1} \nabla u_{1}, \nabla u_{1}\right\rangle \Psi_{\delta}^{2} t d x d t \lesssim\|u\|_{\infty}^{2} \mu(Q) \quad \text { for all } 0<\delta \leq \frac{1}{8} \tag{4.31}
\end{equation*}
$$

where the implicit constant depends only on $n, \lambda, \Lambda$ and $[\mu]_{A_{2}}$.
Next, we recall that $\operatorname{div}\left(A_{1} \nabla u_{1}\right)=0$ in $\Omega_{\eta, Q}$, noting that $u_{1} \Psi_{\delta}^{2} t \in W_{0, \mu}^{1,2}\left(\Omega_{\eta, Q}\right)$, and then integrate by parts to obtain

$$
\begin{aligned}
& \iint_{\mathbb{R}_{+}^{n+1}}\left\langle A_{1} \nabla u_{1}, \nabla u_{1}\right\rangle \Psi_{\delta}^{2} t d x d t \\
& =-\frac{1}{2} \iint_{\mathbb{R}_{+}^{n+1}}\left\langle A_{1} \nabla\left(u_{1}^{2}\right), \nabla\left(\Psi_{\delta}^{2} t\right)\right\rangle d x d t \\
& =-\frac{1}{2} \iint_{\mathbb{R}_{+}^{n+1}}\left\langle\nabla\left(u_{1}^{2}\right), \frac{1}{\mu} A_{1}^{*} e_{n+1}\right\rangle \Psi_{\delta}^{2} d \mu d t-\frac{1}{2} \iint_{\mathbb{R}_{+}^{n+1}}\left\langle A_{1} \nabla\left(u_{1}^{2}\right), \nabla\left(\Psi_{\delta}^{2}\right)\right\rangle t d x d t \\
& =\frac{1}{2} \iint_{\mathbb{R}_{+}^{n+1}} u_{1}^{2}\left(L_{\mathrm{ll}, \mu}^{*} P_{\eta t}^{*} \varphi\right) \Psi_{\delta}^{2} d \mu d t+\frac{1}{2} \iint_{\mathbb{R}_{+}^{n+1}} u_{1}^{2} \partial_{t}\left(\frac{\langle A \boldsymbol{p}, \boldsymbol{p}\rangle}{J}\right) \Psi_{\delta}^{2} d x d t \\
& \quad-\frac{1}{2} \iint_{\mathbb{R}_{+}^{n+1}}\left\langle A_{1} \nabla\left(u_{1}^{2}\right), \nabla\left(\Psi_{\delta}^{2}\right)\right\rangle t d x d t+\frac{1}{2} \iint_{\mathbb{R}_{+}^{n+1}} u_{1}^{2}\left\langle e_{n+1}, A_{1} \nabla\left(\Psi_{\delta}^{2}\right)\right\rangle d x d t
\end{aligned}
$$

$$
\begin{equation*}
=: S_{1}+S_{2}+E_{1}+E_{2} \tag{4.32}
\end{equation*}
$$

where $e_{n+1}:=(0, \ldots, 0,1)$ denotes the unit vector in the $t$-direction. In particular, note that the tangential integration by parts

$$
\int_{\mathbb{R}^{n}}\left\langle\nabla_{x}\left(u_{1}^{2}\right), \boldsymbol{h}-\frac{1}{\mu} A_{\|}^{*} \nabla_{x} P_{\eta t}^{*} \varphi\right\rangle \Psi_{\delta}^{2} d \mu=\int_{\mathbb{R}^{n}} u_{1}^{2} \operatorname{div}_{\mu}\left[\left(\boldsymbol{h}-\frac{1}{\mu} A_{\|}^{*} \nabla_{x} P_{\eta t}^{*} \varphi\right) \Psi_{\delta}^{2}\right] d \mu
$$

with respect to the measure $\mu$, is justified by the definition of the operator $\operatorname{div}_{\mu}$, since $P_{\eta t}^{*} \varphi \in \operatorname{Dom}\left(L_{l l, \mu}^{*}\right)$ and $\operatorname{div}_{\mu} \boldsymbol{h}=0$ imply $\left(\boldsymbol{h}-(1 / \mu) A_{\|}^{*} \nabla_{x} P_{\eta t}^{*} \varphi\right) \Psi_{\delta}^{2} \in \operatorname{Dom}\left(\operatorname{div}_{\mu}\right)(\operatorname{recall}(2.8)$, (2.9) and (4.16)). Meanwhile, the transversal integration by parts

$$
\int_{0}^{\infty} \partial_{t}\left(u_{1}^{2}\right)\left(\frac{\langle A \boldsymbol{p}, \boldsymbol{p}\rangle}{J}\right) \Psi_{\delta}^{2} d t=-\int_{0}^{\infty} u_{1}^{2} \partial_{t}\left[\left(\frac{\langle A \boldsymbol{p}, \boldsymbol{p}\rangle}{J}\right) \Psi_{\delta}^{2}\right] d t
$$

is justified because $\Psi_{\delta}$ vanishes on the boundary of $\mathbb{R}_{+}^{n+1}$.
We proceed to prove that, for all $\sigma \in(0,1)$, each term in (4.32) is controlled by

$$
\begin{equation*}
\boldsymbol{S}_{1}+\boldsymbol{S}_{2}+\boldsymbol{E}_{1}+\boldsymbol{E}_{2} \lesssim \sigma \iint_{\mathbb{R}_{+}^{n+1}}\left\langle A_{1} \nabla u_{1}, \nabla u_{1}\right\rangle \Psi_{\delta}^{2} t d x d t+\sigma^{-1}\|u\|_{\infty}^{2} \mu(Q) \tag{4.33}
\end{equation*}
$$

where the implicit constant depends only on $n, \lambda, \Lambda$ and $[\mu]_{A_{2}}$. Estimate (4.31) will then follow by fixing a sufficiently small $\sigma \in(0,1)$, depending only on allowed constants, to move the integral in (4.33) to the left side of (4.32). This is justified because the integral in (4.33) is finite by Caccioppoli's inequality and the fact that $\Psi_{\delta}$ vanishes in a neighbourhood of the boundary of $\mathbb{R}_{+}^{n+1}\left(\operatorname{supp} \Psi_{\delta} \subseteq \Omega_{\eta / 8, Q, \delta}\right)$.

We now prove (4.33) in three steps to complete the proof.
Step 1: estimates for the error terms $\boldsymbol{E}_{1}$ and $\boldsymbol{E}_{2}$ in (4.32).
We first apply Cauchy's inequality with $\sigma$ to write

$$
\begin{aligned}
\boldsymbol{E}_{1} & \leq\left|\frac{1}{2} \iint_{\mathbb{R}_{+}^{n+1}}\left\langle A_{1} \nabla\left(u_{1}^{2}\right), \nabla\left(\Psi_{\delta}^{2}\right)\right\rangle t d x d t\right| \\
& =2\left|\iint_{\mathbb{R}_{+}^{n+1}}\left\langle A_{1} \nabla u_{1}, \nabla \Psi_{\delta}\right\rangle u_{1} \Psi_{\delta} t d x d t\right| \\
& \lesssim \sigma \iint_{\mathbb{R}_{+}^{n+1}}\left\langle A_{1} \nabla u_{1}, \nabla u_{1}\right\rangle \Psi_{\delta}^{2} t d x d t+\sigma^{-1} \iint_{\mathbb{R}_{+}^{n+1}} u_{1}^{2}\left\langle A_{1} \nabla \Psi_{\delta}, \nabla \Psi_{\delta}\right\rangle t d x d t \\
& =: \sigma \iint_{\mathbb{R}_{+}^{n+1}}\left\langle A_{1} \nabla u_{1}, \nabla u_{1}\right\rangle \Psi_{\delta}^{2} t d x d t+\sigma^{-1} \boldsymbol{E}_{1}^{\prime} .
\end{aligned}
$$

We then use $\mu \boldsymbol{h}=\boldsymbol{c} \mathbb{1}_{5 Q}+A_{\|}^{*} \nabla \varphi$ from (4.13), the degenerate bound in (1.1) for $A$, the bound $\left\|\mathbb{1}_{\Omega_{\eta, Q}} u_{1}\right\|_{\infty} \lesssim\|u\|_{\infty}$ and the estimate for $\nabla \Psi_{\delta}$ from (4.27) to obtain

$$
\boldsymbol{E}_{1}^{\prime}+\boldsymbol{E}_{2} \lesssim\|u\|_{\infty}^{2} \iint_{\Omega_{\eta / 8, Q}}\left(\frac{\mathbb{1}_{E_{1}}}{t}+\frac{\mathbb{1}_{E_{2}}}{\ell(Q)}+\frac{\mathbb{1}_{E_{3}}}{\delta \ell(Q)}\right)\left(1+\left|\nabla_{x}\left(I-P_{\eta t}^{*}\right) \varphi\right|^{2}\right) d \mu d t
$$

where (4.27) ensures that $\left|\nabla\left(\Psi_{\delta}^{2}\right)\right|$ and $\left|\nabla \Psi_{\delta}\right|^{2} t$ can be controlled in the same manner. In order to apply Remark 4.28 with $v_{t}=\mathbb{1}_{\Omega_{\eta / 8, Q}}\left(1+\left|\nabla_{x}\left(I-P_{\eta t}^{*}\right) \varphi\right|^{2}\right)$, we observe that if $k \in \mathbb{Z}, Q^{\prime} \in \mathbb{D}_{k}^{\eta}$ and $\Omega_{\eta / 8, Q, \delta} \cap\left(Q^{\prime} \times\left[2^{-k}, 2^{-k+1}\right]\right) \neq \varnothing$, then there exists $x_{0} \in F$ such that $Q^{\prime} \subseteq \Delta\left(x_{0}, \eta 2^{-k}\right) \subseteq C Q^{\prime}$, where $\Delta$ is used to denote balls in $\mathbb{R}^{n}$; hence

$$
\begin{equation*}
Q^{\prime} \times\left[2^{-k}, 2^{-k+1}\right] \subseteq \Omega_{\eta, 2 Q, \delta / 4} \tag{4.34}
\end{equation*}
$$

and the doubling property of $\mu$ implies

$$
\begin{align*}
f_{Q^{\prime}}\left|\nabla_{x}\left(I-P_{\eta t}^{*}\right) \varphi\right|^{2} d \mu & \lesssim f_{\Delta\left(x_{0}, \eta t\right)}\left|\nabla_{x} P_{\eta t}^{*} \varphi\right|^{2} d \mu+f_{\Delta\left(x_{0}, \eta 2^{-k}\right)}\left|\nabla_{x} \varphi\right|^{2} d \mu \\
& \lesssim\left[\tilde{N}_{*, \mu}^{\eta}\left(\nabla_{x} P_{\eta t}^{*} \varphi\right)\left(x_{0}\right)\right]^{2}+M_{\mu}\left(\left|\nabla_{x} \varphi\right|^{2}\right)\left(x_{0}\right) \\
& \lesssim \kappa_{0}^{2} \lesssim 1 \quad \text { for all } t \in\left[2^{-k}, 2^{-k+1}\right] \tag{4.35}
\end{align*}
$$

where in the last line we used the definition of the set $F$ in (4.17) and the weighted maximal operators $\tilde{N}_{*, \mu}$ and $M_{\mu}$ from Section 3. It thus follows from (4.29) that $\boldsymbol{E}_{1}^{\prime}+\boldsymbol{E}_{2} \lesssim\|u\|_{\infty}^{2} \mu(Q)$, so altogether we have

$$
\begin{equation*}
\boldsymbol{E}_{1}+\boldsymbol{E}_{2} \lesssim \sigma \iint_{\mathbb{R}_{+}^{n+1}}\left\langle A_{1} \nabla u_{1}, \nabla u_{1}\right\rangle \Psi_{\delta}^{2} t d x d t+\sigma^{-1}\|u\|_{\infty}^{2} \mu(Q) \quad \text { for all } \sigma \in(0,1) \tag{4.36}
\end{equation*}
$$

Step 2: estimates for the term $\boldsymbol{S}_{1}$ in (4.32).
We note that $\partial_{t} P_{\eta t}^{*}=-2 \eta^{2} t L_{\|, \mu}^{*} P_{\eta t}^{*}$ on $L_{\mu}^{2}\left(\mathbb{R}^{n}\right)$ and integrate by parts in $t$ to write

$$
\begin{aligned}
S_{1}= & \frac{1}{2} \iint_{\mathbb{R}_{+}^{n+1}} u_{1}^{2}\left(L_{\|, \mu}^{*} P_{\eta t}^{*} \varphi\right) \Psi_{\delta}^{2} d \mu d t \\
= & -\frac{1}{2} \iint_{\mathbb{R}_{+}^{n+1}} u_{1}^{2} \partial_{t}\left(L_{\|, \mu}^{*} P_{\eta t}^{*} \varphi\right) \Psi_{\delta}^{2} t d \mu d t \\
& \quad+\frac{1}{2 \eta^{2}} \iint_{\mathbb{R}_{+}^{n+1}}\left(u_{1} \partial_{t} u_{1}\right)\left(\partial_{t} P_{\eta t}^{*} \varphi\right) \Psi_{\delta}^{2} d \mu d t+\frac{1}{2 \eta^{2}} \iint_{\mathbb{R}_{+}^{n+1}} u_{1}^{2}\left(\partial_{t} P_{\eta t}^{*} \varphi\right) \Psi_{\delta} \partial_{t} \Psi_{\delta} d \mu d t \\
& =: S_{1}^{\prime}+S_{1}^{\prime \prime}+\boldsymbol{S}_{1}^{\prime \prime \prime}
\end{aligned}
$$

where there is no boundary term because $\Psi_{\delta}$ vanishes on the boundary of $\mathbb{R}_{+}^{n+1}$.
To estimate $S_{1}^{\prime \prime \prime}$, we use the definition of the set $F$ in (4.17), the estimate for $\left|\nabla \Psi_{\delta}\right|$ from (4.27), and Remark 4.28 in the case $v_{t} \equiv 1$, to obtain

$$
\begin{aligned}
S_{1}^{\prime \prime \prime} & \lesssim\|u\|_{\infty}^{2} \iint_{\Omega_{\eta / 8, Q}} N_{*}^{\eta}\left(\partial_{t} P_{\eta t}^{*} \varphi\right)\left|\partial_{t} \Psi_{\delta}\right| d \mu d t \\
& \lesssim \eta \kappa_{0}\|u\|_{\infty}^{2} \mu(Q) \lesssim\|u\|_{\infty}^{2} \mu(Q)
\end{aligned}
$$

To estimate $S_{1}^{\prime}$, we observe that $\partial_{t}\left(L_{\| l, \mu}^{*} P_{\eta t}^{*} \varphi\right)=L_{\text {II, } \mu}^{*}\left(\partial_{t} P_{\eta t}^{*} \varphi\right)$, since $\varphi \in W_{\mu, 0}^{1,2}\left(\mathbb{R}^{n}\right)$ and $\partial_{t} P_{\eta t}^{*}=$ $-2 \eta^{2} t P_{\eta t}^{*} L_{\|, \mu}^{*}$ on the dense subset $\operatorname{Dom}\left(L_{\|, \mu}^{*}\right)$ of $W_{0, \mu}^{1,2}\left(\mathbb{R}^{n}\right)$ (note also that $t \nabla_{x} P_{\eta t}^{*}$ and hence its adjoint are bounded operators on $L_{\mu}^{2}$, as can be seen from the proof of Theorem 2.12). We then apply Cauchy's
inequality with $\sigma$ to write

$$
\begin{align*}
& \boldsymbol{S}_{1}^{\prime} \leq\left|\iint_{\mathbb{R}_{+}^{n+1}} L_{\|, \mu}^{*}\left(\partial_{t} P_{\eta t}^{*} \varphi\right) u_{1}^{2} \Psi_{\delta}^{2} t d \mu d t\right| \\
& \begin{aligned}
& \lesssim \left.\left\lvert\, \iint_{\mathbb{R}_{+}^{n+1}}\left\langle\frac{1}{\mu} A_{\|}^{*} \nabla_{x}\left(\partial_{t} P_{\eta t}^{*} \varphi\right), \nabla_{x} u_{1}\right| u_{1} \Psi_{\delta}^{2} t d \mu d t\right. \right\rvert\, \\
& \left.+\left\lvert\, \iint_{\mathbb{R}_{+}^{n+1}}\left\langle\frac{1}{\mu} A_{\|}^{*} \nabla_{x}\left(\partial_{t} P_{\eta t}^{*} \varphi\right), \nabla_{x} \Psi_{\delta}\right| u_{1}^{2} \Psi_{\delta} t d \mu d t\right. \right\rvert\,=: \boldsymbol{J}+\boldsymbol{K} \\
& \begin{aligned}
\lesssim \sigma \int_{\mathbb{R}_{+}^{n+1}}\left|\nabla_{x} u_{1}\right|^{2} \Psi_{\delta}^{2} t d \mu d t+\left(\sigma^{-1}+1\right) \iint_{\mathbb{R}_{+}^{n+1}} u_{1}^{2}\left|\nabla_{x} \partial_{t} P_{\eta t}^{*} \varphi\right|^{2} \Psi_{\delta}^{2} t d \mu d t
\end{aligned} \\
&+\iint_{\mathbb{R}_{+}^{n+1}} u_{1}^{2}\left|\nabla_{x} \Psi_{\delta}\right|^{2} t d \mu d t=: \sigma \boldsymbol{S}_{11}^{\prime}+\left(\sigma^{-1}+1\right) S_{12}^{\prime}+\boldsymbol{S}_{13}^{\prime}
\end{aligned}
\end{align*}
$$

where the integration by parts in $x$, with respect to the measure $\mu$, is justified by the definition of the operator $L_{\mathrm{\| l}, \mu}^{*}($ recall (2.8), (2.9) and (4.16)). The terms $\boldsymbol{J}$ and $\boldsymbol{K}$ are highlighted above for reference in Step 3.

To estimate $S_{13}^{\prime}$, we use the estimate for $\left|\nabla \Psi_{\delta}\right|$ from (4.27) and Remark 4.28 in the case $v_{t} \equiv 1$ to obtain $S_{13}^{\prime} \lesssim\|u\|_{\infty}^{2} \mu(Q)$.

To estimate $S_{12}^{\prime}$, we observe that $\nabla_{x} \partial_{t} P_{\eta t}^{*}=-2 \eta^{2} t \nabla_{x} L_{\|, \mu}^{*} P_{\eta t}^{*}$ on $L_{\mu}^{2}\left(\mathbb{R}^{n}\right)$ and then apply the vertical square function estimate from (2.14) followed by the $W_{0, \mu}^{1,2}(5 Q)$-Hodge estimate for $\varphi$ from (4.14) to obtain

$$
\begin{aligned}
S_{12}^{\prime} & \lesssim \iint_{\mathbb{R}_{+}^{n+1}} u_{1}^{2}\left|\nabla_{x} \partial_{t} P_{\eta t}^{*} \varphi\right|^{2} \Psi_{\delta}^{2} t d \mu d t \lesssim\|u\|_{\infty}^{2} \iint_{\mathbb{R}_{+}^{n+1}}\left|t^{2} \nabla_{x} L_{\|, \mu}^{*} P_{\eta t}^{*} \varphi\right|^{2} d \mu \frac{d t}{t} \\
& \lesssim\|u\|_{\infty}^{2}\|\nabla \varphi\|_{L_{\mu}^{2}\left(\mathbb{R}^{n}, \mathbb{R}^{n}\right)}^{2} \lesssim\|u\|_{\infty}^{2} \mu(Q) .
\end{aligned}
$$

The terms $S_{11}^{\prime}$ and $S_{1}^{\prime \prime}$ will now be estimated together. We again apply Cauchy's inequality with $\sigma$, followed by the vertical square function estimate from (2.13) with $\mathcal{L}_{\mu}=L_{\|, \mu}^{*}$ and the $W_{0, \mu}^{1,2}(5 Q)$-Hodge estimate for $\varphi$ from (4.14) to obtain

$$
\begin{aligned}
\sigma \boldsymbol{S}_{11}^{\prime}+S_{1}^{\prime \prime} & \lesssim \sigma \iint_{\mathbb{R}_{+}^{n+1}}\left|\nabla_{x} u_{1}\right|^{2} \Psi_{\delta}^{2} t d \mu d t+\left|\iint_{\mathbb{R}_{+}^{n+1}}\left(u_{1} \partial_{t} u_{1}\right)\left(\partial_{t} P_{\eta t}^{*} \varphi\right) \Psi_{\delta}^{2} d \mu d t\right| \\
& \lesssim \sigma \iint_{\mathbb{R}_{+}^{n+1}}\left|\nabla u_{1}\right|^{2} \Psi_{\delta}^{2} t d \mu d t+\sigma^{-1}\|u\|_{\infty}^{2} \iint_{\mathbb{R}_{+}^{n+1}}\left|\partial_{t} P_{\eta t}^{*} \varphi\right|^{2} d \mu \frac{d t}{t} \\
& \lesssim \sigma \iint_{\mathbb{R}_{+}^{n+1}}\left\langle A_{1} \nabla u_{1}, \nabla u_{1}\right\rangle \Psi_{\delta}^{2} t d x d t+\sigma \iint_{\mathbb{R}_{+}^{n+1}}\left|\nabla_{x} \tau\right|^{2}\left|\partial_{t} u_{1}\right|^{2} \Psi_{\delta}^{2} t d \mu d t+\sigma^{-1}\|u\|_{\infty}^{2} \mu(Q),
\end{aligned}
$$

where we combined the pointwise estimates for $\nabla u_{1}$ and $J$ from (4.26) and (4.21) with identity (4.25) and the ellipticity of $A$ to deduce the final inequality.

We use the dyadic decomposition from Remark 4.28 to write

$$
\begin{equation*}
\iint_{\mathbb{R}_{+}^{n+1}}\left|\nabla_{x} \tau\right|^{2}\left|\partial_{t} u_{1}\right|^{2} \Psi_{\delta}^{2} t d \mu d t \leq \sum_{k \in \mathbb{Z}} \sum_{Q^{\prime} \in \mathbb{D}_{k}^{n}} \int_{2^{-k}}^{2^{-k+1}} \int_{Q^{\prime}} \mathbb{1}_{\Omega_{\eta, Q, \delta}}\left|\nabla_{x} \tau\right|^{2}\left|\partial_{t} u_{1}\right|^{2} t d \mu d t \tag{4.38}
\end{equation*}
$$

Observe that if $k \in \mathbb{Z}, Q^{\prime} \in \mathbb{D}_{k}^{\eta}$ and $\Omega_{\eta / 8, Q, \delta} \cap\left(Q^{\prime} \times\left[2^{-k}, 2^{-k+1}\right]\right) \neq \varnothing$, then, as in (4.34) and (4.35), it holds that $Q^{\prime} \times\left[2^{-k}, 2^{-k+1}\right] \subseteq \Omega_{\eta, 2 Q, \delta / 4}$ and

$$
f_{Q^{\prime}}\left|\nabla_{x} \tau(x, t)\right|^{2} d \mu(x) \lesssim \kappa_{0}^{2} \quad \text { for all } t \in\left[2^{-k}, 2^{-k+1}\right]
$$

Also, we have $\frac{7}{8} t<\tau(x, t)<\frac{9}{8} t$ and $J(x, t) \approx 1$ on $Q^{\prime} \times\left[2^{-k}, 2^{-k+1}\right]$ by (4.21), so the degenerate version of Moser's estimate in (2.16) and $t$-independence show that

$$
\sup _{x \in Q^{\prime}}\left|\partial_{t} u_{1}(x, t)\right|^{2}=\sup _{x \in Q^{\prime}}\left|J(x, t) \partial_{\tau} u(x, \tau(x, t))\right|^{2} \lesssim f_{2 Q^{\prime}} f_{t / 2}^{2 t}\left|\partial_{s} u(y, s)\right|^{2} d s d \mu(y)
$$

for all $t \in\left[2^{-k}, 2^{-k+1}\right]$. In particular, note that

$$
2 Q^{\prime} \times\left[2^{-k-1}, 2^{-k+2}\right] \subseteq \Omega^{*}:=\left\{(y, s) \in \mathbb{R}_{+}^{n+1}: \delta_{F}(y)<\frac{5}{8} \eta s, \frac{1}{2} \delta \ell(Q)<s<8 \ell(Q)\right\}
$$

since there exists $\left(x_{0}, t_{0}\right) \in Q^{\prime} \times\left[2^{-k}, 2^{-k+1}\right]$ satisfying $\delta_{F}\left(x_{0}\right)<\frac{1}{8} \eta t_{0}$, whence

$$
\delta_{F}(y)<\operatorname{diam}\left(2 Q^{\prime}\right)+\frac{1}{8} \eta t_{0} \leq \frac{5}{16} \eta 2^{-k} \leq \frac{5}{8} \eta s \quad \text { for all } y \in 2 Q^{\prime} \text { and } s \geq 2^{-k-1}
$$

whilst $\delta \ell(Q)<t_{0}<4 \ell(Q)$ implies $\left[2^{-k}, 2^{-k+1}\right] \subseteq\left(\frac{1}{2} \delta \ell(Q), 8 \ell(Q)\right)$.
The observations in the preceding paragraph show that (4.38) is bounded by

$$
\begin{aligned}
\sum_{k \in \mathbb{Z}} \sum_{Q^{\prime} \in \mathbb{D}_{k}^{\eta}} \int_{2^{-k}}^{2^{-k+1}} & \left(f_{Q^{\prime}}\left|\nabla_{x} \tau\right|^{2} d \mu\right)\left(\int_{2 Q^{\prime}} \int_{t / 2}^{2 t}\left|\partial_{s} u(y, s)\right|^{2} \mathbb{1}_{\Omega^{*}}(y, s) d s d \mu(y)\right) d t \\
& \lesssim \sum_{k \in \mathbb{Z}} \sum_{Q^{\prime} \in \mathbb{D}_{k}^{n}} \int_{2^{-k-1}}^{2^{-k+2}} \int_{2 Q^{\prime}}\left|\partial_{s} u(y, s)\right|^{2} \mathbb{1}_{\Omega^{*}}(y, s) s d \mu(y) d s \\
& \lesssim\left(\iint_{\Omega^{* *}}\left|\partial_{s} u(y, s)\right|^{2} s d \mu(y) d s+\iint_{\Omega^{*} \backslash \Omega^{* *}}\left|\partial_{s} u(y, s)\right|^{2} s d \mu(y) d s\right):=\boldsymbol{M}+\boldsymbol{E}
\end{aligned}
$$

where we used the fact that $\sum_{k \in \mathbb{Z}} \sum_{Q^{\prime} \in \mathbb{D}_{k}^{n}} \mathbb{1}_{2 Q^{\prime} \times\left[2^{-k-1}, 2^{-k+2}\right]} \lesssim \mathbb{1}_{\mathbb{R}_{+}^{n+1}}$ and introduced

$$
\Omega^{* *}:=\left\{(y, s) \in \mathbb{R}_{+}^{n+1}: \delta_{F}(y)<\frac{1}{18} \eta s, 4 \delta \ell(Q)<s<\ell(Q)\right\} .
$$

To estimate the main term $\boldsymbol{M}$, we use (4.21)-(4.23) to observe that

$$
\rho^{-1}\left(\Omega^{* *}\right) \subseteq \Omega_{\eta / 16} \cap(2 Q \times(2 \delta \ell(Q), 2 \ell(Q)))
$$

Thus, since $\Psi_{\delta} \equiv 1$ on these sets, the change of variables $(y, s) \mapsto \rho(y, s)$ gives

$$
\boldsymbol{M} \lesssim \iint_{\mathbb{R}_{+}^{n+1}}\left|\left(\partial_{t} u\right) \circ \rho\right|^{2} J \Psi_{\delta}^{2} t d \mu d t \lesssim \iint_{\mathbb{R}_{+}^{n+1}}\left\langle A_{1} \nabla u_{1}, \nabla u_{1}\right\rangle \Psi_{\delta}^{2} t d x d t
$$

where we used identity (4.25) and the ellipticity of $A$ to deduce the final inequality.
To estimate the error term $\boldsymbol{E}$, recall that the degenerate version of Moser's estimate in (2.16), followed by Caccioppoli's inequality, ensures that $\left\|s \partial_{s} u\right\|_{\infty} \lesssim\|u\|_{\infty}$. Thus, by the definition of $\Omega^{*} \backslash \Omega^{* *}$ and
the doubling property of $\mu$, we obtain

$$
\boldsymbol{E} \lesssim\|u\|_{\infty}^{2} \int_{2 Q}\left(\int_{(8 / 5 \eta) \delta_{F}(y)}^{(18 / \eta) \delta_{F}(y)} \frac{d s}{s}+\int_{\ell(Q)}^{8 \ell(Q)} \frac{d s}{s}+\int_{(\delta / 2) \ell(Q)}^{4 \delta \ell(Q)} \frac{d s}{s}\right) d \mu(y) \lesssim\|u\|_{\infty}^{2} \mu(Q)
$$

This shows that

$$
\sigma S_{11}^{\prime}+S_{1}^{\prime \prime} \lesssim \sigma \iint_{\mathbb{R}_{+}^{n+1}}\left\langle A_{1} \nabla u_{1}, \nabla u_{1}\right\rangle \Psi_{\delta}^{2} t d x d t+\sigma^{-1}\|u\|_{\infty}^{2} \mu(Q)
$$

hence

$$
\begin{equation*}
S_{1} \lesssim \sigma \iint_{\mathbb{R}_{+}^{n+1}}\left\langle A_{1} \nabla u_{1}, \nabla u_{1}\right\rangle \Psi_{\delta}^{2} t d x d t+\sigma^{-1}\|u\|_{\infty}^{2} \mu(Q) \quad \text { for all } \sigma \in(0,1) \tag{4.39}
\end{equation*}
$$

Step 3: estimates for the term $\boldsymbol{S}_{2}$ in (4.32).
We observe that since $A$ is $t$-independent it is possible to write

$$
\begin{aligned}
2 \boldsymbol{S}_{2}= & \iint_{\mathbb{R}_{+}^{n+1}} u_{1}^{2} \partial_{t}\left(\frac{\langle A \boldsymbol{p}, \boldsymbol{p}\rangle}{J}\right) \Psi_{\delta}^{2} d x d t \\
= & \iint_{\mathbb{R}_{+}^{n+1}} u_{1}^{2} \partial_{t}\left(\frac{1}{J}\right)\langle A \boldsymbol{p}, \boldsymbol{p}\rangle \Psi_{\delta}^{2} d x d t \\
& \quad+\iint_{\mathbb{R}_{+}^{n+1}}\left(\frac{u_{1}^{2}}{J}\right)\left\langle\partial_{t} \boldsymbol{p}, A^{*} \boldsymbol{p}\right\rangle \Psi_{\delta}^{2} d x d t+\iint_{\mathbb{R}_{+}^{n+1}}\left(\frac{u_{1}^{2}}{J}\right)\left\langle A \boldsymbol{p}, \partial_{t} \boldsymbol{p}\right\rangle \Psi_{\delta}^{2} d x d t
\end{aligned}
$$

$$
=: I+I I+I I I
$$

To estimate $\boldsymbol{I}$, we recall the Jacobian $J(x, t)=1+\partial_{t} P_{\eta t}^{*} \varphi(x)$ from (4.20) and then integrate by parts in $t$ to write

$$
\begin{aligned}
\boldsymbol{I}= & -\iint_{\mathbb{R}_{+}^{n+1}} u_{1}^{2} \frac{\partial_{t}^{2} P_{\eta t}^{*} \varphi}{J^{2}}\langle A \boldsymbol{p}, \boldsymbol{p}\rangle \Psi_{\delta}^{2} d x d t \\
= & \iint_{\mathbb{R}_{+}^{n+1}} \partial_{t}\left(u_{1}^{2}\right) \frac{\partial_{t} P_{\eta t}^{*} \varphi}{J^{2}}\langle A \boldsymbol{p}, \boldsymbol{p}\rangle \Psi_{\delta}^{2} d x d t+\iint_{\mathbb{R}_{+}^{n+1}} u_{1}^{2} \frac{\partial_{t} P_{\eta t}^{*} \varphi}{J^{2}} \partial_{t}(\langle A \boldsymbol{p}, \boldsymbol{p}\rangle) \Psi_{\delta}^{2} d x d t \\
& \quad+\iint_{\mathbb{R}_{+}^{n+1}} u_{1}^{2} \partial_{t} P_{\eta t}^{*} \varphi \partial_{t}\left(J^{-2}\right)\langle A \boldsymbol{p}, \boldsymbol{p}\rangle \Psi_{\delta}^{2} d x d t+\iint_{\mathbb{R}_{+}^{n+1}} u_{1}^{2} \frac{\partial_{t} P_{\eta t}^{*} \varphi}{J^{2}}\langle A \boldsymbol{p}, \boldsymbol{p}\rangle \partial_{t}\left(\Psi_{\delta}^{2}\right) d x d t
\end{aligned}
$$

$$
=: I_{1}+I_{2}+I_{3}+I_{4}
$$

where there is no boundary term because $\Psi_{\delta}$ vanishes on the boundary of $\mathbb{R}_{+}^{n+1}$.
To estimate $\boldsymbol{I}_{1}$, we recall that $J \approx 1$ on $\operatorname{supp} \Psi_{\delta} \subseteq \Omega_{\eta / 8, Q, \delta}$ by (4.21) and then apply Cauchy's inequality with $\sigma$ to obtain

$$
\begin{align*}
\left|\boldsymbol{I}_{1}\right| & \lesssim \sigma \iint_{\mathbb{R}_{+}^{n+1}}\left|\partial_{t} u_{1}\right|^{2}|\boldsymbol{p}|^{2} \Psi_{\delta}^{2} t d \mu d t+\sigma^{-1} \iint_{\mathbb{R}_{+}^{n+1}} u_{1}^{2}\left|\partial_{t} P_{\eta t} \varphi\right|^{2}|\boldsymbol{p}|^{2} \Psi_{\delta}^{2} d \mu \frac{d t}{t} \\
& =: \sigma \boldsymbol{I}_{1}^{\prime}+\sigma^{-1} \boldsymbol{I}_{1}^{\prime \prime} \tag{4.40}
\end{align*}
$$

To estimate $\boldsymbol{I}_{1}^{\prime}$, recall that $|\boldsymbol{p}|^{2}=1+\left|\nabla_{x} \tau\right|^{2}$ by the definition of $\boldsymbol{p}$ in (4.24), so we follow the treatment of (4.38) above to obtain

$$
\boldsymbol{I}_{1}^{\prime} \lesssim \iint_{\mathbb{R}_{+}^{n+1}}\left\langle A_{1} \nabla u_{1}, \nabla u_{1}\right\rangle \Psi_{\delta}^{2} t d x d t+\|u\|_{\infty}^{2} \mu(Q)
$$

To estimate $I_{1}^{\prime \prime}$, recall that $\left\|\mathbb{1}_{\Omega_{\eta, Q}} u_{1}\right\|_{\infty} \lesssim\|u\|_{\infty}$ and use the dyadic decomposition from Remark 4.28 to obtain

$$
\begin{align*}
\boldsymbol{I}_{1}^{\prime \prime} & \lesssim\|u\|_{\infty}^{2} \sum_{k \in \mathbb{Z}} \sum_{Q^{\prime} \in \mathbb{D}_{k}^{n}}\left\|\partial_{t} P_{\eta t}^{*} \varphi\right\|_{L^{\infty}\left(Q^{\prime} \times\left[2^{-k}, 2^{-k+1}\right]\right)}^{2} \int_{2^{-k}}^{2^{-k+1}} \int_{Q^{\prime}}|\boldsymbol{p}|^{2} \Psi_{\delta}^{2} d \mu \frac{d t}{t} \\
& \lesssim\|u\|_{\infty}^{2} \sum_{k \in \mathbb{Z}} \sum_{Q^{\prime} \in \mathbb{D}_{k}^{n}} \mu\left(Q^{\prime}\right)\left\|\partial_{t} P_{\eta t}^{*} \varphi\right\|_{L^{\infty}\left(Q^{\prime} \times\left[2^{-k}, 2^{-k+1}\right]\right)}^{2} \\
& \lesssim\|u\|_{\infty}^{2} \sum_{k \in \mathbb{Z}} \sum_{Q^{\prime} \in \mathbb{D}_{k}^{n}} \mu\left(Q^{\prime}\right) f_{2^{-k-1}}^{2^{-k+2}} f_{2 Q^{\prime}}\left|\partial_{t} P_{\eta t}^{*} \varphi\right|^{2} d \mu d t \\
& \lesssim\|u\|_{\infty}^{2} \sum_{k \in \mathbb{Z}} \sum_{Q^{\prime} \in \mathbb{D}_{k}^{n}} \int_{2^{-k-1}}^{2^{-k+2}} \int_{2 Q^{\prime}}\left|\partial_{t} P_{\eta t}^{*} \varphi\right|^{2} d \mu \frac{d t}{t} \\
& \lesssim\|u\|_{\infty}^{2} \iint_{\mathbb{R}_{+}^{n+1}} \left\lvert\, t L_{\|, \mu}^{*} e^{-\left.t^{2} L_{\| \|, \mu}^{*} \varphi\right|^{2} d \mu \frac{d t}{t}}\right. \\
& \lesssim\|u\|_{\infty}^{2}\|\nabla \varphi\|_{L_{\mu}^{2}\left(\mathbb{R}^{n}, \mathbb{R}^{n}\right)}^{2} \lesssim\|u\|_{\infty}^{2} \mu(Q), \tag{4.41}
\end{align*}
$$

where the second line uses the pointwise bound $|\boldsymbol{p}|^{2} \Psi_{\delta}^{2} \leq \mathbb{1}_{\Omega_{\eta / 8, Q, \delta}}\left(1+\left|\nabla_{x}\left(I-P_{\eta t}^{*}\right) \varphi\right|^{2}\right)$ and estimate (4.35), the third line uses the parabolic version of the degenerate Moser-type estimate in (2.16) (see Theorem B in [Fernandes 1991]), noting that $v:=\partial_{t}\left(e^{-t L_{\|, \mu}^{*}} \varphi\right)$ solves $\partial_{t} v=-L_{\|, \mu}^{*} v$, whilst $\left|\partial_{t} P_{\eta t}^{*} \varphi(x)\right| \lesssim\left|t v\left(x, \eta^{2} t^{2}\right)\right|$, and the final line uses the vertical square function estimate from (2.13) with $\mathcal{L}_{\mu}=L_{\|, \mu}^{*}$ and the $W_{0, \mu}^{1,2}(5 Q)$-Hodge estimate for $\varphi$ from (4.14).

To estimate $I_{2}$, we again use the bound $J \approx 1$ on $\operatorname{supp} \Psi_{\delta} \subseteq \Omega_{\eta / 8, Q, \delta}$ from (4.21), and then recall the definition $\boldsymbol{p}:=\left(\nabla_{x}\left(P_{\eta t}^{*}-I\right) \varphi,-1\right)$ from (4.24) to obtain

$$
\begin{equation*}
\left|\boldsymbol{I}_{2}\right| \lesssim \iint_{\mathbb{R}_{+}^{n+1}} u_{1}^{2}\left|\nabla_{x} \partial_{t} P_{\eta t}^{*} \varphi\right|^{2} \Psi_{\delta}^{2} t d \mu d t+\iint_{\mathbb{R}_{+}^{n+1}} u_{1}^{2}\left|\partial_{t} P_{\eta t}^{*} \varphi\right|^{2}|\boldsymbol{p}|^{2} \Psi_{\delta}^{2} d \mu \frac{d t}{t} \tag{4.42}
\end{equation*}
$$

The first integral in (4.42) is the same as $S_{12}^{\prime}$ from (4.37), whilst the second integral is the same as $\boldsymbol{I}_{1}^{\prime \prime}$ from (4.40); hence $\left|\boldsymbol{I}_{2}\right| \lesssim\|u\|_{\infty}^{2} \mu(Q)$.

To estimate $\boldsymbol{I}_{3}$, we use the bound $\left|\partial_{t} P_{\eta t}^{*} \varphi\right|<\frac{1}{8}$ guaranteed by (4.18) to deduce that

$$
\left|\partial_{t}\left(J^{-2}\right)\right|=\left|\partial_{t}\left(1+\partial_{t} P_{\eta t}^{*} \varphi\right)^{-2}\right| \lesssim\left|\partial_{t}^{2} P_{\eta t}^{*} \varphi\right|
$$

on supp $\Psi_{\delta} \subseteq \Omega_{\eta / 8, Q, \delta}$ and write

$$
\left|\boldsymbol{I}_{3}\right| \lesssim \iint_{\mathbb{R}_{+}^{n+1}} u_{1}^{2}\left|\partial_{t} P_{\eta t}^{*} \varphi\right|^{2}|\boldsymbol{p}|^{2} \Psi_{\delta}^{2} d \mu \frac{d t}{t}+\iint_{\mathbb{R}_{+}^{n+1}} u_{1}^{2}\left|\partial_{t}^{2} P_{\eta t}^{*} \varphi\right|^{2}|\boldsymbol{p}|^{2} \Psi_{\delta}^{2} t d \mu d t=: \boldsymbol{I}_{3}^{\prime}+\boldsymbol{I}_{3}^{\prime \prime}
$$

To estimate $\boldsymbol{I}_{3}^{\prime}$, we note that it is the same as $\boldsymbol{I}_{1}^{\prime \prime}$ from (4.40); thus $\boldsymbol{I}_{3}^{\prime} \lesssim\|u\|_{\infty}^{2} \mu(Q)$.
To estimate $\boldsymbol{I}_{3}^{\prime \prime}$, we follow the estimates and justification provided for (4.41), noting in addition that $\partial_{t} v=\partial_{t}^{2}\left(e^{-t L_{\| l}} \boldsymbol{*} \varphi\right)$ solves $\partial_{t}\left(\partial_{t} v\right)=-L_{\|, \mu}^{*}\left(\partial_{t} v\right)$, to obtain

$$
\begin{aligned}
\boldsymbol{I}_{3}^{\prime \prime} & \lesssim\|u\|_{\infty}^{2} \sum_{k \in \mathbb{Z}} \sum_{Q^{\prime} \in \mathbb{D}_{k}^{n}}\left\|t \partial_{t}^{2} P_{\eta t}^{*} \varphi\right\|_{L^{\infty}\left(Q^{\prime} \times\left[2^{-k}, 2^{-k+1}\right]\right)}^{2} \int_{2^{-k}}^{2^{-k+1}} \int_{Q^{\prime}}|\boldsymbol{p}|^{2} \Psi_{\delta}^{2} d \mu \frac{d t}{t} \\
& \lesssim\|u\|_{\infty}^{2} \sum_{k \in \mathbb{Z}} \sum_{Q^{\prime} \in \mathbb{D}_{k}^{n}} \mu\left(Q^{\prime}\right)\left\|\left|t L_{\|, \mu}^{*} P_{\eta t}^{*} \varphi\right|+\left|t^{2} \partial_{t}\left(L_{\|, \mu}^{*} P_{\eta t}^{*} \varphi\right)\right|\right\|_{L^{\infty}\left(Q^{\prime} \times\left[2^{-k}, 2^{-k+1}\right]\right)}^{2} \\
& \lesssim\|u\|_{\infty}^{2} \sum_{k \in \mathbb{Z}} \sum_{Q^{\prime} \in \mathbb{D}_{k}^{n}} \mu\left(Q^{\prime}\right) f_{2^{-k-1}}^{2^{-k+2}} f_{2 Q^{\prime}}\left(\left|t L_{\|, \mu}^{*} P_{\eta t}^{*} \varphi\right|^{2}+\left|t^{2} \partial_{t}\left(L_{\|, \mu}^{*} P_{\eta t}^{*} \varphi\right)\right|^{2}\right) d \mu d t \\
& \lesssim\|u\|_{\infty}^{2} \iint_{\mathbb{R}_{+}^{n+1}}\left|t L_{\|, \mu}^{*} P_{\eta t}^{*} \varphi\right|^{2} d \mu \frac{d t}{t}+\|u\|_{\infty}^{2} \iint_{\mathbb{R}_{+}^{n+1}}\left|t^{2} \nabla_{x, t}\left(L_{\|, \mu}^{*} P_{\eta t}^{*} \varphi\right)\right|^{2} d \mu \frac{d t}{t} \\
& \lesssim\|u\|_{\infty}^{2}\|\nabla \varphi\|_{L_{\mu}^{2}\left(\mathbb{R}^{n}, \mathbb{R}^{n}\right)}^{2} \lesssim\|u\|_{\infty}^{2} \mu(Q),
\end{aligned}
$$

where the second line uses $\left|\partial_{t}^{2} P_{\eta t}^{*} \varphi\right| \lesssim\left|\partial_{t}\left(t L_{\|, \mu}^{*} P_{\eta t}^{*} \varphi\right)\right| \lesssim\left|L_{\|, \mu}^{*} P_{\eta t}^{*} \varphi\right|+\left|t \partial_{t}\left(L_{\| l, \mu}^{*} P_{\eta t}^{*} \varphi\right)\right|$, the third line uses $\left|L_{\|, \mu}^{*} P_{\eta t}^{*} \varphi(x)\right|=\left|v\left(x, \eta^{2} t^{2}\right)\right|$ and $\left|\partial_{t}\left(L_{\|, \mu}^{*} P_{\eta t}^{*} \varphi\right)(x)\right| \lesssim\left|t\left(\partial_{t} v\right)\left(x, \eta^{2} t^{2}\right)\right|$, and the final line uses the vertical square function estimates from (2.13) and (2.14) with $\mathcal{L}_{\mu}=L_{\|, \mu}^{*}$; hence $\left|\boldsymbol{I}_{3}\right| \lesssim\|u\|_{\infty}^{2} \mu(Q)$.

To estimate $\boldsymbol{I}_{4}$, we use $\left|\partial_{t} P_{\eta t}^{*} \varphi\right| \lesssim 1, J \approx 1$ and $|\boldsymbol{p}|^{2} \leq\left(1+\left|\nabla_{x}\left(I-P_{\eta t}^{*}\right) \varphi\right|^{2}\right)$, which hold on $\operatorname{supp} \Psi_{\delta} \subseteq \Omega_{\eta / 8, Q, \delta}$ by (4.18), (4.21) and (4.24), to reduce to the estimate obtained for $\boldsymbol{E}_{1}^{\prime}+\boldsymbol{E}_{2}$; hence $\left|\boldsymbol{I}_{4}\right| \lesssim\|u\|_{\infty}^{2} \mu(Q)$.

To estimate $\boldsymbol{I I}$, we use the definition $\boldsymbol{p}:=\left(\nabla_{x}\left(P_{\eta t}^{*}-I\right) \varphi,-1\right)$ from (4.24) to note that $\partial_{t} \boldsymbol{p}=$ $\left(\nabla_{x} \partial_{t} P_{\eta t}^{*} \varphi, 0\right)$ and use the Hodge decomposition from (4.13) to write

$$
\begin{equation*}
\left\langle\partial_{t} \boldsymbol{p}, A^{*} \boldsymbol{p}\right\rangle=\left\langle\nabla_{x} \partial_{t} P_{\eta t}^{*} \varphi, A_{\|}^{*} \nabla_{x}\left(P_{\eta t}^{*}-I\right) \varphi-\boldsymbol{c}\right\rangle=\left\langle\nabla_{x} \partial_{t} P_{\eta t}^{*} \varphi, A_{\|}^{*} \nabla_{x} P_{\eta t}^{*} \varphi-\mu \boldsymbol{h}\right\rangle \tag{4.43}
\end{equation*}
$$

for all $x \in 5 Q$ and $t>0$. Using this and recalling that $\operatorname{div}_{\mu} \boldsymbol{h}=0$, it follows that

$$
\begin{align*}
\boldsymbol{I I}= & \iint_{\mathbb{R}_{+}^{n+1}}\left(\frac{u_{1}^{2}}{J}\right)\left\langle\nabla_{x} \partial_{t} P_{\eta t}^{*} \varphi, A_{\|}^{*} \nabla_{x} P_{\eta t}^{*} \varphi-\mu \boldsymbol{h}\right\rangle \Psi_{\delta}^{2} d x d t \\
= & \iint_{\mathbb{R}_{+}^{n+1}}\left(\frac{u_{1}^{2}}{J}\right)\left(\partial_{t} P_{\eta t}^{*} \varphi\right)\left(L_{\|, \mu}^{*} P_{\eta t}^{*} \varphi\right) \Psi_{\delta}^{2} d \mu d t \\
& -\iint_{\mathbb{R}_{+}^{n+1}} \partial_{t} P_{\eta t}^{*} \varphi\left\langle\nabla_{x}\left(\frac{u_{1}^{2}}{J}\right), A_{\|}^{*} \nabla_{x} P_{\eta t}^{*} \varphi-\mu \boldsymbol{h}\right\rangle \Psi_{\delta}^{2} d x d t \\
& \quad-\iint_{\mathbb{R}_{+}^{n+1}}\left(\frac{u_{1}^{2}}{J}\right) \partial_{t} P_{\eta t}^{*} \varphi\left\langle\nabla_{x}\left(\Psi_{\delta}^{2}\right), A_{\|}^{*} \nabla_{x} P_{\eta t}^{*} \varphi-\mu \boldsymbol{h}\right\rangle d x d t \\
= & : \boldsymbol{I I}_{1}+\boldsymbol{I I}_{2}+\boldsymbol{I I} \mathbf{I}_{3}, \tag{4.44}
\end{align*}
$$

where the integration by parts in $x$, with respect to the measure $\mu$, is justified by the definition of the operator $L_{\|, \mu}^{*}$ (recall (2.8), (2.9) and (4.16)).

To estimate $\boldsymbol{I I}_{1}$, we use $J \approx 1$ and $L_{\|, \mu}^{*} P_{\eta t}^{*} \varphi=-\left(2 \eta^{2} t\right)^{-1} \partial_{t} P_{\eta t}^{*} \varphi$ to show that it can be treated the same way as $\boldsymbol{I}_{1}^{\prime \prime}$ in (4.40), without $|\boldsymbol{p}|^{2}$; hence $\left|\boldsymbol{I} \boldsymbol{I}_{1}\right| \lesssim\|u\|_{\infty}^{2} \mu(Q)$.

To estimate $\boldsymbol{I I}_{2}$, we use $J \approx 1$,

$$
\left|\nabla_{x}\left(J^{-1}\right)\right|=\left|\nabla_{x}\left(1+\partial_{t} P_{\eta t}^{*} \varphi\right)^{-1}\right| \lesssim\left|\nabla_{x} \partial_{t} P_{\eta t}^{*} \varphi\right|
$$

and apply Cauchy's inequality with $\sigma$ to obtain

$$
\begin{array}{rl}
\left|\boldsymbol{I I}_{2}\right| \lesssim \sigma \iint_{\mathbb{R}_{+}^{n+1}}\left|\nabla_{x} u_{1}\right|^{2} \Psi_{\delta}^{2} t & d \mu d t+\iint_{\mathbb{R}_{+}^{n+1}} u_{1}^{2}\left|\nabla_{x} \partial_{t} P_{\eta t}^{*} \varphi\right|^{2} \Psi_{\delta}^{2} t d \mu d t \\
& +\left(\sigma^{-1}+1\right) \iint_{\mathbb{R}_{+}^{n+1}} u_{1}^{2}\left|\partial_{t} P_{\eta t}^{*} \varphi\right|^{2}\left(\left|\nabla_{x} P_{\eta t}^{*} \varphi\right|^{2}+|\boldsymbol{h}|^{2}\right) \Psi_{\delta}^{2} d \mu \frac{d t}{t} \tag{4.45}
\end{array}
$$

The first integral is the same as $S_{11}^{\prime}$ from (4.37), whilst the remaining two integrals are the same as those that bound $\boldsymbol{I}_{2}$ in (4.42), except $\left(\left|\nabla_{x} P_{\eta t}^{*} \varphi\right|^{2}+|\boldsymbol{h}|^{2}\right)$ replaces $|\boldsymbol{p}|^{2}$. This factor is controlled in the same way, however, since the Hodge decomposition in (4.13) implies

$$
|\boldsymbol{h}|^{2}=\left|\frac{1}{\mu} \boldsymbol{c} \mathbb{1}_{5 Q}+\frac{1}{\mu} A_{\|}^{*} \nabla_{x} \varphi\right|^{2} \lesssim 1+\left|\nabla_{x} \varphi\right|^{2}
$$

hence by (4.35) we obtain

$$
|\boldsymbol{I I} 2| \lesssim \sigma \iint_{\mathbb{R}_{+}^{n+1}}\left\langle A_{1} \nabla u_{1}, \nabla u_{1}\right\rangle \Psi_{\delta}^{2} t d x d t+\sigma^{-1}\|u\|_{\infty}^{2} \mu(Q)
$$

To estimate $\boldsymbol{I I}_{3}$, we use $J \approx 1$ and Cauchy's inequality to write

$$
\left|\boldsymbol{I I}_{3}\right| \lesssim \iint_{\mathbb{R}_{+}^{n+1}} u_{1}^{2}\left|\nabla_{x} \Psi_{\delta}\right|^{2} t d \mu d t+\iint_{\mathbb{R}_{+}^{n+1}} u_{1}^{2}\left|\partial_{t} P_{\eta t}^{*} \varphi\right|^{2}\left(\left|\nabla_{x} P_{\eta t}^{*} \varphi\right|^{2}+|\boldsymbol{h}|^{2}\right) \Psi_{\delta}^{2} d \mu \frac{d t}{t}
$$

The first term above is the same as $S_{13}^{\prime}$ in (4.37), whilst the remaining term is the same as the last integral in (4.45); hence $\left|\boldsymbol{I I}_{3}\right| \lesssim\|u\|_{\infty}^{2} \mu(Q)$.

To estimate III, we observe by analogy with (4.43) that

$$
\begin{aligned}
\left\langle A \boldsymbol{p}, \partial_{t} \boldsymbol{p}\right\rangle & =\left\langle A_{\|} \nabla_{x}\left(P_{\eta t}^{*}-I\right) \varphi-\boldsymbol{b}, \nabla_{x} \partial_{t} P_{\eta t}^{*} \varphi\right\rangle \\
& =\left\langle A_{\|} \nabla_{x}\left(P_{\eta t}^{*} \varphi-\varphi\right)+A_{\|} \nabla_{x} \tilde{\varphi}-\mu \tilde{\boldsymbol{h}}, \nabla_{x} \partial_{t} P_{\eta t}^{*} \varphi\right\rangle \\
& =\left\langle A_{\|} \nabla_{x}\left[\left(P_{\eta t}^{*} \varphi-\varphi\right)-\left(P_{\eta t} \tilde{\varphi}-\tilde{\varphi}\right)\right]+A_{\|} \nabla_{x} P_{\eta t} \tilde{\varphi}-\mu \tilde{\boldsymbol{h}}, \nabla_{x} \partial_{t} P_{\eta t}^{*} \varphi\right\rangle
\end{aligned}
$$

for all $x \in 5 Q$ and $t>0$ and then write

$$
\begin{aligned}
& \boldsymbol{I I I}=\iint_{\mathbb{R}_{+}^{n+1}}\left(\frac{u_{1}^{2}}{J}\right)\left\langle\nabla_{x}\left[\left(P_{\eta t}^{*} \varphi-\varphi\right)-\left(P_{\eta t} \tilde{\varphi}-\tilde{\varphi}\right)\right], A_{\|}^{*} \nabla_{x} \partial_{t} P_{\eta t}^{*} \varphi\right\rangle \Psi_{\delta}^{2} d x d t \\
&+\iint_{\mathbb{R}_{+}^{n+1}}\left(\frac{u_{1}^{2}}{J}\right)\left\langle A_{\|} \nabla_{x} P_{\eta t} \tilde{\varphi}-\mu \tilde{\boldsymbol{h}}, \nabla_{x} \partial_{t} P_{\eta t}^{*} \varphi\right\rangle \Psi_{\delta}^{2} d x d t
\end{aligned}
$$

$$
=: I I I_{1}+I I I_{2}
$$

To estimate $\boldsymbol{I I I} \boldsymbol{I}_{1}$, we integrate by parts in $x$ with respect to the measure $\mu$ to write

$$
\begin{aligned}
& \boldsymbol{I I I} \boldsymbol{I}_{1}=\iint_{\mathbb{R}_{+}^{n+1}}\left(\frac{u_{1}^{2}}{J}\right)\left[\left(P_{\eta t}^{*} \varphi-\varphi\right)-\left(P_{\eta t} \tilde{\varphi}-\tilde{\varphi}\right)\right]\left(L_{\|, \mu}^{*} \partial_{t} P_{\eta t}^{*} \varphi\right) \Psi_{\delta}^{2} d \mu d t \\
&-\iint_{\mathbb{R}_{+}^{n+1}}\left[\left(P_{\eta t}^{*} \varphi-\varphi\right)-\left(P_{\eta t} \tilde{\varphi}-\tilde{\varphi}\right)\right]\left\langle\nabla_{x}\left(\frac{u_{1}^{2} \Psi_{\delta}^{2}}{J}\right), A_{\|}^{*} \nabla_{x} \partial_{t} P_{\eta t}^{*} \varphi\right\rangle d x d t
\end{aligned}
$$

$$
=: I I I_{1}^{\prime}+I I I_{1}^{\prime \prime}
$$

which is justified by the definition of $L_{\mathrm{ll}, \mu}^{*}$ (recall (2.8), (2.9) and (4.16)).
To estimate $\boldsymbol{I I I} \mathbf{I}_{1}^{\prime}$, we use Hardy's inequality (see, for instance, page 272 in [Stein 1970]) to observe, for the semigroups $\mathcal{P}_{t} \in\left\{e^{-t^{2} L_{\|, \mu}^{*}}, e^{-t^{2} L_{\|, \mu}}\right\}$, the estimate

$$
\int_{0}^{\infty}\left|\mathcal{P}_{\eta t} f-f\right|^{2} \frac{d t}{t^{3}} \leq \int_{0}^{\infty}\left(\int_{0}^{\eta t}\left|\partial_{s} \mathcal{P}_{s} f\right| d s\right)^{2} \frac{d t}{t^{3}} \lesssim \int_{0}^{\infty}\left|\partial_{t} \mathcal{P}_{t} f\right|^{2} \frac{d t}{t} \quad \text { for all } f \in L_{\mu}^{2}\left(\mathbb{R}^{n}\right)
$$

We then recall that $\left\|\mathbb{1}_{\Omega_{\eta, Q}} u_{1}\right\|_{\infty} \lesssim\|u\|_{\infty}$ and $J \approx 1$ on $\operatorname{supp} \Psi_{\delta} \subseteq \Omega_{\eta / 8, Q, \delta}$ to obtain
where the final line uses the vertical square function estimates from (2.13)-(2.14) for $\mathcal{L}_{\mu} \in\left\{L_{\|, \mu}^{*}, L_{\|, \mu}\right\}$ and the $W_{0, \mu}^{1,2}(5 Q)$-Hodge estimates for $\varphi, \tilde{\varphi}$ from (4.14)-(4.15).

To estimate $\boldsymbol{I I I I}{ }_{1}^{\prime \prime}$, recall that $\left|P_{\eta t}^{*} \varphi-\varphi\right| \lesssim t$ and $\left|P_{\eta t} \tilde{\varphi}-\tilde{\varphi}\right| \lesssim t$ on $\operatorname{supp} \Psi_{\delta} \subseteq \Omega_{\eta / 8, Q, \delta}$ by (4.19), whilst $J \approx 1$ and $\left|\nabla_{x}\left(J^{-1}\right)\right| \lesssim\left|\nabla_{x} \partial_{t} P_{\eta t}^{*} \varphi\right|$, so distributing $\nabla_{x}$ over $u_{1}^{2}, \Psi_{\delta}^{2}$ and $1 / J$ yields terms that can be controlled in the same way as $\boldsymbol{J}, \boldsymbol{K}$ and $\boldsymbol{S}_{12}^{\prime}$ in (4.37).

To estimate $\mathbf{I I I}_{2}$, note that the estimates used to control $\varphi$ and $P_{\eta t} \varphi$ also hold for $\tilde{\varphi}$ and $P_{\eta t} \tilde{\varphi}$ by (4.14)-(4.15) and (4.18)-(4.19), whilst $\operatorname{div}_{\mu} \boldsymbol{h}=\operatorname{div}_{\mu} \tilde{\boldsymbol{h}}=0$ by (4.13); hence $\boldsymbol{I I I} \boldsymbol{I}_{2}$ can be estimated in the same way as $\boldsymbol{I I}$ in (4.44).

This gives

$$
\left|\boldsymbol{I I I} \boldsymbol{I}_{1}^{\prime \prime}\right|+\left|\boldsymbol{I I I} \boldsymbol{I}_{2}\right| \lesssim \sigma \iint_{\mathbb{R}_{+}^{n+1}}\left\langle A_{1} \nabla u_{1}, \nabla u_{1}\right\rangle \Psi_{\delta}^{2} t d x d t+\sigma^{-1}\|u\|_{\infty}^{2} \mu(Q)
$$

hence

$$
\begin{equation*}
\boldsymbol{S}_{2} \lesssim \sigma \iint_{\mathbb{R}_{+}^{n+1}}\left\langle A_{1} \nabla u_{1}, \nabla u_{1}\right\rangle \Psi_{\delta}^{2} t d x d t+\sigma^{-1}\|u\|_{\infty}^{2} \mu(Q) \quad \text { for all } \sigma \in(0,1) \tag{4.46}
\end{equation*}
$$

We combine (4.36), (4.39) and (4.46) to obtain (4.33), as required.

$$
\begin{aligned}
& \left|\boldsymbol{I I I} \boldsymbol{I}_{1}^{\prime}\right| \lesssim\|u\|_{\infty}^{2} \int_{\mathbb{R}^{n}} \int_{0}^{\infty}\left(\left|P_{\eta t}^{*} \varphi-\varphi\right|+\left|P_{\eta t} \tilde{\varphi}-\tilde{\varphi}\right|\right)\left|L_{\|, \mu}^{*} \partial_{t} P_{\eta t}^{*} \varphi\right| d t d \mu \\
& \lesssim\|u\|_{\infty}^{2} \int_{\mathbb{R}^{n}}\left(\int_{0}^{\infty}\left|P_{\eta t}^{*} \varphi-\varphi\right|^{2}+\left|P_{\eta t} \tilde{\varphi}-\tilde{\varphi}\right|^{2} \frac{d t}{t^{3}}\right)^{1 / 2}\left(\int_{0}^{\infty}\left|t^{2} L_{\| l, \mu}^{*} \partial_{t} P_{\eta t}^{*} \varphi\right|^{2} \frac{d t}{t}\right)^{1 / 2} d \mu \\
& \lesssim\|u\|_{\infty}^{2}\left(\iint_{\mathbb{R}_{+}^{n+1}}\left|\partial_{t} P_{t}^{*} \varphi\right|^{2}+\left|\partial_{t} P_{t} \tilde{\varphi}\right|^{2} d \mu \frac{d t}{t}\right)^{1 / 2}\left(\iint_{\mathbb{R}_{+}^{n+1}}\left|t^{2} \partial_{t} L_{\|, \mu}^{*} P_{\eta t}^{*} \varphi\right|^{2} d \mu \frac{d t}{t}\right)^{1 / 2} \\
& \lesssim\|u\|_{\infty}^{2}\left(\|\nabla \varphi\|_{L_{\mu}^{2}\left(\mathbb{R}^{n}, \mathbb{R}^{n}\right)}^{2}+\|\nabla \tilde{\varphi}\|_{L_{\mu}^{2}\left(\mathbb{R}^{n}, \mathbb{R}^{n}\right)}^{2}\right)^{1 / 2}\|\nabla \varphi\|_{L_{\mu}^{2}\left(\mathbb{R}^{n}, \mathbb{R}^{n}\right)} \lesssim\|u\|_{\infty}^{2} \mu(Q),
\end{aligned}
$$

## 5. Solvability of the Dirichlet problem

This section is dedicated to the proof of Theorem 1.2. We first consider the construction and properties of a degenerate elliptic measure $\omega^{X}$ for degenerate elliptic equations $\operatorname{div}(A \nabla u)=0$ in the upper half-space, where $X=(x, t) \in \mathbb{R}_{+}^{n+1}$ and $n \geq 2$. The $t$-independent coefficient matrix $A$ is assumed throughout to satisfy the degenerate bound and ellipticity in (1.1) for some constants $0<\lambda \leq \Lambda<\infty$ and an $A_{2}$-weight $\mu$ on $\mathbb{R}^{n}$. This is necessary as the literature only seems to treat bounded domains, whilst the passage to unbounded domains in the uniformly elliptic case (see Section 10 in [Littman et al. 1963] and [Hofmann and Kim 2007]) relies on a global version of the Sobolev embedding in (2.4), which is not known for $A_{2}$-weights in general. The degenerate elliptic measure is then shown to be in the $A_{\infty}$-class with respect to $\mu$ on the boundary $\mathbb{R}^{n}$ in Theorem 5.30 and the solvability of the Dirichlet problem follows in Theorem 5.34. These results together prove Theorem 1.2.

5A. Boundary estimates for solutions. We require some estimates for solutions near the boundary $\partial \Sigma$ of a bounded Lipschitz domain $\Sigma \subset \mathbb{R}^{n}$ (see Section 2 of [Caffarelli et al. 1981] for the standard definition). These estimates require some regularity on the domain boundary but no attempt is made here to obtain the minimal such regularity, as the focus is to define and analyse a degenerate elliptic measure on $\mathbb{R}^{n}$.

The Lipschitz regularity of the boundary $\partial \Sigma$ ensures that the smooth class $C^{\infty}(\bar{\Sigma})$ and the Lipschitz class $C^{0,1}(\bar{\Sigma})$ are both dense in $W_{\mu}^{1,2}(\Sigma)$; see Theorem 3.4.1 in [Morrey 1966] and page 29 in [Kinderlehrer and Stampacchia 1980]. This allows the usual definition, for $E \subseteq \partial \Sigma$ and $u \in W_{\mu}^{1,2}(\Sigma)$, whereby $u \geq 0$ on $E$ in the $W_{\mu}^{1,2}(\Sigma)$-sense means there exists a sequence $u_{j}$ in $C^{0,1}(\bar{\Sigma})$ that converges to $u$ in $W_{\mu}^{1,2}(\Sigma)$ with $u_{j}(x) \geq 0$ for all $x \in E$. This induces definitions for inequalities $\leq, \geq$ and $=$, between functions and/or constants, on $E$ in the $W_{\mu}^{1,2}(\Sigma)$-sense; see, for instance, Definition 5.1 in [Kinderlehrer and Stampacchia 1980]. Moreover, with $\sup _{\partial \Sigma} u:=\inf \left\{k \in \mathbb{R}: u \leq k\right.$ on $\partial \Sigma$ in the $W_{\mu}^{1,2}(\Sigma)$-sense $\}$ and $\inf _{\partial \Sigma}:=-\sup _{\partial \Sigma}(-u)$, the weak maximum principle holds [Fabes et al. 1982b, Theorem 2.2.2], and the strong version follows by the Harnack inequality in (2.18) [Fabes et al. 1982b, Corollary 2.3.10].

We can now state a Hölder continuity estimate and a Harnack inequality for certain solutions near the boundary. For a cube $Q \subset \mathbb{R}^{n}$, recall the corkscrew point $X_{Q}:=\left(x_{Q}, \ell(Q)\right)$ and denote the Carleson box in $\mathbb{R}_{+}^{n+1}$ by $T_{Q}:=Q \times(0, \ell(Q))$. Also, recall that $\mu(x, t):=\mu(x)$, so $d \mu(x, t)=\mu(x) d x d t$, for $(x, t) \in \mathbb{R}^{n+1}$. If $u \in W_{\mu}^{1,2}\left(T_{2 Q}\right)$ is a solution of $\operatorname{div}(A \nabla u)=0$ in $T_{2 Q}$, and $u=0$ on $2 Q$ in the $W_{\mu}^{1,2}\left(T_{2 Q}\right)$-sense, then

$$
\begin{equation*}
|u(x, t)| \lesssim\left(\frac{t}{\ell(Q)}\right)^{\alpha}\left(f_{T_{2 Q}}|u|^{2} d \mu\right)^{1 / 2} \quad \text { for all }(x, t) \in T_{Q} \tag{5.1}
\end{equation*}
$$

and if, in addition, $u \geq 0$ almost everywhere on $T_{2 Q}$, then

$$
\begin{equation*}
u(X) \lesssim u\left(X_{Q}\right) \quad \text { for all } X \in T_{Q} \tag{5.2}
\end{equation*}
$$

where $\alpha$ is from (2.17) and the implicit constants depend only on $n, \lambda, \Lambda$ and $[\mu]_{A_{2}}$. Estimate (5.1) follows from standard reflection arguments and the interior Hölder continuity estimate in (2.17), as observed on page 102 in [Fabes et al. 1982b]. Estimate (5.2) can then be deduced from (5.1) and the interior Harnack
inequality in (2.18), as in the uniformly elliptic case; see the proof of Theorem 1.1 in [Caffarelli et al. 1981], which does not use the assumption therein that $A$ is symmetric.

5B. Definition and properties of degenerate elliptic measure. For $X \in \mathbb{R}^{n+1}, x \in \mathbb{R}^{n}$ and $r>0$, we use $B(X, r):=\left\{Y \in \mathbb{R}^{n+1}:|Y-X|<r\right\}$ to denote balls in $\mathbb{R}^{n+1}$ and $\Delta(x, r):=\left\{y \in \mathbb{R}^{n}:|x|<r\right\}$ to denote balls in $\mathbb{R}^{n}$, where $\Delta(x, r)$ is identified with the surface ball $B((x, 0), r) \cap \partial \mathbb{R}_{+}^{n+1}$ in $\mathbb{R}^{n+1}$. For each $R>0$, consider the bounded Lipschitz domain $\Sigma_{R}:=B(0, R) \cap \mathbb{R}_{+}^{n+1}$ with Lipschitz constant at most 1 . For each $X \in \Sigma_{R}$, the degenerate elliptic measure $\omega_{R}^{X}$ is the measure on $\partial \Sigma_{R}$, as defined on page 583 in [Fabes et al. 1983], such that $u(X)=\int_{\partial \Sigma_{R}} h d \omega_{R}^{X}$ solves the Dirichlet problem for continuous boundary data $h \in C\left(\partial \Sigma_{R}\right)$ in the sense that $\operatorname{div}(A \nabla u)=0$ in $\Sigma_{R}$ and $u \in C\left(\bar{\Sigma}_{R}\right)$ with $\left.u\right|_{\partial \Sigma_{R}}=h$.

We now define the degenerate elliptic measure on $\mathbb{R}^{n}$. If $f \in C_{c}\left(\mathbb{R}^{n}\right)$, fix $R_{0}>0$ such that supp $f \subseteq$ $\Delta\left(0, R_{0}\right)$ and set $f$ equal to zero on $\mathbb{R}_{+}^{n+1}$, so then $f^{ \pm} \in C\left(\partial \Sigma_{R}\right)$ for all $R \geq R_{0}$, where $f^{ \pm}(X):=$ $\max \{ \pm f(X), 0\}$; thus

$$
u_{R}^{ \pm}(X):=\int_{\partial \Sigma_{R}} f^{ \pm} d \omega_{R}^{X} \quad \text { for all } X \in \Sigma_{R}
$$

solve the Dirichlet problem as above in $\Sigma_{R}$ for all $R \geq R_{0}$. The maximum principle then implies that $u_{R_{1}}^{ \pm}(X) \leq u_{R_{2}}^{ \pm}(X)$, whenever $R_{0} \leq R_{1} \leq R_{2}$ and $X \in \Sigma_{R_{1}}$, and that $\sup _{R>0}\left\|u_{R}^{ \pm}\right\|_{\infty} \leq\|f\|_{\infty}$. This allows us to define

$$
\begin{equation*}
u(X):=\lim _{R \rightarrow \infty}\left[u_{R}^{+}(X)-u_{R}^{-}(X)\right] \quad \text { for all } X \in \mathbb{R}_{+}^{n+1} \tag{5.3}
\end{equation*}
$$

and since the mapping $f \mapsto u(X)$ is a positive linear functional on $C_{c}\left(\mathbb{R}^{n}\right)$, the Riesz representation theorem implies that there exists a regular Borel probability measure (the degenerate elliptic measure) $\omega^{X}$ on $\mathbb{R}^{n}$ such that $u(X)=\int_{\mathbb{R}^{n}} f d \omega^{X}$.

The function $u$ from (5.3) solves $\operatorname{div}(A \nabla u)=0$ in $\mathbb{R}_{+}^{n+1}$. To prove this, note that $\|u\|_{\infty} \leq\|f\|_{\infty}$, so for each compact set $K \subset \mathbb{R}_{+}^{n+1}$, the Hölder continuity of solutions in (2.17) ensures the equicontinuity required to apply the Arzelà-Ascoli theorem and extract a subsequence $u_{R_{j}}$ that converges to $u$ uniformly on $K$. This combined with Caccioppoli's inequality shows that $u_{R_{j}}$ converges to $u$ in $W_{\mu}^{1,2}(K)$; hence $u \in W_{\mu, \text { loc }}^{1,2}\left(\mathbb{R}_{+}^{n+1}\right)$. Moreover, if $\varphi \in C_{c}^{\infty}\left(\mathbb{R}_{+}^{n+1}\right)$ and $K=\operatorname{supp} \varphi \subset \Sigma_{R}$, then

$$
\begin{equation*}
\left|\int_{K}\left\langle A \nabla\left(u-u_{R}\right), \nabla \varphi\right\rangle\right| \leq \Lambda\|\nabla \varphi\|_{\infty} \mu(K)^{1 / 2}\left\|u-u_{R}\right\|_{W_{\mu}^{1,2}(K)} \tag{5.4}
\end{equation*}
$$

from which it follows that $\int_{\mathbb{R}_{+}^{n+1}}\langle A \nabla u, \nabla \varphi\rangle=0$, as required.
We note by (5.3) that, when restricted to any bounded Borel subset of $\mathbb{R}^{n}$, the measures $\omega_{R}^{X}$ converge weakly to $\omega^{X}$, so Theorem 1 on page 54 of [Evans and Gariepy 1992] shows that

$$
\begin{equation*}
\omega^{X}(U) \leq \liminf _{R \rightarrow \infty} \omega_{R}^{X}(U), \quad \omega^{X}(K) \geq \limsup _{R \rightarrow \infty} \omega_{R}^{X}(K), \quad \omega^{X}(\mathcal{B})=\lim _{R \rightarrow \infty} \omega_{R}^{X}(\mathcal{B}) \tag{5.5}
\end{equation*}
$$

for all bounded open sets $U \subset \mathbb{R}^{n}$, all compact sets $K \subset \mathbb{R}^{n}$, and all bounded Borel sets $\mathcal{B} \subset \mathbb{R}^{n}$ such that $\omega^{X}(\partial \mathcal{B})=0$. This construction of the degenerate elliptic measure also provides for the following expected properties.

Lemma 5.6. If $X_{0}, X_{1} \in \mathbb{R}_{+}^{n+1}$ and $E \subseteq \mathbb{R}^{n}$ is a Borel set, then $\omega^{X_{0}}(E)=0$ if and only if $\omega^{X_{1}}(E)=0$. Moreover, the nonnegative function $u(X):=\omega^{X}(E)$ is a solution of $\operatorname{div}(A \nabla u)=0$ in $\mathbb{R}_{+}^{n+1}$ and the boundary Hölder continuity estimate

$$
\begin{equation*}
|u(x, t)| \lesssim\left(\frac{t}{\ell(Q)}\right)^{\alpha} u\left(X_{Q}\right) \quad \text { for all }(x, t) \in T_{Q} \tag{5.7}
\end{equation*}
$$

holds on all cubes $Q$ such that $2 Q \subseteq \mathbb{R}^{n} \backslash E$, where $\alpha$ is from (2.17) and the implicit constants depend only on $n, \lambda, \Lambda$ and $[\mu]_{A_{2}}$,
Proof. The proof follows that of Lemma 1.2.7 in [Kenig 1994], except we must account for the fact that the solution to the Dirichlet problem in $\mathbb{R}_{+}^{n+1}$ defined by (5.3) requires boundary data to have compact support, which is easily done as we now show. Suppose that $\omega^{X_{0}}(E)=0$ and that $K \subseteq E$ is a compact set. The regularity of the measure implies that $\omega^{X_{0}}(K)=0$ and, for each $\epsilon>0$, there exists a bounded open set $U \supset K$ such that $\omega^{X_{0}}(U)<\epsilon$. In particular, we may assume that $U$ is bounded because $K$ is compact, so by Urysohn's lemma there exists $g \in C_{c}\left(\mathbb{R}^{n}\right)$ such that $g(x)=1$ on $K, 0 \leq g(x) \leq 1$ on $U$, and supp $g \subset U$. It follows that $u(X)=\int_{\mathbb{R}^{n}} g d \omega^{X}$ is the solution to the Dirichlet problem in $\mathbb{R}_{+}^{n+1}$ defined by (5.3) with boundary data $g$. Applying the Harnack inequality from (2.18) and connecting $X_{0}$ with $X_{1}$ via a Harnack chain then shows that there exists $C>0$, depending on $X_{0}$ and $X_{1}$, such that

$$
\omega^{X_{1}}(K) \leq u\left(X_{1}\right) \leq C u\left(X_{0}\right) \leq C \omega^{X_{0}}(U) \leq C \epsilon \quad \text { for all } \epsilon>0
$$

hence $\omega^{X_{1}}(K)=0$ for all compact sets $K \subseteq E$, and so $\omega^{X_{1}}(E)=0$ by regularity.
The proof that $u(X):=\omega^{X}(E)$ is a solution of $\operatorname{div}(A \nabla u)=0$ in $\mathbb{R}_{+}^{n+1}$ also follows that of Lemma 1.2.7 in [Kenig 1994]. It remains to prove that the boundary Hölder continuity estimate holds on all cubes $Q$ such that $2 Q \subseteq \mathbb{R}^{n} \backslash E$. We first consider when $E$ is bounded. In that case, let $U_{\delta}$ denote the open $\delta$-neighbourhood of $E$ and set $\chi_{\epsilon, \delta}:=\varphi_{\epsilon} * \mathbb{1}_{U_{\delta}}$ for all $\delta>\epsilon>0$, where $\varphi_{\epsilon}(x):=\epsilon^{-n} \varphi(x / \epsilon)$ and $\varphi \in C_{c}^{\infty}(\Delta(0,1))$ is a fixed nonnegative function with $\int_{\mathbb{R}^{n}} \varphi=1$. In particular, since $U_{\delta}$ is open, we have $\mathbb{1}_{E} \leq \mathbb{1}_{U_{\delta}} \leq \liminf _{\epsilon \rightarrow 0} \chi_{\epsilon, \delta}$. Consequently, if $X=(x, t) \in \mathbb{R}_{+}^{n+1}$, then

$$
\begin{equation*}
u(X)=\omega^{X}(E) \leq \omega^{X}\left(U_{\delta}\right) \leq \int_{\mathbb{R}^{n}} \liminf _{\epsilon \rightarrow 0} \chi_{\epsilon, \delta} d \omega^{X} \leq \liminf _{\epsilon \rightarrow 0} \int_{\mathbb{R}^{n}} \chi_{\epsilon, \delta} d \omega^{X} \tag{5.8}
\end{equation*}
$$

The function $\chi_{\epsilon, \delta}$ belongs to $C_{c}^{\infty}\left(\mathbb{R}^{n}\right)$ and thus extends to a function in $C_{c}^{\infty}\left(\mathbb{R}^{n+1}\right)$. The construction of the degenerate elliptic measure (see pages 580-583 in [Fabes et al. 1983], which was the starting point for our extension to the upper half-space above) thus implies $v_{\epsilon}(X):=\int_{\mathbb{R}^{n}} \chi_{\epsilon, \delta} d \omega^{X}$ is in $W^{1,2}\left(T_{(3 / 2) Q}\right)$ and vanishes on $\frac{3}{2} Q$ whenever $0<\epsilon<\delta<\frac{1}{4} \ell(Q)$, so estimate (5.8) combined with the boundary Hölder continuity estimate in (5.1) and the boundary Harnack inequality in (5.2) shows that

$$
\begin{equation*}
u(x, t) \leq \liminf _{\epsilon \rightarrow 0} v_{\epsilon}(x, t) \lesssim\left(\frac{t}{\ell(Q)}\right)^{\alpha} \liminf _{\epsilon \rightarrow 0} v_{\epsilon}\left(X_{Q}\right) \quad \text { for all }(x, t) \in T_{Q} \tag{5.9}
\end{equation*}
$$

We now let $U_{\delta, \epsilon}$ denote the open $\epsilon$-neighbourhood of $U_{\delta}$, in which case $\chi_{\epsilon, \delta} \leq \mathbb{1}_{U_{\delta, \epsilon}}$ and $v_{\epsilon}(X) \leq$ $\omega^{X}\left(U_{\delta, \epsilon}\right)$, so by (5.9) and the regularity of the degenerate elliptic measure we have

$$
u(x, t) \lesssim\left(\frac{t}{\ell(Q)}\right)^{\alpha} \liminf _{\epsilon \rightarrow 0} \omega^{X_{Q}}\left(U_{\delta, \epsilon}\right) \lesssim\left(\frac{t}{\ell(Q)}\right)^{\alpha} \omega^{X_{Q}}\left(U_{\delta}\right) \quad \text { for all }(x, t) \in T_{Q}
$$

This proves (5.7) if $E$ is bounded, since the regularity of the measure also implies that $\omega^{X}{ }_{Q}\left(U_{\delta}\right)$ approaches $\omega^{X_{Q}}(E)=u\left(X_{Q}\right)$ as $\delta$ approaches 0 . If $E$ is not bounded, then applying (5.7) on the bounded sets $E_{k}:=\mathbb{1}_{2^{k+1} Q \backslash 2^{k} Q} E$, for $k \in \mathbb{N}$, shows that

$$
u(x, t)=\sum_{k=1}^{\infty} \omega^{X}\left(E_{k}\right) \lesssim \sum_{k=1}^{\infty}\left(\frac{t}{\ell(Q)}\right)^{\alpha} \omega^{X Q}\left(E_{k}\right)=\left(\frac{t}{\ell(Q)}\right)^{\alpha} \omega^{X Q}(E) \quad \text { for all }(x, t) \in T_{Q}
$$

as required.
5C. Preliminary estimates for degenerate elliptic measure. In the uniformly elliptic case, there is a rich theory for the Green's function on bounded domains, and specifically, estimates and connections with elliptic measure; see, for instance, Theorem 1.2.8 and Corollary 1.3.6 in [Kenig 1994]. This theory also extends to unbounded domains; see Section 10 in [Littman et al. 1963] and [Hofmann and Kim 2007]. In the degenerate elliptic case, the theory was developed on bounded domains in [Fabes et al. 1982a; 1982b; 1983], but it is not clear if there is always such a Green's function on unbounded domains. In particular, the construction in [Hofmann and Kim 2007] for the uniformly elliptic case relies on the (unweighted) global version of the Sobolev embedding in (2.4), which is not known for a general $A_{2}$-weight. In what follows, we combine the properties of the Green's function on the bounded domain $\Sigma_{R}:=B(0, R) \cap \mathbb{R}_{+}^{n+1}$ with the limit properties in (5.5) to deduce estimates for degenerate elliptic measure on $\mathbb{R}^{n}$. These will be used to prove Lemma 5.24 and ultimately Theorem 5.30.

For each $R>0$, the Green's function $g_{R}: \bar{\Sigma}_{R} \times \bar{\Sigma}_{R} \mapsto[0, \infty]$ is constructed by following Proposition 2.4 in [Fabes et al. 1982a]. In particular, for each $Y \in \Sigma_{R}$, the mapping $X \mapsto g_{R}(X, Y)$ is the Hölder continuous function in $\bar{\Sigma}_{R} \backslash\{Y\}$ that vanishes on $\partial \Sigma_{R}$ and satisfies $\int_{\Sigma_{R}}\left\langle A \nabla g_{R}(\cdot, Y), \nabla \Phi\right\rangle=\Phi(Y)$ for all $\Phi \in C_{c}^{\infty}\left(\Sigma_{R}\right)$. As explained on page 583 in [Fabes et al. 1983], these properties are valid on any NTA domain, hence a fortiori on $\Sigma_{R}$. The proofs do not rely on the assumption therein that $A$ is symmetric, although the symmetry property $g_{R}(X, Y)=g_{R}(Y, X)$ is no longer guaranteed, as $g_{R}^{*}(X, Y):=g_{R}(Y, X)$ is the Green's function for the adjoint operator $-\operatorname{div}\left(A^{*} \nabla\right)$. We will rely on the following two lemmas, which are immediate from Theorem 4 and Lemma 3 in [Fabes et al. 1983], respectively, to estimate the Green's function $g_{R}$ and the degenerate elliptic measure $\omega_{R}$ on $\Sigma_{R}$.

Lemma 5.10. If $X, Y \in \Sigma_{R}$ and $|X-Y|<\frac{1}{2} \operatorname{dist}\left(Y, \partial \Sigma_{R}\right)$, then

$$
g_{R}(X, Y) \approx \int_{|X-Y|}^{\operatorname{dist}\left(Y, \partial \Sigma_{R}\right)} \frac{s^{2}}{\mu(B(Y, s))} \frac{d s}{s}
$$

where the implicit constants depend only on $n, \lambda, \Lambda$ and $[\mu]_{A_{2}}$.
Lemma 5.11. If $R>0$ and $Q$ is a cube in $\mathbb{R}^{n}$ such that $T_{2 Q} \subset \Sigma_{R}$, then

$$
\frac{g_{R}\left(X_{Q}, Y\right)}{\ell(Q)} \approx \omega_{R}^{Y}(Q) \frac{\ell(Q)}{\mu\left(T_{Q}\right)}=\frac{\omega_{R}^{Y}(Q)}{\mu(Q)} \quad \text { for all } Y \in \Sigma_{R} \backslash T_{2 Q}
$$

where the implicit constants depend only on $n, \lambda, \Lambda$ and $[\mu]_{A_{2}}$.

The degenerate elliptic measure $\omega_{R}^{X}$ satisfies the doubling property $\omega_{R}^{X}(2 Q) \leq C_{0} \omega_{R}^{X}(Q)$ for all cubes $Q$ in $\mathbb{R}^{n}$ such that $T_{2 Q} \subset \Sigma_{R}$ and all $X \in \Sigma_{R} \backslash T_{2 Q}$, where the doubling constant $C_{0}>0$ depends only on $n, \lambda, \Lambda$ and $[\mu]_{A_{2}}$. This is proved in Lemma 1 on page 584 of [Fabes et al. 1983] by using the estimates in Lemma 5.11, the Harnack inequality in (2.18), and the doubling property of $\mu$. The doubling constant $C_{0}$ does not depend on $R$, which allows us to use the inequalities in (5.5) to show that the degenerate elliptic measure $\omega^{X}$ is locally doubling on $\mathbb{R}^{n}$, in the sense that

$$
\begin{equation*}
\omega^{X}(2 Q) \leq \liminf _{R \rightarrow \infty} \omega_{R}^{X}(2 Q) \lesssim \liminf _{R \rightarrow \infty} \omega_{R}^{X}\left(\frac{1}{2} Q\right) \leq \limsup _{R \rightarrow \infty} \omega_{R}^{X}\left(\frac{1}{2} \bar{Q}\right) \leq \omega^{X}(Q) \tag{5.12}
\end{equation*}
$$

for all cubes $Q \subset \mathbb{R}^{n}$ and all $X \in \mathbb{R}_{+}^{n+1} \backslash T_{2 Q}$, where the implicit constant is $C_{0}^{2}$. In particular, the doubling property implies $\omega^{X}(\partial Q)=0$ for all cubes $Q \subset \mathbb{R}^{n}$ (see page 403 in [García-Cuerva and Rubio de Francia 1985] or Proposition 6.3 in [Hofmann and Martell 2014]), so (5.12) actually improves to $\omega^{X}(2 Q) \leq C_{0} \omega^{X}(Q)$, since by the equality in (5.5) we now have

$$
\begin{equation*}
\omega^{X}(Q)=\lim _{R \rightarrow \infty} \omega_{R}^{X}(Q) \tag{5.13}
\end{equation*}
$$

for all cubes $Q \subset \mathbb{R}^{n}$ and all $X \in \mathbb{R}_{+}^{n+1} \backslash T_{2 Q}$. This provides the following estimate for degenerate elliptic measure.

Lemma 5.14. If $Q$ is a cube in $\mathbb{R}^{n}$, then $\omega^{X}(Q) \gtrsim 1$, where the implicit constant depends only on $n, \lambda$, $\Lambda$ and $[\mu]_{A_{2}}$.
Proof. Let $Q$ denote a cube in $\mathbb{R}^{n}$ and fix $R_{0}>0$ such that $T_{2 Q} \subset \Sigma_{R_{0}}$. The Hölder continuity at the boundary in (5.1) and the Harnack inequality in (2.18) imply (see the proof of Lemma 3 on page 585 in [Fabes et al. 1983]) that

$$
\omega_{R}^{X_{Q}}(Q) \gtrsim 1 \quad \text { for all } R \geq R_{0}
$$

where the implicit constant depends only on $n, \lambda, \Lambda$ and $[\mu]_{A_{2}}$, and so does not depend on $R$. The result follows by using Harnack's inequality to shift the pole (from $X_{2 Q}$ to $X_{Q}$ ) in (5.12)-(5.13) to obtain $\omega^{X_{Q}}(Q)=\lim _{R \rightarrow \infty} \omega_{R}^{X_{Q}}(Q) \gtrsim 1$.

The estimates in Lemma 5.11 also imply the following comparison principle. The result is stated on page 585 in [Fabes et al. 1983] and the proof is the same as in the uniformly elliptic case; see Theorem 1.4 in [Caffarelli et al. 1981] or Lemma 1.3.7 in [Kenig 1994], neither of which use the assumption therein that $A$ is symmetric.
Lemma 5.15 (comparison principle). Let $Q$ denote a cube in $\mathbb{R}^{n}$ and suppose that $u, v \in W_{\mu}^{1,2}\left(T_{2 Q}\right) \cap$ $C\left(\bar{T}_{2 Q}\right)$ with $u, v \geq 0$ on $T_{2 Q}$. If $\operatorname{div}(A \nabla u)=\operatorname{div}(A \nabla v)=0$ in $T_{2 Q}$ and $u=v=0$ on $2 Q$, then

$$
\frac{u(X)}{v(X)} \approx \frac{u\left(X_{Q}\right)}{v\left(X_{Q}\right)} \quad \text { for all } X \in T_{Q}
$$

where the implicit constants depend only on $n, \lambda, \Lambda$ and $[\mu]_{A_{2}}$.
The following corollary of these preliminaries will be used in Proposition 5.18 to estimate RadonNikodym derivatives of the degenerate elliptic measure.

Lemma 5.16. If $Q_{0}$ and $Q$ are cubes in $\mathbb{R}^{n}$ such that $Q \subseteq Q_{0}$, then

$$
\omega^{X}{Q_{0}}(Q) \approx \frac{\omega^{X}(Q)}{\omega^{X}\left(Q_{0}\right)} \quad \text { for all } X \in \mathbb{R}_{+}^{n+1} \backslash T_{2 Q_{0}}
$$

where the implicit constants depend only on $n, \lambda, \Lambda$ and $[\mu]_{A_{2}}$.
Proof. Let $Q \subset Q_{0}$ be cubes in $\mathbb{R}^{n}$, suppose that $X \in \mathbb{R}_{+}^{n+1} \backslash T_{2 Q_{0}}$ and consider $R>0$ large enough so that $X \in \Sigma_{R}$ and $T_{4 Q_{0}} \subset \Sigma_{R}$. Lemma 5.11 shows that

$$
\begin{aligned}
\omega_{R}^{X}\left(Q_{0}\right) \ell\left(Q_{0}\right) & \approx \mu\left(Q_{0}\right) g_{R}\left(X_{Q_{0}}, X\right) \\
\omega_{R}^{X}(Q) \ell(Q) & \approx \mu(Q) g_{R}\left(X_{Q}, X\right) \\
\omega_{R}^{X_{3 Q_{0}}}(Q) \ell(Q) & \approx \mu(Q) g_{R}\left(X_{Q}, X_{3 Q_{0}}\right)
\end{aligned}
$$

If $u(Y)=g_{R}(Y, X)$ and $v(Y)=g_{R}\left(Y, X_{3 Q_{0}}\right)$, then $\operatorname{div}(A \nabla u)=\operatorname{div}(A \nabla u) v=0$ in $T_{2 Q_{0}}$ and $u=v=0$ on $2 Q_{0}$, so the comparison principle in Lemma 5.15 shows that

$$
\frac{g_{R}\left(X_{Q}, X\right)}{g_{R}\left(X_{Q}, X_{3 Q_{0}}\right)}=\frac{u\left(X_{Q}\right)}{v\left(X_{Q}\right)} \approx \frac{u\left(X_{Q_{0}}\right)}{v\left(X_{Q_{0}}\right)}=\frac{g_{R}\left(X_{Q_{0}}, X\right)}{g_{R}\left(X_{Q_{0}}, X_{3 Q_{0}}\right)}
$$

Also, Lemma 5.10 shows that $g_{R}\left(X_{Q_{0}}, X_{3 Q_{0}}\right) \approx \ell\left(Q_{0}\right) / \mu\left(Q_{0}\right)$, so together we obtain

$$
\frac{\omega_{R}^{X}(Q)}{\omega_{R}^{X}\left(Q_{0}\right)} \approx \frac{g_{R}\left(X_{Q}, X\right)}{g_{R}\left(X_{Q_{0}}, X\right)} \frac{\mu(Q)}{\ell(Q)} \frac{\ell\left(Q_{0}\right)}{\mu\left(Q_{0}\right)} \approx \frac{g_{R}\left(X_{Q}, X_{3 Q_{0}}\right)}{g_{R}\left(X_{Q_{0}}, X_{3 Q_{0}}\right)} \frac{\mu(Q)}{\ell(Q)} \frac{\ell\left(Q_{0}\right)}{\mu\left(Q_{0}\right)} \approx \omega_{R}^{X_{3} Q_{0}}(Q)
$$

The Harnack inequality from (2.18) then shows that $\omega_{R}^{X}(Q) \approx \omega_{R}^{X}\left(Q_{0}\right) \omega_{R}^{X} Q_{0}(Q)$ and the result follows by using (5.13) to estimate the limit as $R$ approaches infinity.

If $X, X_{0} \in \mathbb{R}_{+}^{n+1}$, then Lemma 5.6 shows that $\omega^{X}$ and $\omega^{X_{0}}$ are mutually absolutely continuous, so the Lebesgue differentiation theorem for the locally doubling measure $\omega^{X_{0}}$ implies that the Radon-Nikodym derivative of $\omega^{X}$ satisfies

$$
\begin{equation*}
K\left(X_{0}, X, y\right):=\frac{d \omega^{X}}{d \omega^{X_{0}}}(y)=\lim _{s \rightarrow 0} \frac{\omega^{X}(Q(y, s))}{\omega^{X_{0}}(Q(y, s))}, \quad \omega^{X_{0}} \text {-a.e. } y \in \mathbb{R}^{n} \tag{5.17}
\end{equation*}
$$

where $Q(y, s)$ denotes the cube in $\mathbb{R}^{n}$ with centre $y$ and side length $s$. The following decay estimate for the kernel function $K$ extends Lemma 2 on page 584 in [Fabes et al. 1983]. It is the final property of degenerate elliptic measure needed to prove Lemma 5.24.

Proposition 5.18. If $Q_{0}$ and $Q$ are cubes in $\mathbb{R}^{n}$ such that $Q \subseteq Q_{0}$, then

$$
K\left(X_{Q_{0}}, X_{Q}, y\right) \lesssim \frac{1}{\omega^{X_{Q_{0}}(Q)}} \max \left\{\frac{\left|y-x_{Q}\right|}{\ell(Q)}, 1\right\}^{-\alpha}, \quad \omega^{X_{Q_{0}} \text { a.e. } y \in Q_{0}}
$$

where $\alpha>0$ from (2.17) and the implicit constant depend only on $n, \lambda, \Lambda$ and $[\mu]_{A_{2}}$.

Proof. Let $Q \subseteq Q_{0}$ denote cubes in $\mathbb{R}^{n}$ and fix $J \in \mathbb{N}$ such that $2^{J-1} Q \subseteq Q_{0} \subseteq 2^{J} Q$. If $y \in Q$, then Lemma 5.16 and the Harnack inequality in (2.18) show that

$$
\omega^{X_{Q}}(Q(y, s)) \approx \frac{\omega^{X_{2} Q_{0}}(Q(y, s))}{\omega^{X_{2} Q_{0}}(Q)} \approx \frac{\omega^{X_{Q_{0}}}(Q(y, s))}{\omega^{X_{Q_{0}}}(Q)}
$$

whenever $0<s<\operatorname{dist}\left(y, \mathbb{R}^{n} \backslash Q\right)$. If $y \in 2^{j} Q \backslash 2^{j-1} Q$ for some $j \in\{1, \ldots, J\}$, then the boundary Hölder continuity estimate in (5.7) combined with Lemma 5.16 and the Harnack inequality in (2.18) show that

$$
\omega^{X_{Q}}(Q(y, s)) \lesssim\left(\frac{\ell(Q)}{2^{j-2} \ell(Q)}\right)^{\alpha} \omega^{X_{2^{j-2}} Q}(Q(y, s)) \approx\left(\frac{\ell(Q)}{\left|y-x_{Q}\right|}\right)^{\alpha} \frac{\omega^{X} Q_{0}(Q(y, s))}{\omega^{X} Q_{0}\left(2^{j} Q\right)}
$$

whenever $0<s<\operatorname{dist}\left(y, \mathbb{R}^{n} \backslash\left(2^{j} Q \backslash 2^{j-2} Q\right)\right)$, where $\alpha>0$ from (2.17) and the implicit constants depend only on $n, \lambda, \Lambda$ and $[\mu]_{A_{2}}$. The result follows by using these two estimates to bound the limit as $s$ approaches zero in (5.17).

5D. The $\boldsymbol{A}_{\infty}$-estimate for degenerate elliptic measure. We now combine the properties of degenerate elliptic measure with good $\epsilon_{0}$-coverings for sets, as introduced in [Kenig et al. 2000] and defined below (see also [Kenig et al. 2016]), to construct bounded solutions that satisfy the truncated square function estimate in Lemma 5.24. This result, combined with the Carleson measure estimate from Theorem 1.3, allows us to prove the $A_{\infty}$-estimate for the degenerate elliptic measure in Theorem 5.30. This avoids the need to apply the method of $\epsilon$-approximability, as was done in [Hofmann et al. 2015a], and so simplifies the proof in the uniformly elliptic case.

Let $\mathbb{D}\left(\mathbb{R}^{n}\right)$ denote the standard collection $\left\{2^{k}\left(j+[0,1]^{n}\right): k \in \mathbb{Z}, j \in \mathbb{Z}^{n}\right\}$ of all closed dyadic cubes $S$ in $\mathbb{R}^{n}$. For each $S \in \mathbb{D}\left(\mathbb{R}^{n}\right)$ and $\eta=2^{-K}$, where $K \in \mathbb{N}$, define $\mathbb{D}(S):=\left\{S^{\prime} \in \mathbb{D}\left(\mathbb{R}^{n}\right): S^{\prime} \subseteq S\right\}$ and

$$
\begin{equation*}
\mathbb{D}^{\eta}(S):=\left\{S^{\prime} \in \mathbb{D}(S): \ell\left(S^{\prime}\right)=2^{-K} \ell(S)\right\} \tag{5.19}
\end{equation*}
$$

so $\mathbb{D}^{\eta}(S)$ is precisely the set of all dyadic descendants of $S$ at scale $2^{-K} \ell(S)$.
Definition 5.20. Suppose that $Q_{0}$ is a cube in $\mathbb{R}^{n}$. If $\epsilon_{0}>0, k \in \mathbb{N}, Q \subseteq Q_{0}$ is a cube and $E \subseteq Q$, then a good $\epsilon_{0}$-cover of $E$ of length $k$ in $Q$ is a collection $\left\{O_{l}\right\}_{l=1}^{k}$ of nested open sets that satisfy $E \subseteq O_{k} \subseteq O_{k-1} \subseteq \cdots \subseteq O_{1} \subseteq Q$ and each of which has a decomposition $O_{l}=\bigcup_{i=1}^{\infty} S_{i}^{l}$ given by a collection $\left\{S_{i}^{l}\right\}_{i \in \mathbb{N}} \subseteq \mathbb{D}\left(\mathbb{R}^{n}\right)$ of dyadic cubes with pairwise disjoint interiors such that

$$
\begin{equation*}
\omega^{X_{2} Q_{0}}\left(O_{l} \cap S_{i}^{l-1}\right) \leq \epsilon_{0} \omega^{X_{2} Q_{0}}\left(S_{i}^{l-1}\right) \quad \text { for all } i \in \mathbb{N}, \text { for all } l \in\{2, \ldots, k\} \tag{5.21}
\end{equation*}
$$

Let us record a few important consequences of this definition that will be needed. It is proved on page 243 in [Kenig et al. 2000] that for each $i \in \mathbb{N}$ and $l \in\{2, \ldots, k\}$, there exists a unique $j \in \mathbb{N}$ such that $S_{i}^{l}$ is a proper subset of $S_{j}^{l-1}$; thus $\ell\left(S_{i}^{l}\right) \leq \frac{1}{2} \ell\left(S_{j}^{l-1}\right)$. Also, for $m \in\{2, \ldots, k\}$, iterating (5.21) as in Lemma 2.5 of [Kenig et al. 2000] shows that

$$
\begin{equation*}
\omega^{X_{2} Q_{0}}\left(O_{l} \cap S_{i}^{m}\right) \leq \epsilon_{0}^{l-m} \omega^{X_{2} Q_{0}}\left(S_{i}^{m}\right) \quad \text { for all } i \in \mathbb{N}, \text { for all } l \in\{m, \ldots, k\} \tag{5.22}
\end{equation*}
$$

In the uniformly elliptic case, the following result is Lemma 2.3 from [Kenig et al. 2016]. The proof extends to the degenerate elliptic case, since it only relies on the fact that the degenerate elliptic measure $\omega^{X_{2} Q_{0}}$ is doubling when restricted to the cube $Q_{0}$.

Lemma 5.23. Suppose that $Q_{0}$ is a cube in $\mathbb{R}^{n}$. If $\epsilon_{0}>0$, then there exists $\delta_{0}>0$, depending only on $\epsilon_{0}$, $n, \lambda, \Lambda$ and $[\mu]_{A_{2}}$, such that the following property holds:

If $Q \subseteq Q_{0}$ is a cube and $E \subseteq Q_{0}$ such that $\omega^{X_{2} Q_{0}}(E) \leq \delta_{0}$, then there exists a good $\epsilon_{0}$-cover of $E$ of length $k$ in $Q$ for some natural number $k \approx \log \left(\omega^{X_{2} Q_{0}}(E)\right) / \log \epsilon_{0}$, where the implicit constants depend only on $n, \lambda, \Lambda$ and $[\mu]_{A_{2}}$.

We can now prove the following lemma by adapting the proof in [Kenig et al. 2016] to the degenerate elliptic case. The original argument has also been somewhat modified.

Lemma 5.24. Suppose that $Q_{0}$ is a cube in $\mathbb{R}^{n}$. If $M \geq 1$, then there exists $\delta_{M}>0$, depending only on $M, n, \lambda, \Lambda$ and $[\mu]_{A_{2}}$, such that the following property holds:

If $Q \subseteq Q_{0}$ is a cube and $E \subseteq Q$ and $\omega^{X_{2 Q_{0}}}(E) \leq \delta_{M}$, then there is a Borel subset $\mathcal{B}$ of $\mathbb{R}^{n}$ such that the solution $u(X):=\omega^{X}(\mathcal{B})$ of $\operatorname{div}(A \nabla u)=0$ in $\mathbb{R}_{+}^{n+1}$ satisfies

$$
M \leq \int_{0}^{\gamma \ell(Q)} \int_{\Delta(x, \gamma t)}|t \nabla u(y, t)|^{2} \frac{d \mu(y)}{\mu(\Delta(x, t))} \frac{d t}{t} \quad \text { for all } x \in E
$$

where $\gamma>0$ is a constant that depends only on $n, \lambda, \Lambda$ and $[\mu]_{A_{2}}$.
Proof. We introduce three constants $\epsilon_{0}, \delta, \eta \in(0,1)$ that will be chosen with $\delta \leq \delta_{0}$, where $\delta_{0}$ is determined by $\epsilon_{0}$ as in Lemma 5.23, and $\eta=2^{-K}$ for some $K \in \mathbb{N}$. Therefore, if $E \subseteq Q \subseteq Q_{0}$ and $\omega^{X_{2} Q_{0}}(E) \leq \delta$, then there exists a good $\epsilon_{0}$-cover of $E$ of length $k$ in $Q$ such that $k \approx \log \left(\omega^{X_{2} Q_{0}}(E)\right) / \log \epsilon_{0}$. This cover is denoted by $\left\{O_{l}\right\}_{l=1}^{k}$ with $O_{l}=\bigcup_{i=1}^{\infty} S_{i}^{l}$ as in Definition 5.20 , and for each such cube $S_{i}^{l}$, a dyadic descendant $\widetilde{S}_{i}^{l}$ in $\mathbb{D}^{\eta}\left(S_{i}^{l}\right)$ that contains the centre of $S_{i}^{l}$ is now fixed and

$$
\begin{equation*}
\widetilde{O}_{l}:=\bigcup_{i=1}^{\infty} \widetilde{S}_{i}^{l} \tag{5.25}
\end{equation*}
$$

where we note that $\ell\left(\widetilde{S}_{i}^{l}\right)=\eta \ell\left(S_{i}^{l}\right)$ in accordance with (5.19).
We claim that there exists a Borel subset $\mathcal{B}$ of $\mathbb{R}^{n}$ such that $\mathbb{1}_{\mathcal{B}}=\sum_{l=2}^{k} \mathbb{1}_{\tilde{O}_{l-1} \backslash O_{l}}$. To see this, suppose that $\sum_{l=2}^{k} \mathbb{1}_{\tilde{o}_{l-1} \backslash O_{l}}(\underset{\sim}{x}) \neq 0$ and let $l_{0}$ denote the smallest integer $l \in[2, k]$ such that $\mathbb{1}_{\tilde{o}_{l-1}} \backslash O_{l}(x)=1$. It must hold that $x \in \widetilde{O}_{l_{0}-1} \backslash O_{l_{0}}$, so then $x \notin O_{l_{0}}$, which implies $x \notin O_{l}$ and $x \notin \widetilde{O}_{l}$ for all $l \geq l_{0}$; hence $\mathbb{1}_{\tilde{O}_{l-1} \backslash O_{l}}(x)=0$ for all $l>l_{0}$ and the claim follows.

We now aim to choose $\epsilon_{0}, \eta \in(0,1)$ such that $u(X):=\omega^{X}(\mathcal{B})$ on $\mathbb{R}_{+}^{n+1}$ satisfies

$$
\begin{equation*}
\left|u\left(X_{\eta S_{i}^{l}}\right)-u\left(X_{\eta \widehat{S}_{i}^{l}}\right)\right| \gtrsim 1 \quad \text { for all } \widehat{S}_{i}^{l} \in \mathbb{D}^{\eta}\left(S_{i}^{l}\right), \text { for all } i \in \mathbb{N}, \text { for all } l \in\{1, \ldots, k\} \tag{5.26}
\end{equation*}
$$

where the implicit constant depends only on the allowed constants $n, \lambda, \Lambda$ and $[\mu]_{A_{2}}$, and if $x_{i}^{l}$ and $\hat{x}_{i}^{l}$ denote the centres of $S_{i}^{l}$ and $\widehat{S}_{i}^{l}$, then the relevant corkscrew points are precisely $X_{\eta S_{i}^{l}}=\left(x_{i}^{l}, \eta \ell\left(S_{i}^{l}\right)\right)$ and $X_{\eta \widehat{S}_{i}^{l}}=\left(\hat{x}_{i}^{l}, \eta^{2} \ell\left(S_{i}^{l}\right)\right)$. To this end, we proceed to obtain estimates for $u\left(X_{\eta S_{i}^{l}}\right)$ and $u\left(X_{\eta \widehat{S}_{i}^{l}}\right)$.

To estimate $u\left(X_{\eta S_{i}^{l}}\right)$, write

$$
u\left(X_{\eta S_{i}^{l}}\right)=\int_{\mathbb{R}^{n} \backslash S_{i}^{l}} \mathbb{1}_{\mathcal{B}} d \omega^{X_{n S_{i}^{l}}}+\int_{S_{i}^{l}} \mathbb{1}_{\mathcal{B}} d \omega^{X_{n S_{i}^{l}}=: I+I I . . . ~ . ~}
$$

The boundary Hölder continuity in (5.7) shows that $I \leq \omega^{X}{ }_{n S_{i}^{l}}\left(\mathbb{R}^{n} \backslash S_{i}^{l}\right) \leq C_{0} \eta^{\alpha}$, where $C_{0}, \alpha>0$ depend only on the allowed constants. To estimate $I I$, write

$$
\begin{aligned}
I I & =\sum_{j=2}^{l} \int_{S_{i}^{l}} \mathbb{1}_{\tilde{o}_{j-1} \backslash O_{j}} d \omega^{X_{n S_{i}^{l}}}+\sum_{j=l+2}^{k} \int_{S_{i}^{l}} \mathbb{1}_{\tilde{o}_{j-1} \backslash O_{j}} d \omega^{X_{n S_{i}^{l}}}+\int_{S_{i}^{l}} \mathbb{1}_{\tilde{o}_{l} \backslash o_{l+1}} d \omega^{X_{n S_{i}^{l}}} \\
& =: I I_{1}+I I_{2}+I I_{3} .
\end{aligned}
$$

First, observe that $I I_{1}=0$, since if $m \in\{2, \ldots, l\}$, then $S_{i}^{l} \subseteq O_{l} \subseteq O_{j}$ and so $\left(\tilde{O}_{j-1} \backslash O_{j}\right) \cap S_{i}^{l}=\varnothing$. To estimate $I I_{2}$, the kernel function representation in (5.17) and estimates in Proposition 5.18, the local doubling property of the degenerate elliptic measure in (5.12) and property (5.22) of the good $\epsilon_{0}$-covering, show that

$$
\begin{aligned}
I I_{2} & =\sum_{j=l+2}^{k} \int_{\left(\tilde{O}_{j-1} \backslash O_{j}\right) \cap S_{i}^{l}} K\left(X_{2 Q_{0}}, X_{\eta S_{i}^{l}}, y\right) d \omega^{X_{2} Q_{0}}(y) \\
& \leq \frac{C_{\eta}}{\omega^{X_{2} Q_{0}}\left(S_{i}^{l}\right)} \sum_{j=l+2}^{k} \omega^{X_{2} Q_{0}}\left(\left(\tilde{O}_{j-1} \backslash O_{j}\right) \cap S_{i}^{l}\right) \\
& \leq \frac{C_{\eta}}{\omega^{X_{2} Q_{0}}\left(S_{i}^{l}\right)} \sum_{j=l+2}^{k} \omega^{X_{2} Q_{0}}\left(O_{j-1} \cap S_{i}^{l}\right) \\
& \leq \frac{C_{\eta}}{\omega^{X_{2} Q_{0}}\left(S_{i}^{l}\right)} \sum_{j=l+2}^{k} \epsilon_{0}^{j-1-l} \omega^{X_{2} Q_{0}}\left(S_{i}^{l}\right) \leq \frac{C_{\eta} \epsilon_{0}}{1-\epsilon_{0}}
\end{aligned}
$$

where the constant $C_{\eta}>0$ depends only on $\eta$ and the allowed constants.
To estimate $I I_{3}$, observe that $S_{i}^{l} \cap \widetilde{O}_{l}=\widetilde{S}_{i}^{l}$ by the definition of $\widetilde{O}_{l}$ in (5.25); hence

$$
I I_{3}=\int_{\tilde{S}_{i}^{l}} d \omega^{X} S_{i}^{l}-\int_{\tilde{S}_{i}^{l} \cap O_{l+1}} d \omega^{X_{\eta S_{i}^{l}}=: I I_{3}^{\prime}-I I_{3}^{\prime \prime} . . . . ~}
$$

The term $I I_{3}^{\prime \prime}$ is estimated in the same way as $I I_{2}$ above to show that

$$
I I_{3}^{\prime \prime} \leq \frac{C_{\eta}}{\omega^{X_{2 Q_{0}}}\left(S_{i}^{l}\right)} \omega^{X_{2} Q_{0}}\left(O_{l+1} \cap \tilde{S}_{i}^{l}\right) \leq \frac{C_{\eta}}{\omega^{X_{2} Q_{0}}\left(S_{i}^{l}\right)} \omega^{X_{2 Q_{0}}}\left(O_{l+1} \cap S_{i}^{l}\right) \leq C_{\eta} \epsilon_{0}
$$

We estimate $I I_{3}^{\prime}$ from above and below. First, note that $X_{\eta S_{i}^{l}}=\left(x_{i}^{l}, \eta \ell\left(S_{i}^{l}\right)\right), x_{i}^{l} \in \widetilde{S}_{i}^{l}$ and $\ell\left(\widetilde{S}_{i}^{l}\right)=\eta \ell\left(S_{i}^{l}\right)$, so $\omega^{X}{ }_{n S_{i}^{l}}\left(\widetilde{S}_{i}^{l}\right) \approx \omega^{X_{\widetilde{S}_{i}^{l}}}\left(\widetilde{S}_{i}^{l}\right)$ by the Harnack inequality in (2.18), whilst $\omega^{X_{\widetilde{S}_{i}^{l}}}\left(\widetilde{S}_{i}^{l}\right) \gtrsim 1$ by Lemma 5.14. Thus, there exists $c_{0} \in(0,1)$ depending only on the allowed constants such that $I I_{3}^{\prime}=\omega^{X}{ }_{\eta S_{i}^{l}}\left(\widetilde{S}_{i}^{l}\right) \geq c_{0}$. Next, choose a different dyadic descendant ${\underset{\sim}{w}}_{i}^{l} \neq \widetilde{S}_{i}^{l}$ in $\mathbb{D}^{\eta}\left(S_{i}^{l}\right)$ that contains the centre of $S_{i}^{l}$. The
preceding argument shows that $\omega^{X}{ }_{n S_{i}^{l}}\left(\underset{\sim}{S}{ }_{i}^{l}\right) \geq c_{0}$, whilst $\omega^{X_{n S_{i}^{l}}}\left(\underset{\sim}{S}{ }_{i}^{l} \cap \widetilde{S}_{i}^{l}\right) \leq \omega^{X}{ }_{\eta S_{i}^{l}}\left(\partial \widetilde{S}_{i}^{l}\right)=0$; hence

$$
c_{0} \leq I I_{3}^{\prime}=\omega^{X}{ }_{n S_{i}^{l}}\left(\widetilde{S}_{i}^{l}\right)=1-\omega^{X_{n S_{i}^{l}}\left(\mathbb{R}^{n} \backslash \tilde{S}_{i}^{l}\right) \leq 1-\omega^{X_{n S_{i}^{l}}}\left({\underset{\sim}{S}}_{i}^{l}\right) \leq 1-c_{0} . . . ~}
$$

The above estimates together show that if $\epsilon_{0} \in\left(0, \frac{1}{2}\right)$, then

$$
\begin{equation*}
c_{0} \leq u\left(X_{\eta S_{i}^{l}}\right) \leq C_{0} \eta^{\alpha}+3 C_{\eta} \epsilon_{0}+1-c_{0} \tag{5.27}
\end{equation*}
$$

To estimate $u\left(X_{\eta \widehat{S}_{i}^{l}}\right)$, write
as well as

$$
\begin{aligned}
& \widehat{I I}=\sum_{j=2}^{l} \int_{\widehat{S}_{i}^{l}} \mathbb{1}_{\tilde{O}_{j-1} \backslash O_{j}} d \omega^{X_{n \widehat{S}_{i}^{l}}}+\sum_{j=l+2}^{k} \int_{\widehat{S}_{i}^{l}} \mathbb{1}_{\tilde{O}_{j-1} \backslash O_{j}} d \omega^{X_{n \widehat{S}_{i}^{l}}}+\int_{\widehat{S}_{i}^{l}} \mathbb{1}_{\tilde{O}_{l} \backslash O_{l+1}} d \omega^{X_{n \widehat{S}_{i}^{l}}} \\
& =: \widehat{I I}_{1}+\widehat{I I}_{2}+\widehat{I I}_{3} .
\end{aligned}
$$

The arguments used to estimate $I, I I_{1}$ and $I I_{2}$ show that $\hat{I} \leq \omega^{X_{n}} \widehat{S}_{i}^{l}\left(\mathbb{R}^{n} \backslash \widehat{S}_{i}^{l}\right) \leq C_{0} \eta^{\alpha}, \widehat{I I}_{1}=0$ and $\widehat{I I}_{2} \leq C_{\eta} \epsilon_{0} /\left(1-\epsilon_{0}\right)$. To estimate $\widehat{I I}_{3}$, observe that

$$
\widehat{S}_{i}^{l} \cap\left(\widetilde{O}_{l} \backslash O_{l+1}\right)=\left(\widehat{S}_{i}^{l} \cap \widetilde{S}_{i}^{l}\right) \backslash O_{l+1}
$$

where either $\omega^{X}{ }_{n \widehat{S}_{i}^{l}}\left(\widehat{S}_{i}^{l} \cap \widetilde{S}_{i}^{l}\right)=0$ and $\widehat{I I}_{3}=0$, or $\widehat{S}_{i}^{l}=\widetilde{S}_{i}^{l}$ and

$$
\widehat{I I}_{3}=\int_{\widehat{S}_{i}^{l}} d \omega^{X} \widehat{s}_{i}^{l}-\int_{\widehat{S}_{i}^{l} \cap O_{l+1}} d \omega^{X_{\eta \widehat{s}_{i}^{l}}=: \widehat{I I}_{3}^{\prime}-\widehat{I I}_{3}^{\prime \prime} . . . . . .}
$$

The boundary Hölder continuity estimate in (5.7) shows that

$$
\widehat{I I}_{3}^{\prime}=\omega^{X}{ }_{n \widehat{S}_{i}^{l}}\left(\widehat{S}_{i}^{l}\right)=1-\omega^{X} \hat{S}_{i}^{l}\left(\mathbb{R}^{n} \backslash \widehat{S}_{i}^{l}\right) \geq 1-C_{0} \eta^{\alpha}
$$

whilst repeating the arguments used to estimate $I I_{3}^{\prime \prime}$ shows that

$$
\widehat{I I}_{3}^{\prime \prime} \leq \frac{C_{\eta}}{\omega^{X_{2} Q_{0}}\left(\hat{S}_{i}^{l}\right)} \omega^{X_{2} Q_{0}}\left(O_{l+1} \cap \widehat{S}_{i}^{l}\right) \leq \frac{C_{\eta}}{\omega^{X_{2} Q_{0}}\left(S_{i}^{l}\right)} \omega^{X_{2} Q_{0}}\left(O_{l+1} \cap S_{i}^{l}\right) \leq C_{\eta} \epsilon_{0}
$$

These estimates together show that if $\epsilon_{0} \in\left(0, \frac{1}{2}\right)$, then either

$$
\begin{equation*}
0 \leq u\left(X_{\eta \widehat{S}_{i}^{l}}\right) \leq C_{0} \eta^{\alpha}+3 C_{\eta} \epsilon_{0} \quad \text { or } \quad u\left(X_{\eta \widehat{S}_{i}^{l}}\right) \geq 1-\left(C_{0} \eta^{\alpha}+C_{\eta} \epsilon_{0}\right) \tag{5.28}
\end{equation*}
$$

The estimates (5.27) and (5.28) together imply

$$
\left|u\left(X_{\eta S_{i}^{l}}\right)-u\left(X_{\eta \hat{S}_{i}^{l}}\right)\right| \geq c_{0}-2 C_{0} \eta^{\alpha}-4 C_{\eta} \epsilon_{0}
$$

We thus obtain (5.26) by first choosing $\eta \in(0,1)$ so that $2 C_{0} \eta^{\alpha} \leq \frac{1}{4} c_{0}$ and then choosing $\epsilon_{0} \in\left(0, \frac{1}{2}\right)$ (depending on $\eta$ ) so that $4 C_{\eta} \epsilon_{0} \leq \frac{1}{4} c_{0}$. These choices of $\eta$ and $\epsilon_{0}$, which depend only on the allowed constants, are now fixed.

To complete the proof, suppose that $M \geq 1$ and $x \in E$, and recall that $\delta \in\left(0, \delta_{0}\right)$ remains to be chosen, where $\delta_{0}$ is now fixed by our choice of $\epsilon_{0}$ as in Lemma 5.23. First, fix a cube $S^{k}$ in $\left\{S_{i}^{k}\right\}_{i \in \mathbb{N}}$ such that $x \in S^{k}$. The remarks after Definition 5.20 then imply that for each $l \in\{1, \ldots, k-1\}$, there exists a unique cube $S^{l}$ in $\left\{S_{i}^{l}\right\}_{i \in \mathbb{N}}$ such that $x \in S^{l}$ and $S^{l+1} \subset S^{l}$; thus $\ell\left(S^{l+1}\right) \leq \frac{1}{2} \ell\left(S^{l}\right)$. Next, for each $l \in\{1, \ldots, k\}$, fix a dyadic descendant $\widehat{S}^{l}$ in $\mathbb{D}^{\eta}\left(S^{l}\right)$ such that $x \in \widehat{S}^{l}$.

Observe that, for some $\tau \in(0,1)$ sufficiently close to 1 and depending only on $\eta$, the corkscrew points $X_{\eta S^{l}}$ and $X_{\eta \widehat{S}^{l}}$ both belong to the dilate $\tau Q_{\eta}^{l}$ of the cube

$$
Q_{\eta}^{l}:=\left\{(y, t) \in \mathbb{R}_{+}^{n+1}:|y-x|_{\infty}<\left(\frac{1}{2}+\frac{1}{4} \eta^{2}\right) \ell\left(S^{l}\right), \frac{1}{2} \eta^{2} \ell\left(S^{l}\right)<t<\left(1+\eta^{2}\right) \ell\left(S^{l}\right)\right\}
$$

with $\ell\left(Q_{\eta}^{l}\right)=\left(1+\frac{1}{2} \eta^{2}\right) \ell\left(S^{l}\right)$. Therefore, if $c^{l}:=f_{Q_{n}^{l}} u$, then the Moser-type estimate in (2.16), the Poincaré inequality in (2.5) and the doubling property of $\mu$ show that

$$
\begin{align*}
\left|u\left(X_{\eta S^{l}}\right)-u\left(X_{\eta \widehat{S}^{l}}\right)\right|^{2} & \lesssim\left|u\left(X_{\eta S^{l}}\right)-c^{l}\right|^{2}+\left|u\left(X_{\eta \widehat{S}^{l}}\right)-c^{l}\right|^{2} \lesssim\left\|u-c^{l}\right\|_{L^{\infty}\left(\tau Q_{n}^{l}\right)}^{2} \\
& \lesssim \eta f_{Q_{\eta}^{l}}\left|u-c^{l}\right|^{2} d \mu \lesssim \ell\left(Q_{\eta}^{l}\right)^{2} f_{Q_{n}^{l}}|\nabla u|^{2} d \mu \\
& \lesssim \frac{\ell\left(S^{l}\right)}{\mu\left(\Delta\left(x,\left(1+\frac{1}{2} \eta^{2}\right) \ell\left(S^{l}\right)\right)\right)} \int_{Q_{\eta}^{l}}|\nabla u|^{2} d \mu \\
& \lesssim \iint_{Q_{n}^{l}}|t \nabla u(y, t)|^{2} \frac{d \mu(y)}{\mu(\Delta(x, t))} \frac{d t}{t} \tag{5.29}
\end{align*}
$$

Iterating the bound $\ell\left(S^{l+1}\right) \leq \frac{1}{2} \ell\left(S^{l}\right)$ shows that $\ell\left(S^{l^{\prime}}\right) \leq 2^{l-l^{\prime}} \ell\left(S^{l}\right)$ when $l^{\prime} \geq l$. This implies that the collection $\left\{Q_{\eta}^{1}, \ldots, Q_{\eta}^{k}\right\}$ has the bounded intersection property whereby, for each $l \in\{1, \ldots, k\}$, there are at most $3+2 \log _{2}\left(1 / \eta^{2}+1\right)$ ) such cubes $Q_{\eta}^{l^{\prime}}$ satisfying $Q_{\eta}^{l^{\prime}} \cap Q_{\eta}^{l} \neq \varnothing$. This allows us to sum estimate (5.29) over $l \in\{1, \ldots, k\}$ and then apply (5.26) to obtain

$$
k \lesssim_{\eta} \iint_{\bigcup_{l=1}^{k} Q_{\eta}^{l}}|t \nabla u(y, t)|^{2} \frac{d \mu(y)}{\mu(\Delta(x, t))} \frac{d t}{t} \lesssim \int_{0}^{\gamma \ell(Q)} \int_{\Delta(x, \gamma t)}|t \nabla u(y, t)|^{2} \frac{d \mu(y)}{\mu(\Delta(x, t))} \frac{d t}{t}
$$

for some $\gamma>0$ that depends only on $\eta>0$ and thus only on the allowed constants.
To conclude, recall that $k \approx \log \left(\omega^{X_{2} Q_{0}}(E)^{-1}\right) / \log \left(1 / \epsilon_{0}\right) \geq \log (1 / \delta) / \log \left(1 / \epsilon_{0}\right)$, since $\omega^{X_{2} Q_{0}}(E) \leq$ $\delta<1$. Therefore, the result follows by choosing $\delta \in\left(0, \delta_{0}\right]$ such that $M \leq \log (1 / \delta)$, since $\delta_{M}:=\delta$ depends only on $M$ and the allowed constants.

We now combine the above technical lemma with the Carleson measure estimate from Theorem 1.3 to prove the main $A_{\infty}$-estimate for degenerate elliptic measure.
Theorem 5.30. Suppose that $Q_{0}$ is a cube in $\mathbb{R}^{n}$. If $X \in \mathbb{R}_{+}^{n+1} \backslash T_{Q_{0}}$ and $\omega:=\omega^{X}\left\lfloor Q_{0}\right.$ denotes the degenerate elliptic measure restricted to $Q_{0}$, then $\omega \in A_{\infty}(\mu)$ and the following equivalent properties hold:
(1) For each $\epsilon \in(0,1)$, there exists $\delta \in(0,1)$, depending only on $\epsilon, n, \lambda, \Lambda$ and $[\mu]_{A_{2}}$, such that the following property holds: if $Q \subseteq Q_{0}$ is a cube and $E \subseteq Q$ such that $\omega(E) \leq \delta \omega(Q)$, then $\mu(E) \leq \epsilon \mu(Q)$.
(2) The measure $\omega$ is absolutely continuous with respect to $\mu$ and there exists $q \in(1, \infty)$ such that the Radon-Nikodym derivative $k:=d \omega / d \mu$ satisfies, on all surface balls $\Delta \subseteq Q_{0}$, the reverse Hölder estimate

$$
\left(f_{\Delta} k^{q} d \mu\right)^{1 / q} \lesssim f_{\Delta} k d \mu
$$

where $q$ and the implicit constant depend only on $n, \lambda, \Lambda$ and $[\mu]_{A_{2}}$.
(3) There exist $C, \theta>0$, depending only on $n, \lambda, \Lambda$ and $[\mu]_{A_{2}}$, such that

$$
\omega(E) \leq C\left(\frac{\mu(E)}{\mu(Q)}\right)^{\theta} \omega(Q)
$$

for all cubes $Q \subseteq Q_{0}$ and all Borel sets $E \subseteq Q$.
Proof. It is well known that (1)-(3) are equivalent; see Theorem 1.4.13 in [Kenig 1994]. Moreover, by Lemma 5.16, it suffices to prove (1) when $X=X_{2 Q_{0}}$. In that case, by Lemma 5.24, the Carleson measure estimate in Theorem 1.3, Fubini's theorem and the doubling property of $\mu$, it follows that for each $M \geq 1$, there exists $\delta_{M}>0$, depending only on $M$ and the allowed constants, such that the following property holds: if $Q \subseteq Q_{0}$ is a cube and $E \subseteq Q$ such that $\omega(E) \leq \delta_{M} \omega(Q)$, then there exists a solution $u$ of the equation $\operatorname{div}(A \nabla u)=0$ in $\mathbb{R}_{+}^{n+1}$ with $\|u\|_{\infty} \leq 1$ such that

$$
\begin{aligned}
M \mu(E) & \leq \int_{E} \int_{0}^{\gamma \ell(Q)} \int_{\Delta(x, \gamma t)}|t \nabla u(y, t)|^{2} \frac{d \mu(y)}{\mu(\Delta(x, t))} \frac{d t}{t} d \mu(x) \\
& \lesssim \int_{0}^{\tilde{\gamma} \ell(Q)} \int_{\tilde{\gamma} Q}|t \nabla u(y, t)|^{2} d \mu(y) \frac{d t}{t} \lesssim \mu(Q)
\end{aligned}
$$

where the implicit constants and $\tilde{\gamma}>\gamma>0$ depend only on the allowed constants. Therefore, if $\epsilon \in(0,1)$, we choose $M(\epsilon) \geq 1$ and thus $\delta_{M(\epsilon)} \in(0,1)$, depending only on $\epsilon$ and the allowed constants, such that $\mu(E) \leq \epsilon \mu(Q)$, as required.

5E. The square function and nontangential maximal function estimates. The $L_{\mu}^{p}\left(\mathbb{R}^{n}\right)$-norm equivalence between the square function $S u$ and the nontangential maximal function $N_{*} u$ of solutions $u$ in Theorem 1.5 is now a corollary of the main $A_{\infty}$-estimate for the degenerate elliptic measure in Theorem 5.30. This was proved by Dahlberg, Jerison and Kenig in Theorem 1 of [Dahlberg et al. 1984], which actually provides the more general result in Theorem 5.31 below. In particular, the degenerate elliptic case is treated on page 106 of the same paper, noting that the normalisation $u\left(X_{0}\right)=0$ assumed therein is actually only required for the so-called $N \lesssim S$-estimate.

Theorem 5.31. Suppose that $\Phi:[0, \infty) \rightarrow[0, \infty)$ is an unbounded, nondecreasing, continuous function with $\Phi(0)=0$ and $\Phi(2 t) \leq C \Phi(t)$ for all $t>0$ and some $C>0$. If $\operatorname{div}(A \nabla u)=0$ in $\mathbb{R}_{+}^{n+1}$, then

$$
\int_{\mathbb{R}^{n}} \Phi(S u) d \mu \lesssim \int_{\mathbb{R}^{n}} \Phi\left(N_{*} u\right) d \mu
$$

and if, in addition, $u\left(X_{0}\right)=0$ for some $X_{0} \in \mathbb{R}_{+}^{n+1}$, then

$$
\int_{\mathbb{R}^{n}} \Phi\left(N_{*} u\right) d \mu \lesssim \int_{\mathbb{R}^{n}} \Phi(S u) d \mu
$$

where the implicit constants depend only on $X_{0}, \Phi, n, \lambda, \Lambda$ and $[\mu]_{A_{2}}$.
The next result is also a consequence of the main $A_{\infty}$-estimate in Theorem 5.30. It will allow us to construct solutions to the Dirichlet problem $(D)_{p, \mu}$ as integrals of $L_{\mu}^{p}\left(\mathbb{R}^{n}\right)$-boundary data with respect to degenerate elliptic measure.

Lemma 5.32. Suppose that $1 / p+1 / q=1$, where $q \in(1, \infty)$ is the reverse Hölder exponent from Theorem 5.30. If $X=(x, t) \in \mathbb{R}_{+}^{n+1}$, then the Radon-Nikodym derivative $k(X, \cdot):=d \omega^{X} / d \mu$ is in $L_{\mu}^{q}\left(\mathbb{R}^{n}\right)$ and

$$
\int_{\mathbb{R}^{n}} k((x, t), y)^{q} d \mu(y) \lesssim \mu(\Delta(x, t))^{1-q}
$$

Moreover, if $f \in L_{\mu}^{p}\left(\mathbb{R}^{n}\right)$ and $u(X):=\int_{\mathbb{R}^{n}} f(y) d \omega^{X}$, then $\left\|N_{*} u\right\|_{L_{\mu}^{p}\left(\mathbb{R}^{n}\right)} \lesssim\|f\|_{L_{\mu}^{p}\left(\mathbb{R}^{n}\right)}$. The implicit constant in each estimate depends only on $n, \lambda, \Lambda$ and $[\mu]_{A_{2}}$.
Proof. Suppose that $X=(x, t) \in \mathbb{R}_{+}^{n+1}$. The proof of Proposition 5.18 shows that

$$
k((x, t), y) \lesssim 2^{-j \alpha} \frac{k\left(\left(x, 2^{j} t\right), y\right)}{\omega^{\left(x, 2^{j} t\right)}\left(\Delta\left(x, 2^{j} t\right)\right)} \quad \text { for all } y \in \Delta\left(x, 2^{j} t\right) \backslash \Delta\left(x, 2^{j-1} t\right), \text { for all } j \in \mathbb{N} .
$$

Applying the reverse Hölder estimate from Theorem 5.30 then shows that

$$
\begin{aligned}
\int_{\mathbb{R}^{n}} k((x, t), y)^{q} d \mu(y) & =\int_{\Delta(x, t)} k((x, t), y)^{q} d \mu(y)+\sum_{j=1}^{\infty} \int_{\Delta\left(x, 2^{j} t\right) \backslash \Delta\left(x, 2^{j-1} t\right)} k((x, t), y)^{q} d \mu(y) \\
& \lesssim \mu(\Delta(x, t))^{1-q}+\sum_{j=1}^{\infty} 2^{-j \alpha q} \mu\left(\Delta\left(x, 2^{j} t\right)\right)^{1-q} \lesssim \mu(\Delta(x, t))^{1-q}
\end{aligned}
$$

To obtain the nontangential maximal function estimate, it suffices to consider the case when $f \geq 0$, since in general we may then decompose $f=f^{+}-f^{-}$into its positive and negative parts $f^{+}, f^{-} \geq 0$. To this end, suppose that $x_{0} \in \mathbb{R}^{n}$ and that $X=(x, t) \in \mathbb{R}_{+}^{n+1}$ in order to write

$$
f=f \mathbb{1}_{\Delta\left(x_{0}, 2 t\right)}+\sum_{j=1}^{\infty} f \mathbb{1}_{\Delta\left(x_{0}, 2^{j+1} t\right) \backslash \Delta\left(x_{0}, 2^{j} t\right)}=: \sum_{j=0}^{\infty} f_{j}
$$

and define

$$
u_{j}(X):=\int_{\mathbb{R}^{n}} f_{j}(y) d \omega^{X}(y)=\int_{\mathbb{R}^{n}} f_{j}(y) k(X, y) d \mu(y)
$$

The self-improvement property of the reverse Hölder estimate from Theorem 5.30 (see Theorem 1.4.13 in [Kenig 1994]) implies that there exists an exponent $r>q$ such that

$$
\begin{equation*}
\left(f_{\Delta} k((x, t), y)^{r} d \mu(y)\right)^{1 / r} \lesssim f_{\Delta} k((x, t), y) d \mu(y) \leq \frac{1}{\mu(\Delta)} \tag{5.33}
\end{equation*}
$$

for all surface balls $\Delta \subseteq \Delta\left(x, \frac{1}{2} t\right)$.

Now suppose that $X=(x, t) \in \Gamma\left(x_{0}\right)$. To estimate $u_{0}$, we apply the interior Harnack inequality in (2.18) followed by Hölder's inequality and (5.33) to obtain

$$
\begin{aligned}
u_{0}(x, t) \approx u_{0}(x, 6 t) & \leq \int_{\Delta\left(x_{0}, 2 t\right)} f(y) k((x, 6 t), y) d \mu(y) \\
& \leq\left(\int_{\Delta\left(x_{0}, 2 t\right)}|k((x, 6 t), y)|^{r} d \mu(y)\right)^{1 / r}\left(\int_{\Delta\left(x_{0}, 2 t\right)} f(y)^{r^{\prime}} d \mu(y)\right)^{1 / r^{\prime}} \\
& \lesssim \mu\left(\Delta\left(x_{0}, 2 t\right)\right)^{-1 / r^{\prime}}\left(\int_{\Delta\left(x_{0}, 2 t\right)} f(y)^{r^{\prime}} d \mu(y)\right)^{1 / r^{\prime}} \\
& \leq\left[M_{\mu}\left(f^{r^{\prime}}\right)\left(x_{0}\right)\right]^{1 / r^{\prime}}
\end{aligned}
$$

To estimate $u_{j}$ when $j \in \mathbb{N}$, we apply the boundary Hölder continuity estimate from (5.7) and then proceed as in the estimate above to obtain

$$
\begin{aligned}
u_{j}(x, t) & \lesssim\left(\frac{t}{2^{j} t}\right)^{\alpha} u_{j}\left(x_{0}, 2^{j} t\right) \approx 2^{-j \alpha} u_{j}\left(x_{0}, 2^{j+2} t\right) \\
& \leq 2^{-j \alpha} \int_{\Delta\left(x_{0}, 2^{j+1} t\right)} f(y) k\left(\left(x_{0}, 2^{j+2} t\right), y\right) d \mu(y) \\
& \leq 2^{-j \alpha}\left(\int_{\Delta\left(x_{0}, 2^{j+1} t\right)} k\left(\left(x_{0}, 2^{j+2} t\right), y\right)^{r} d \mu(y)\right)^{1 / r}\left(\int_{\Delta\left(x_{0}, 2^{j+1} t\right)} f(y)^{r^{\prime}} d \mu(y)\right)^{1 / r^{\prime}} \\
& \lesssim 2^{-j \alpha}\left(f_{\Delta\left(x_{0}, 2^{j+1} t\right)} f(y)^{r^{\prime}} d \mu(y)\right)^{1 / r^{\prime}} \\
& \leq 2^{-j \alpha}\left[M_{\mu}\left(f^{r^{\prime}}\right)\left(x_{0}\right)\right]^{1 / r^{\prime}}
\end{aligned}
$$

The above estimates together show that

$$
N_{*} u\left(x_{0}\right) \lesssim\left[M_{\mu}\left(f^{r^{\prime}}\right)\left(x_{0}\right)\right]^{1 / r^{\prime}}
$$

for all $x_{0} \in \mathbb{R}^{n}$, and since $r^{\prime}<q^{\prime}=p$, it follows that $\left\|N_{*} u\right\|_{L_{\mu}^{p}} \lesssim\|f\|_{L_{\mu}^{p}}$, as required.
We conclude the paper by using the preceding lemma to obtain solvability of the Dirichlet problem $(D)_{p, \mu}$. A uniqueness result is also obtained but only for solutions that converge uniformly to 0 at infinity. This restriction does not appear in the uniformly elliptic case; see Theorem 1.7.7 in [Kenig 1994]. It arises here because of the absence of a Green's function for degenerate elliptic equations on unbounded domains (see Section 5C) and it is not clear to us whether this can be improved.

Theorem 5.34. Suppose that $1 / p+1 / q=1$, where $q \in(1, \infty)$ is the reverse Hölder exponent from Theorem 5.30. The Dirichlet problem for $L_{\mu}^{p}\left(\mathbb{R}^{n}\right)$-boundary data is solvable in the sense that for each $f \in L_{\mu}^{p}\left(\mathbb{R}^{n}\right)$, there exists a solution $u$ such that

$$
\left\{\begin{array}{l}
\operatorname{div}(A \nabla u)=0 \quad \text { in } \mathbb{R}_{+}^{n+1}  \tag{D}\\
N_{*} u \in L_{\mu}^{p}\left(\mathbb{R}^{n}\right) \\
\lim _{t \rightarrow 0} u(\cdot, t)=f
\end{array}\right.
$$

where the limit converges in $L_{\mu}^{p}\left(\mathbb{R}^{n}\right)$-norm and in the nontangential sense whereby

$$
\lim _{\Gamma(x) \ni(y, t) \rightarrow(x, 0)} u(y, t)=f(x)
$$

for almost every $x \in \mathbb{R}^{n}$. Moreover, if $f$ has compact support, then there is a unique solution $u$ of $(D)_{p, \mu}$ that converges uniformly to 0 at infinity in the sense that $\lim _{R \rightarrow \infty}\|u\|_{L^{\infty}\left(\mathbb{R}_{+}^{n+1} \backslash B(0, R)\right)}=0$.
Proof. Suppose that $f \in L_{\mu}^{p}\left(\mathbb{R}^{n}\right)$ and define $u(X):=\int_{\mathbb{R}^{n}} f d \omega^{X}$ for all $X \in \mathbb{R}_{+}^{n+1}$. We first prove that $\operatorname{div}(A \nabla u)=0$ in $\mathbb{R}_{+}^{n+1}$. Let $\left(f_{j}\right)_{j}$ denote a sequence in $C_{c}\left(\mathbb{R}^{n}\right)$ that converges to $f$ in $L_{\mu}^{p}\left(\mathbb{R}^{n}\right)$ and consider the solutions $u_{j}(X):=\int_{\mathbb{R}^{n}} f_{j} d \omega^{X}$. The $L^{q}\left(\mathbb{R}^{n}\right)$-estimate for the Radon-Nikodym derivative $d \omega^{X} / d \mu$ from Lemma 5.32 and the doubling property of $\mu$ show that

$$
\left\|u_{j}-u\right\|_{L^{\infty}(K)} \lesssim \mu, K\left\|f_{j}-f\right\|_{L_{\mu}^{p}\left(\mathbb{R}^{n}\right)}
$$

for all $j \in \mathbb{N}$ and any compact set $K \subset \mathbb{R}_{+}^{n+1}$, so $u_{j}$ converges to $u$ in $L_{\mu, \text { loc }}^{2}\left(\mathbb{R}^{n}\right)$. Moreover, Cacioppoli's inequality and the arguments preceding (5.4) show that $u_{j}$ converges to a solution $v$ in $W_{\mu, \text { loc }}^{1,2}\left(\mathbb{R}^{n}\right)$, so then $u=v$ is a solution in $\mathbb{R}_{+}^{n+1}$ as required.

The nontangential maximal function estimate $\left\|N_{*} u\right\|_{L_{\mu}^{p}\left(\mathbb{R}^{n}\right)} \lesssim\|f\|_{L_{\mu}^{p}\left(\mathbb{R}^{n}\right)}$ is given by Lemma 5.32. To prove the nontangential convergence to the boundary datum, first recall that $u_{j} \in C\left(\overline{\mathbb{R}}_{+}^{n+1}\right)$ with $\left.u_{j}\right|_{\mathbb{R}^{n}}:=f_{j}$, so $\lim _{\Gamma(x) \ni(y, t) \rightarrow(x, 0)} u_{j}(y, t)=f_{j}(x)$ (see Section 5B). We combine this fact with the bound

$$
|u(y, t)-f(x)| \leq\left|u(y, t)-u_{j}(y, t)\right|+\left|u_{j}(y, t)-f_{j}(x)\right|+\left|\left(f_{j}-f\right)(x)\right|
$$

to obtain

$$
\limsup _{\ni \ni(y, t) \rightarrow(x, 0)}|u(y, t)-f(x)| \leq\left|N_{*}\left(u-u_{j}\right)(x)\right|+\left|\left(f-f_{j}\right)(x)\right|
$$

for all $x \in \mathbb{R}^{n}$. For any $\eta>0$, we then apply Chebyshev's inequality and the nontangential maximal function estimate from Lemma 5.32 to show that

$$
\begin{aligned}
\mu\left(\left\{x \in \mathbb{R}^{n}: \limsup _{\Gamma(x) \ni(y, t) \rightarrow(x, 0)}\right.\right. & |u(y, t)-f(x)|>\eta\}) \\
& \leq \mu\left(\left\{x \in \mathbb{R}^{n}: N_{*}\left(u-u_{j}\right)(x)>\frac{1}{2} \eta\right\}\right)+\mu\left(\left\{x \in \mathbb{R}^{n}:\left|\left(f-f_{j}\right)(x)\right|>\frac{1}{2} \eta\right\}\right) \\
& \lesssim \eta^{-p}\left(\left\|N_{*}\left(u-u_{j}\right)\right\|_{L_{\mu}^{p}\left(\mathbb{R}^{n}\right)}^{p}+\left\|f-f_{j}\right\|_{L_{\mu}^{p}\left(\mathbb{R}^{n}\right)}^{p}\right) \\
& \lesssim \eta^{-p}\left\|f-f_{j}\right\|_{L_{\mu}^{p}\left(\mathbb{R}^{n}\right)}^{p} .
\end{aligned}
$$

It follows, since $f_{j}$ converges to $f$ in $L_{\mu}^{p}\left(\mathbb{R}^{n}\right)$, that

$$
\lim _{\Gamma(x) \ni(y, t) \rightarrow(x, 0)} u(y, t)=f(x)
$$

for almost every $x \in \mathbb{R}^{n}$, as required. The norm convergence $\lim _{t \rightarrow 0}\|u(\cdot, t)-f\|_{L_{\mu}^{p}\left(\mathbb{R}^{n}\right)}$ then follows by Lebesgue's dominated convergence theorem.

It remains to prove that $u$ is the unique solution satisfying $\lim _{|X| \rightarrow \infty}\|u(X)\|_{\infty}=0$ when $f$ has compact support. In that case, fix $R_{0}>0$ such that $f$ is supported in the surface ball $\Delta\left(0, R_{0}\right)$. If
$X \in \mathbb{R}_{+}^{n+1}$ and $|X|>2 R_{0}$, then the reverse Hölder estimate in Theorem 5.30 shows that

$$
\begin{aligned}
|u(X)| & \leq \int_{\Delta\left(0, R_{0}\right)}|f(y)| k(X, y) d \mu(y) \\
& \leq\|f\|_{L_{\mu}^{p}\left(\mathbb{R}^{n}\right)}\left(\int_{\Delta(0,|X| / 2)} k(X, y)^{q} d \mu(y)\right)^{1 / q} \\
& \lesssim\|f\|_{L_{\mu}^{p}\left(\mathbb{R}^{n}\right)} \mu\left(\Delta\left(0, \frac{1}{2}|X|\right)\right)^{1 / q} f_{\Delta(0,|X| / 2)} k(X, y) d \mu(y) \\
& \leq\|f\|_{L_{\mu}^{p}\left(\mathbb{R}^{n}\right)} \mu\left(\Delta\left(0, \frac{1}{2}|X|\right)\right)^{-1 / p},
\end{aligned}
$$

whilst $\lim _{R \rightarrow \infty} \mu(\Delta(0, R))=\infty$, since $\mu$ is in the $A_{\infty}$-class with respect to Lebesgue measure on $\mathbb{R}^{n}$; thus $\lim _{R \rightarrow \infty}\|u\|_{L^{\infty}\left(\mathbb{R}_{+}^{n+1} \backslash B(0, R)\right)}=0$. The maximum principle allows us to conclude that any solution of $(D)_{p, \mu}$ with this decay must be unique.
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