
 
 

University of Birmingham

Using human values‐based approach to understand
cross‐cultural commitment toward regulation and
governance of cybersecurity
Kharlamov, Alexander; Pogrebna, Ganna

DOI:
10.1111/rego.12281

License:
Creative Commons: Attribution (CC BY)

Document Version
Publisher's PDF, also known as Version of record

Citation for published version (Harvard):
Kharlamov, A & Pogrebna, G 2019, 'Using human values‐based approach to understand cross‐cultural
commitment toward regulation and governance of cybersecurity', Regulation & Governance.
https://doi.org/10.1111/rego.12281

Link to publication on Research at Birmingham portal

General rights
Unless a licence is specified above, all rights (including copyright and moral rights) in this document are retained by the authors and/or the
copyright holders. The express permission of the copyright holder must be obtained for any use of this material other than for purposes
permitted by law.

•Users may freely distribute the URL that is used to identify this publication.
•Users may download and/or print one copy of the publication from the University of Birmingham research portal for the purpose of private
study or non-commercial research.
•User may use extracts from the document in line with the concept of ‘fair dealing’ under the Copyright, Designs and Patents Act 1988 (?)
•Users may not further distribute the material nor use it for the purposes of commercial gain.

Where a licence is displayed above, please note the terms and conditions of the licence govern your use of this document.

When citing, please reference the published version.
Take down policy
While the University of Birmingham exercises care and attention in making items available there are rare occasions when an item has been
uploaded in error or has been deemed to be commercially or otherwise sensitive.

If you believe that this is the case for this document, please contact UBIRA@lists.bham.ac.uk providing details and we will remove access to
the work immediately and investigate.

Download date: 17. Apr. 2024

https://doi.org/10.1111/rego.12281
https://doi.org/10.1111/rego.12281
https://birmingham.elsevierpure.com/en/publications/e824457e-6ee9-4fa1-a98d-6be721702fec


Using human values-based approach to understand
cross-cultural commitment toward regulation and
governance of cybersecurity†

Alexander Kharlamov
University of the West of England, Frenchay Campus, Bristol, UK

Ganna Pogrebna
The Alan Turing Institute, London, UK

Department of Economics, Birmingham Business School, University of Birmingham, Birmingham, UK

Abstract
This article develops a new framework linking cross-cultural human values, regulation, and governance in the area of cyberse-
curity. Cyber space is currently transitioning from a laissez-faire into a regulated area. Yet, there is a significant heterogeneity
in terms of the strength of commitment in different states to regulation and governance of digital spaces. Therefore, it is
important to explore why this heterogeneity exists. This article proposes that heterogeneity in the commitment to regulation
and governance of cyber space between different nations stems from the fundamental cross-cultural differences in human
values between countries. Using an example of cybersecurity, we show how the cultural value orientations theory maps onto
national commitments to regulate and govern cybersecurity issues. We construct a theoretical framework linking human
values with cybersecurity regulation and confirm the existence of this link empirically using the data from the international
Schwartz Value Survey and the Global Cybersecurity Index.

Keywords: cybersecurity, governance, human values, regulation.

1. Introduction

We are living in the era when the Internet is being transitioned from completely free, laissez-faire area into a
place, which is becoming more and more regulated by law. This, in turn, has significant implications for a wide
variety of IT services, for the management of IT resources, as well as for the economics of IT, greatly affecting all
facets of the digital life for the entire global community. When we consider the Internet regulation, we observe
considerable heterogeneity across different countries around the globe ranging from nations, where regulation is
pronounced and consistent, to nations, where little or almost no regulation is applied.1 Under these circum-
stances, it is important to establish why we observe such a heterogeneity in the Internet regulation. For the pur-
poses of this study, we will particularly concentrate on regulation and governance of cybersecurity.

Many of the national regulations which concern cybersecurity are designed in a similar fashion to regulations
relating to public safety and security (e.g. Clark et al. 2014). Specifically, public safety matters are usually regu-
lated based on the outcomes of quantified risk assessment exercises (such as risk cost–benefit analysis or RCBA)
where potential hazards from activities or events are evaluated against probabilities of these hazards (e.g. Wolff
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2006). Several papers in information systems as well as in philosophy argue that such “context-free” RCBAs are
often inadequate to approach situations involving unknown or unanticipated dangers and hazards much like
those we face in cyberspace (see e.g. Wolff 2006 ; Hillson & Murray-Webster 2012). Notably, Wolff (2006) recog-
nizes that safety and security risk regulation often not only requires understanding of actual (objective) risk tak-
ing, but also necessitates the comprehension of how various risks are perceived. Furthermore, in many situations,
the understanding of context in which security risk originates is extremely important (Wolff 2006).

Traditionally, it is implied that a system of regulations and regulatory mechanisms (at least to some extent)
represents the system of values for a particular population (e.g. Feather 1994). For example, in his famous lecture,
Chief Justice James Allsop argued that “Law, at its very foundation, is conceived and derived from values… These
values find their expression not only in the formal law, but also in societal expectations, behaviour and actions…”
(Allsop 2017, p. 1). The link between values and safety regulations has also long been established in the philo-
sophical literature on public safety (e.g. Wolff 2002, 2006). Specifically, Wolff (2006) argues that “safety has a
price, in terms of impact on other things we want or value, and there are limits to what we are prepared to pay.”
(Wolff 2006, p. 411). Yet, it is not clear whether human values, which are impacting on regulation and gover-
nance of physical and moral spaces, are also important in cyber spaces.

The purpose of this article is to address the following question: is the heterogeneity in cybersecurity regulation
and governance rooted in fundamental difference in human values between different countries? We propose a
new human values-based framework for understanding cybersecurity regulation and governance which has a the-
ory of cultural value orientations (Schwartz 2006) at its core. Using this framework, we make a distinction
between two types of nations: (i) nations with more competitive (individual-based) social value systems; and
(ii) nations with more cooperative (collective-based) social value systems. We then formulate hypotheses about
commitment to cybersecurity for nations of type (i); and type (ii) and test these hypotheses utilizing field data.
Through these empirical tests, we establish a strong link between human values and the state commitment to reg-
ulation and governance of cybersecurity suggesting that regulatory systems and processes which help societies
govern digital domains are rooted in their values and culture.

The remainder of this article is structured as follows. In Section 2, we present our theoretical framework,
summarize our hypotheses, as well as describe our dataset. In Section 3, we conduct an empirical analysis using
statistical tests and econometrics. Finally, Section 4 concludes.

2. Toward human values-based framework of cybersecurity preferences

2.1. Human values, attitudes, and regulation of cyberspace
Much literature in legal and social studies considers the link between human values and justice systems, regula-
tion (especially, safety regulation), and governance in traditional (noncyber) domains (see, e.g., Feather 1994;
Wolff 2006). Particularly, Wolff (2006) argues that “…the proper aims of safety regulation and the proper means
of achieving these aims are moral issues” (Wolff 2006, p. 409). Yet, to date, the link between human values and
cybersecurity regulation and governance has not received sufficient attention. Research, presented in this article,
aims to address this gap in the existing literature.

Our contribution is rooted in combining three streams of research: (i) literature on regulation and governance
of security; (ii) literature on human values and their measures; as well as; (iii) literature on human values and
security governance. Literature on regulation and governance of security is a rapidly growing stream of research,
which looks at the relationship between the state, governance in its traditional sense, and new ways of regulation
(including social regulation) in relation to policing, security, and safety. Although this literature is vast, several
papers are particularly relevant to our study. Specifically, Crawford (2006) provides a detailed overview of this
research stream and argues that in the modern digital age, governance and regulation of security tend to be more
and more engaged with and relate to human psychology, for example, through application of social engineering
techniques by governments. Johnsten and Shearing (2003) as well as Shearing and Johnston (2013) argue that
contemporary regulation and governance of security is more and more synchronized with human values and
human psychology as “the state has been de-centred from the delivery and regulation of policing, and the trend
is towards ‘community’ displacing ‘the social’ as the sign under which collective life is imagined and sec-
ured”(Loader & Walker 2004, p. 221).
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Literature on human values and their measures is another stream of research, relevant to our study. Social sci-
ences provide many definitions of human values. For example, Rokeach (1973) views values as beliefs of a higher
level of abstraction than attitudes and preferences. An extended definition of human values is provided in Feather
(1982) who defines them as

Organized summaries of experience that capture the focal, subtracted qualities of past encounters, that have a
normative or oughtness quality about them, and that function as criteria or frameworks against which present
experience can be tested… But they are not affectively neutral abstract structures. They are tied to our feelings
and can function as general motives. (Feather 1982, p. 275).

Although some human values such as “rejection of unfairness;… insistence on essential quality; respect for
integrity and dignity of the individual; and mercy” seem to “transcend cultural boundaries” (Allsop 2017, p. 1),
several papers considered heterogeneity in human values across different nations and cultures. Particularly,
Rokeach (1973) developed the Rokeach Value Survey (often referred to as RVS) which consisted of 18 terminal
and 18 instrumental values ranked by respondents according to their relative importance to self. Terminal values
represented generalized (ultimate) goals or outcomes such as equality, freedom, family security, and so forth;
whereas instrumental values captured major modes of conduct such as honesty, love, responsibility, and so forth.

RVS was later extended and remapped by Schwartz (1992) who later developed the cultural value orientations
theory (see Schwartz 2006). The new Schwartz Value Survey (often referred to as SVS), which formed the basis
of the cultural value orientations theory, allowed respondents to rate 56 (in more recent samples, 57) values
according to their importance as a “guiding principle” of a respondent’s life on a scale from −1 to 7, where the
answer “opposed to my values” received score of −1; “not important” received a score of 0; “important” received
a score of 3; and “of supreme importance” received a score of 7.2 The initial version of SVS divided values into
terminal and instrumental similarly to the RVS. The cultural value orientations theory partitioned values into six
broad value dimensions: Embeddedness, Autonomy, Harmony, Mastery, Egalitarianism, and Hierarchy.

In the cultural value orientations theory, six value dimensions are polarized forming pairs of antithetical con-
structs. Specifically, although Harmony refers to the human desire to fit into the environment without trying to
change it, Mastery depicts the human tendency to take control and direct the environment (Schwartz 2006).
Although Egalitarianism refers to the human belief that people should be “moral equals who share basic interests
as human beings” (Schwartz 2006, p. 140), Hierarchy “relies on hierarchical systems of ascribed roles to insure
responsible, productive behavior” (Schwartz 2006, p. 141). Embeddedness implies that people are viewed as a part
of some collective entity, and Autonomy represents a polar view where people are considered to be autonomous
entities bounded by the society. Autonomy is also divided into two subdimensions: Intellectual and Affective
Autonomy.3 Intellectual Autonomy refers to people’s desire to follow their own ideas and creativity, and Affective
Autonomy depicts the human goal to pursue personal gain in the form of satisfaction, excitement, and so forth.
(Schwartz 2006).

We have chosen the Schwartz’s theory of cultural value orientations over other existing theories of human
values because this theory has several important advantages over its competitors, for example, Hofstede’s five-
dimensional theory (Hofstede 1980 and 2001) and Inglehart’s two-dimensional theory (Inglehart 1977 and 1990).
First, Schwartz’s theory offers a more general approach to human values, which originates in psychological
research, and, therefore, has a broad range of applications. In contrast, Hofstede’s theory looks primarily at work
values and is mostly applicable to business and management applications, although Inglehart’s theory mostly con-
centrates on the effects of modernization and is rooted in materialism–postmaterialism literature stemming from
political science and sociology. Second, unlike Hofstede’s and Inglehart’s theories, which primarily emerged from
empirical observations and analysis (specifically, from factor analysis of collected data), Schwartz’s approach was
first formulated theoretically and then validated empirically using large samples of observations from many dif-
ferent countries. Third, value constructs used by Schwartz have proven to be robust over the years as repeated
measurements conducted between 1988 and 2018 showed that both absolute and relative measures of human
values from different countries do not appear to change much despite socio-economic and political shifts
(e.g. Schwartz et al. 2010 ; Schwartz & Sortheix 2018). Forth, unlike other approaches, Schwartz’s theory uses only
abstract and basic values relevant to all societies (e.g. social justice, creativity, etc.) irrespective of people’s political
views or socio-economic status. To ensure this “universality” of values, Schwartz’s theory is based on a set of
important features: “(1) [v]alues are beliefs…linked to affect; (2) [v]alues refer to desirable goals…; (3) [v]alues
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transcend specific actions and situations…; (4) [v]alues serve as standards or criteria…; (5) [v]alues are ordered
by importance…to form a system of priorities; and (6) [t]he relative importance of values guide action.”
(Schwartz 2006, p. 143). Finally, the theory of cultural value orientations is widely used in the social sciences liter-
ature. Between 1988 and 2000, the first wave of SVS studies collected survey data from multiple countries around
the globe. Initial wave gathered data from 80 samples of schoolteachers representing 58 national groups as well as
from 115 samples of college students from 64 national groups. Each sample ranged between 180 and 280 partici-
pants. In multicultural countries, data were collected from the dominant cultural group of citizens. Between 2001
and 2018, the estimates from the first wave of studies were extended to new countries in the second wave of stud-
ies, which also validated and cross-checked previous results for selected countries by Schwartz and his coauthors
as well as by other researchers, revealing no substantial shifts in estimates (e.g. Schwartz et al. 2010 ; Piurko et al.
2011 ; Schwartz & Sortheix 2018). By 2018, the comprehensive database of SVS results contained data from over
75,000 participants representing 74 countries. For our analysis, we use the comprehensive cultural value orienta-
tions dataset based on the SVS results from these 74 countries, which was provided to us by Professor Shalom
H. Schwartz at the end of 2018.4 Section 2.2 offers further description of the SVS as well as explains the method-
ology behind the calculation of cultural value orientations’ estimates from the SVS scores.

Our study also contributes to the literature on human values and security governance. A link between human
values and regulations was established in research of Norman Feather, who used RVS and SVS approaches in
direct and modified forms as well as a number of other measurements and tools linking the results of these sur-
veys and measures to justice-related and regulatory behavior in a wide variety of empirical psychological studies
(see e.g. Feather 1994; Feather & Boeckmann 2013; Strelan et al. 2016; Berndsen & Feather 2016). Yet, the link
between human values and regulation in cyberspace has not been established in the previous literature. This study
offers a framework which substantiates this link.

The main difference between cyberspace in the current globalized digital economy and traditional (noncyber
or physical) spaces (where the cultural value orientations theory was applied so far) is that in the current digitized
world with rapid flow of information across the globe, cultural differences become more and more difficult to
detect. According to Rokeach (1973), even though values are relatively robust constructs, they may change
throughout the human lifetime and may also exhibit a significant degree of heterogeneity across different
domains. Yet, as long as our measures of human values for a particular country are based on values elicited from
both the younger and the older generations (this is one of the most attractive features of the SVS data used in the
study), it is natural to assume that, on average, such measures will be quite robust and accurate.

2.2. Human values-based framework for cybersecurity governance
Our framework depicted on Figure 1 is grounded in the Schwartz theory of cultural value orientations (see
Schwartz 2006 for a detailed overview). As described above, Schwartz theory of cultural value orientations is
based on three fundamental problems important for the formation of human values. We can define these prob-
lems as Social problem, Responsibility problem, and Nature problem.

• Society problem: the problem of coexistence between an individual and a group (highlighted by
Embeddedness vs. Autonomy dichotomy).

• Responsibility problem: the problem of coexistence between an individual and social fabric responsibilities
(highlighted by Egalitarianism vs. Hierarchy dichotomy).

• Nature problem: the problem of coexistence between human beings and nature (highlighted by Harmony
vs. Mastery dichotomy).

Using dichotomies between Embeddedness and Autonomy, Egalitarianism and Hierarchy, as well as
Harmony and Mastery, we first consider whether all three dichotomies may have an important impact in the dig-
ital space, specifically, when we consider cybersecurity issues. It is easy to notice that Social problem (captured by
the Embeddedness and Autonomy dichotomy) plays a more important role for cyber spaces than the other two
problems as it relates to the general issues of an individual’s place within the society. We all have individual and
social experiences in the digital world as different people have different habits with regard to their cyber activities
(such as sharing personal data via social media, enjoying a conversation with other people, etc.). Therefore, the
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issues relevant to Embeddedness and Affective as well as Intellectual Autonomy, and values associated with them,
are very important in the digital domain.

Responsibility problem (measured by Egalitarianism versus Hierarchy) is unlikely to impact on regulation of
cyber space because it defines societal rankings for different strands of human life. Yet, one of the most interesting
aspects of the use of the Internet as well as the human digital life is that hierarchical structures are rare in digital
domain in a sense that when users are communicating or engaging with certain services online, they have equal
social standing within the digital world. Of course, hierarchies may develop in digital communities over time but
the starting position for the majority of people in the digital domain is very close to the egalitarian world.

Finally, the Nature problem is likely to have least (if any) impact in the digital setting. Of course, the Nature
problem is important for many people as many of us are concerned with the use of environmental resources for
technological purposes. However, people are unlikely to directly link the use of digital technology to environmen-
tal outcomes. For example, many of us are concerned about our personal carbon footprint which may affect our
decisions about flying (because, as humans we see a direct link between the act of flying and generation of carbon
footprint); yet, when we write an email, we rarely think of the consequences of our use of the digital technology,
which is necessary to write that email, for the environment.

This leads us to the intermediate conjecture that Embeddedness and Autonomy are likely to be most impor-
tant value construct for the digital domain, and, therefore, for cybersecurity. On Figure 1, therefore, Egalitarian-
ism, Hierarchy, Harmony, and Mastery are shown in gray, whereas Embeddedness and Autonomy (both
Affective and Intellectual) are shown in black. This leaves us with two major “poles” of human values. One of
these poles is defined by Hierarchy, Mastery, and Autonomy constructs (of which, we expect Autonomy to be the
most pronounced in the digital domain) and is mostly consistent with individual-based, more challenge-oriented
value structure which we label the Competitive social human values pole; whereas the latter pole is defined by
Embeddedness, Harmony, as well as Egalitarianism (of which, Embeddedness is likely to be most pronounced in

Figure 1 Human values-based framework for cybersecurity regulation.
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cyber spaces) and primarily associated with collective-based, more challenge-smoothing value structure which we
label the Cooperative social human values pole.

In order to link Cooperative and Competitive poles to cybersecurity, one needs to consider the relative pro-
pensity to engage in risk-taking behavior online by nations from each pole (see Fig. 1).

There is considerable literature linking attitudes toward risk in “traditional” (noncyber) domains (such as
health, environment, construction, finance, insurance, and conflict) as well as behavior under risk in these “tradi-
tional” domains to values (see e.g. Schelling 1985; Jones-Lee 1991, 1992; Carthy et al 1998; Slovic 2000; Sustein
2002; Wolff 2002; Pidgeon et al. 2003; and Posner 2004). Considering the nature and qualities of the polarized
value constructs, we can anticipate that nations leaning toward the Competitive human values pole are prone to
engaging into more risk seeking behavior in all domains including in cyberspace. At the same time, nations gravi-
tating toward the Cooperative human values pole are more likely to exhibit risk averse behavior in all domains
including cyberspace (see Fig. 1).

This conjecture is supported by extensive literature measuring risk attitudes across multiple cultures. Figure 2
shows a comprehensive mapping of 74 countries in the Schwartz dataset against the two poles identified by our
framework on Figure 1 as well as relative to each other (see Fig. 2). This mapping is obtained by conducting a
dimensional reduction factor analysis with 7 dimensions (Embeddedness, Affective and Intellectual Autonomy, Har-
mony, Mastery, Egalitarianism, and Hierarchy) to extract two principal orthogonal components using varimax rota-
tion on all dimensions, which allows us to represent relationships between cultures in a two-dimensional space.

Figure 2 Relative mapping of countries to poles and to each other. Our Figure 2 provides an identical relative mapping to
that reported in Schwartz (2006) on Figure 4 (Schwartz 2006, p. 156), although Schwartz used data collected between 1988
and 2006 and applied the multidimensional scaling technique (Goldreich & Raveh 1993) rather than a dimensional reduction
factor analysis used by us.
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Note that our approach (shown on Fig. 1) allows for the relative rather than absolute comparisons. Also, relative
rather than absolute relationships between countries are captured on Figure 2. Even though nations are unlikely to
be unambiguously placed in either one pole area or the other, the proposed framework can, nevertheless, distinguish
between predictions for different nations as those nations leaning toward the Competitive pole (in relative terms)
can always be clearly distinguished from those gravitating toward the Cooperative pole (in relative terms). As long
as a ranking of nations can be obtained in terms of their relative proximity to the poles (this ranking can be obtained
from the SVS scores as shown on Fig. 2), our framework allows us to make meaningful predictions.

Let us take an example of three countries: United States, United Kingdom, and China. Figure 2 shows that
according to the value orientations constructs, China is relatively closer to the Competitive pole (located at the
bottom right corner of the figure) than United States and United Kingdom, and United States is located closer to
the Competitive pole than United Kingdom. Therefore, if our conjecture is correct, Chinese citizens should be rel-
atively more risk taking compared to the Americans and, in turn, Americans should be more risk taking than
British citizens. In noncyber domains, Chinese study participants were shown to be more risk taking compared
to American study participants using economic experiments (e.g. Hsee & Weber 1999); and American population
was shown to be more risk taking in financial domain than the UK population (e.g. Ferreira 2018). In the digital
domain, Kharlamov et al. (2018) demonstrated using representative samples of both populations that Americans
are (on average) more risk taking than British people. Pogrebna and Skilton (2019) reported on further studies
which found Chinese people to be more risk taking in cyber spaces than American people and, in turn, American
people were more risk taking than British people over a wide variety of cyber risks.5

As Competitive pole nations are “riskier” than Cooperative nations in the digital space (i.e. more likely to
engage in risk-taking behaviors online), we hypothesize that Competitive nations would try to alleviate the poten-
tial risks to cybersecurity by regulation and governance of cyber space. At the same time, Cooperative nations are
less likely to exhibit risk-taking behavior online and are, therefore, viewed by their governments as more “self-
regulating.” Therefore, these nations adopt more informal approach to solving cybersecurity problems.

Recall that we expect Embeddedness and Autonomy to play particularly important role for national behavior
in cyber spaces. This allows us to hypothesize that nations who score relatively high on (Affective or Intellectual)
Autonomy will be more efficient in cybersecurity regulation (because they need to offset potentially negative effects
of risk-taking behavior of their citizens), whereas nations who score relatively high on Embeddedness will be less
efficient in cybersecurity regulation (because their citizens are more likely to be risk averse in digital spaces). More
specifically, we anticipate nations with high Autonomy scores to be more risk seeking in cyberspace, we also antici-
pate that their behavior in cyberspace will particularly depend on constructs which are a matter of individual
choice (e.g. such as individual ethical code of conduct). In such Competitive nations, individuals will not view their
rights in cyberspace (such as, e.g. the right to privacy or personal data protection) as inherent human rights due to
the individual-based and more challenge-oriented nature of the value system. This means that individual behavior
in cyberspace for representatives of these nations will, in many ways, depend on their personal understanding of
the ethical principles behind various modes of conduct they can choose from. Such behavior will generate risks
which, in turn, would need a more effective and precise regulation.

At the same time, in nations which score high on Embeddedness, the nature of the human values system
implies that behavior in cyberspace will be guided more by societal cultural principles. Risk attitudes in cyber-
space for such Cooperative nations are more likely to be guided by constructs of collective nature. Such nations
will, therefore, be less efficient in governing cyberspaces as they would expect alternative societal instruments to
act in place of regulation.

2.3. Measures and data
In order to test our framework (proposed on Fig. 1), we combine three datasets: (i) the large-scale dataset with
measures of cultural value orientations; (ii) the Global Cybersecurity Index dataset; and (iii) the Worldwide Gov-
ernance Indicators dataset.

As described in Section 2.2, we obtained the relative mapping of nations from the previous comprehensive
and large-scale studies conducted by Professor Shalom H. Schwartz and his research team, which allowed us to
determine the relative proximity of each nation to the Cooperative and Competitive poles. Raw scores for each
value orientation measure were used in our analysis.6
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In order to link cultural value orientations to the cybersecurity governance, we use the Global Cybersecurity
Index (GCI). The GCI is a composite index, created and compiled by the International Telecommunications
Union (ITU), which consists of 25 indicators partitioned into five pillars. The ITU’s General Model Framework
explains the difference between the five pillars as follows (ITU 2018, p. 4):

1 Legal pillar includes “…[m]easures based on the existence of legal institutions and frameworks dealing with
cybersecurity and cybercrime.”

2 Technical pillar consists of “…[m]easures based on the existence of technical institutions and frameworks
dealing with cybersecurity.”

3 Organizational pillar incorporates “…[m]easures based on the existence of policy coordination institutions
and strategies for cybersecurity development at the national level.”

4 Capacity Building pillar contains “…[m]easures based on the existence of research and development, edu-
cation and training programs; certified professionals and public sector agencies fostering capacity
building.”

5 Cooperation pillar is based on “…[m]easures based on the existence of partnerships, cooperative frame-
works and information sharing networks.”

Based on these five pillars, five subcoefficients (one per each pillar) are added up to obtain one (Total) GCI
coefficient. According to ITU, the GCI allows to measure “cybersecurity commitment” in different countries.7

The index allows to understand the relative strength of commitment to cybersecurity governance and regulation
in different parts of the word from hundreds of countries. Generally, the higher the index, the more committed a
nation is to regulating and governing cybersecurity. We used the GCI values calculated by the ITU for the year
2017 (total as well as by pillar coefficients were available to us).8

Additionally, in order to compare governance and regulation of cybersecurity to governance and regulation
in other traditional domains, we also used a set of additional indicators from the Worldwide Governance
Indicators (WGI) 2017 (see Kaufmann et al. 1998 for the summary of the indicators methodology) which pro-
vided governance indicators for more than 200 states. According to Kaufmann et al. (2010, p. 1), “the six
aggregate indicators [in WGI] are based on over 30 underlying data sources reporting the perceptions of gov-
ernance by a large number of survey respondents and expert assessments worldwide.”9 The WGI project
allowed us to use the following governance measures (indicators) for traditional domains (Kaufmann et al.
2010, p. 3):

• Voice and Accountability “reflects perceptions of the extent to which a country’s citizens are able to partici-
pate in selecting their government, as well as freedom of expression, freedom of association, and a free
media.”

• Political Stability and Absence of Violence “measures perceptions of the likelihood of political instability
and/or politically-motivated violence, including terrorism.”

• Government Effectiveness “reflects perceptions of the quality of public services, the quality of the civil ser-
vice and the degree of its independence from political pressures, the quality of policy formulation and
implementation, and the credibility of the government’s commitment to such policies.”

• Regulatory Quality “reflects perceptions of the ability of the government to formulate and implement sound
policies and regulations that permit and promote private sector development.”

• Rule of Law “reflects perceptions of the extent to which agents have confidence in and abide by the rules of
society, and in particular the quality of contract enforcement, property rights, the police, and the courts, as
well as the likelihood of crime and violence.”

• Control of Corruption “reflects perceptions of the extent to which public power is exercised for private
gain, including both petty and grand forms of corruption, as well as capture of the state by elites and pri-
vate interests.”

Combining the data allowed us to compile a comprehensive dataset of various governance measures (both
from the CGI data and the WGI data) and associated human values’ constructs from the SVS survey for 74 coun-
tries around the globe. We use this dataset for our analysis.

Our approach and existence of the relevant measures allow us to formulate the following testable hypotheses:
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Hypothesis 1:. Nations which score high on Embeddedness are less committed to regulation and governance of
cybersecurity (High Embeddedness scores are associated with low GCI index).
Hypothesis 2:. Nations which score high on Autonomy are more committed to regulation and governance of
cybersecurity (High Autonomy scores are associated with high GCI index).

3. Analysis and results

In this section, we will look at human values mapping according to Schwartz’s theory and then overlay this map-
ping with the total GCI as well as WGI indicators. In the first instance, we conduct a simple correlation analysis
using Spearman and Pearson correlation tests. Results of the test are presented in Table 1.

The table shows that Embeddedness is highly negatively correlated with GCI, but GCI is positively correlated
with both Autonomy measures (Affective and Intellectual Autonomy). As anticipated, other indicators
(Hierarchy, Egalitarianism, Harmony, and Mastery) do not produce strong correlations with GCI. Interestingly,
WGI measures which refer to traditional regulation and governance domains (Voice and Accountability, Political
Stability and Absence of Violence, Government Effectiveness, Regulatory Quality, Rule of Law, and Control of
Corruption) are also positively correlated with Autonomy and negatively correlated with Embeddedness. Yet,
unlike GCI, WGI constructs are positively correlated with Egalitarianism but negatively correlated with Hierar-
chy. Also, the WGI measures are positive correlated with Harmony.

Therefore, at least at the level of simple correlations, our hypotheses are correct: high Embeddedness is associ-
ated with low governmental commitment to regulate cybersecurity, whereas high Autonomy is associated with
high governmental commitment to regulate cybersecurity. In order to test our hypotheses further, we conduct a
series of ordinary least squares (OLS) regressions with GCI total score as well as individual score for each of the
GCI pillars: Legal, Technical, Organizational, Capacity building, and Cooperation. In order to control for eco-
nomic development of countries under consideration, we include a control variable of the national income group
(the country can belong to one of the following four income groups according to the World Bank Statistics: Low
Income, Lower Middle Income, Higher Middle Income, and High Income). We use this variable to cluster coun-
tries by national incomes. As the number of observations in our sample is limited (N = 74 countries) and the
value orientation measures, by construction, represent antipodes (in other words, these measures are correlated
between each other), each cell of Table 2 represents results (coefficient and robust standard error) for regressions
where CGI constructs are predicted using value orientation constructs.

Table 2 shows that even when the economic development level of each country is taken into account by our
analysis (using the national income group control variable), we find that Embeddedness and Autonomy are the

Table 2 Results of a series of clustered OLS regressions predicting the GCI constructs using value orientation constructs

Independent
variable

GCI

Legal Technical Organizational Capacity
building

Cooperation Total

Embeddedness −0.022# (0.090) −0.033* (0.090) −0.183 (0.085) −0.220* (0.068) −0.170* (0.044) −0.223* (0.070)
Affective
Autonomy

0.189* (0.052) 0.222* (0.063) 0.171* (0.052) 0.197** (0.027) 0.156*** (0.010) 0.186* (0.036)

Intellectual
Autonomy

0.165 (0.095) 0.299# (0.101) 0.158 (0.096) 0.195# (0.080) 0.157# (0.054) 0.193# (0.079)

Harmony 0.101 (0.129) 0.212 (0.134) 0.064 (0.159) 0.003 (0.180) 0.024 (0.068) 0.080 (0.127)
Mastery −0.092 (0.150) −0.081 (0.037) −0.001 (0.060) 0.024 (0.088) −0.109* (0.030) −0.054 (0.048)
Hierarchy −0.067 (0.033) −0.109 (0.084) −0.041 (0.054) 0.052 (0.108) −0.052 (0.029) −0.044 (0.058)
Egalitarianism 0.077 (0.067) 0.238** (0.029) 0.046 (0.037) 0.071 (0.118) 0.058 (0.101) 0.096 (0.055)

*Significant at 0.05 level. **Significant at 0.01 level. ***Significant at 0.001 level. #Significant at 0.1 level.
Error terms (reported in brackets) are clustered based on four income groups: Low Income, Lower Middle Income, Higher
Middle Income, and High Income.
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only two variables which are consistently significant for the majority of the GCI pillars as well as for the total
GCI coefficient.10 Table 2 reveals several interesting additional results. First, it demonstrates that between the two
autonomy measures, Affective Autonomy seems to be the more important determinant of our cybersecurity gov-
ernance measure.

Specifically, in every column of Table 2, the Affective Autonomy coefficient has higher significance than the
Intellectual autonomy coefficient. Moreover, in the majority of columns, the values of the Affective Autonomy
coefficients are higher than those of the Intellectual autonomy. This suggests that countries, where citizens believe
that pursuing own satisfaction is important, tend to concentrate more on regulating cybersecurity than countries,
where citizens find pursuing own intellectual goals important.

Figure 4 Affective Autonomy versus the Global Cybersecurity Index.

Figure 3 Embeddedness versus the Global Cybersecurity Index.
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In order to provide a better visualization of this result, we also plot Figures 3–5.
Figures 3–5 show the correlation between the GCI as well as Embeddedness, Affective Autonomy, and Intel-

lectual Autonomy, respectively. Income control is captured by different shapes and colors of the observations.
These figures demonstrate strong correlation between Embeddedness and CGI as well as between Affective
Autonomy and CGI, yet, despite the visible correlation between CGI and Intellectual Autonomy, it is obvious that
the slope of the regression line on Figure 5 is lower (less steep) than that on Figure 4. This means that, of the two
Autonomy measures, Affective Autonomy plays a more important role for cybersecurity regulation.

Additionally, Table 2 also shows occasional correlations between individual pillars of GCI and the value ori-
entation constructs. Specifically, the Technical pillar has a strong and positive correlation with Egalitarianism and
Cooperation pillar is (statistically significantly) negatively correlated with Mastery.

4. Conclusion

Using information technology, individuals on a daily basis are subjected to a considerable amount of risk,
whether voluntarily or involuntarily in both digital and noncyber environments. Understanding how people deal
with risk in cyberspace is of extreme importance as responsible use of technology is one of the most important
problems facing businesses and governments in the modern global community. Notorious exhibits of the irre-
sponsible use causing harm to large numbers of citizens (such as the Cambridge Analytica case) tell us that regu-
lation of the Internet (as one of the major technological developments of the modern global society) is necessary.

Although much research is devoted to the development of risk measures in digital domains (e.g. Kharlamov
et al. 2018; Pogrebna and Skilton 2019), it is equally important to understand the origins of human behavior in
cyber spaces as well as to analyze how regulatory frameworks develop around human values as well as human
behavioral patterns.

This article proposes that human values lie at the core of the human risk-taking behavior in the digital space,
which, in turn has a direct impact on the way in which digital domain is regulated. Using an example of cyberse-
curity, we develop a framework which links human values and cybersecurity regulation by making inferences
about the connections between human values and risk-taking behavior. We demonstrate that empirical tests pro-
vide a robust support of this framework.

Our contribution extends not only the literature on measurement of human values (e.g. Schwartz 1992;
Schwartz 2006) but also on regulation and governance of security (e.g. Shearing & Johnston 2013) as well as on

Figure 5 Intellectual Autonomy versus the Global Cybersecurity Index.
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human values and security governance (e.g. Feather & Boeckmann 2013). We show how combining all three
streams of literature can yield a new cross-disciplinary framework for understanding commitment toward regula-
tion and governance of cybersecurity across different nations.

It is left to future research to explore more detailed reasons behind the cultural differences observed in cyber-
space. Yet, it appears that human values shape an important determinant of the heterogeneity for cyber-related
governance and regulation across the globe, which should not go overlooked.

Endnotes

1 For the detailed mapping of heterogeneity in the Internet regulation around the globe, see for example, http://www.
ivpn.net.

2 All questions were asked in respondents’ native language. Over the years, the SVS increased from 56 value indicators to
57 value indicators. Recently, 58th value indicator was added to the survey. The Appendix to this article includes detailed
description of each value instrument.

3 This is why the cultural value orientations theory is often referred to as a seven-dimensional instrument.

4 We are very grateful to Professor Schwartz for sharing his lifetime work with our team. As explained above, SVS grew
over the years from 56 to 57 and then to 58 indicators. In the dataset, provided to us by Professor Schwartz, respondents
were subjected either to 56 (majority of samples) or to 57 indicators (minority of samples). Professor Schwartz’s team
then applied a sophisticated adjustment procedure to make sure that: (i) the sample from 56-indicator survey and
57-indicator survey were comparable as well as; and (ii) that data collected from different countries were appropriately
cleansed and debiased (see http://www.crossculturalcentre.homestead.com for more detail). Considering that these adjust-
ments are not trivial, it was important for us to use the original dataset collected by Professor Schwarz’s team rather than
collect our own data as we did not want to misrepresent or misinterpret the measures. Additionally, any new dataset
would have been significantly smaller than the multinational dataset provided by Professor Schwartz.

5 For a concise summary of these results, please see https://www.forbes.com/sites/charlestowersclark/2018/11/09/relaxed-
anxious-ignorant-our-attitudes-towards-cybersecurity-are-making-the-problem-worse/#31818d14673a.

6 We are very grateful to Professor Schwartz for his value orientations dataset.

7 See https://www.itu.int/dms_pub/itu-d/opb/str/D-STR-GCI.01-2017-PDF-E.pdf for more detail.

8 We are very grateful to the ITU, especially to Maxim Kushtuev for providing a detailed GCI dataset to our research team.

9 See http://info.worldbank.org/governance/wgi/#home for more detail.

10 Note that this article does not intend to suggest that a population of a particular country should be viewed as a homoge-
neous entity: various population groups may exhibit different cultural values. Nevertheless, our analysis shows that the
human value-based argument appears to be valid at a general level.
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5. APPENDIX

Using Schwartz Value Survey to Measure Seven Cultural Value Orientations

We use data collected from 74 countries using the Schwartz Value Survey (SVS) which form proxies for seven
cultural value orientations. Initially, SVS contained 56 indicators which were later extended to 57 indicators and
then to 58 indicators. The most widely used SVS contains 57 indicators. Each indicator is a measure of a specific
value. Table A provides a summary of all 57 indicators.

Table A Schwartz value survey indicators and their meaning

ID SVS indicator Meaning

1 EQUALITY Equal opportunity for all
2 INNER HARMONY At peace with myself
3 SOCIAL POWER Control over others, dominance
4 PLEASURE Gratification of desires
5 FREEDOM Freedom of action and thought

(Continues)
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Table A Continued

ID SVS indicator Meaning

6 A SPIRITUAL LIFE Emphasis on spiritual not material matters
7 SENSE OF BELONGING Feeling that others care about me
8 SOCIAL ORDER Stability of society
9 AN EXCITING LIFE Stimulating experiences
10 MEANING IN LIFE A purpose in life
11 POLITENESS Courtesy, good manners
12 WEALTH Material possessions, money
13 NATIONAL SECURITY Protection of my nation from enemies
14 SELF RESPECT Belief in one’s own worth
15 RECIPROCATION OF FAVORS Avoidance of indebtedness
16 CREATIVITY Uniqueness, imagination
17 A WORLD AT PEACE Free of war and conflict
18 RESPECT FOR TRADITION Preservation of time-honored customs
19 MATURE LOVE Deep emotional and spiritual intimacy
20 SELF-DISCIPLINE Self-restraint, resistance to temptation
21 PRIVACY The right to have a private sphere
22 FAMILY SECURITY Safety for loved ones
23 SOCIAL RECOGNITION Respect, approval by others
24 UNITY WITH NATURE Fitting into nature
25 A VARIED LIFE Filled with challenge, novelty, and change
26 WISDOM A mature understanding of life
27 AUTHORITY The right to lead or command
28 TRUE FRIENDSHIP Close, supportive friends
29 A WORLD OF BEAUTY Beauty of nature and the arts
30 SOCIAL JUSTICE Correcting injustice, care for the weak
31 INDEPENDENT Self-reliant, self-sufficient
32 MODERATE Avoiding extremes of feeling & action
33 LOYAL Faithful to my friends, group
34 AMBITIOUS Hard-working, aspiring
35 BROADMINDED Tolerant of different ideas and beliefs
36 HUMBLE Modest, self-effacing
37 DARING Seeking adventure, risk
38 PROTECTING THE ENVIRONMENT Preserving nature
39 INFLUENTIAL Having an impact on people and events
40 HONORING OF PARENTS AND ELDERS Showing respect
41 CHOOSING OWN GOALS Selecting own purposes
42 HEALTHY Not being sick physically or mentally
43 CAPABLE Competent, effective, efficient
44 ACCEPTING MY PORTION IN LIFE Submitting to life’s circumstances
45 HONEST Genuine, sincere
46 PRESERVING MY PUBLIC IMAGE Protecting my “face”
47 OBEDIENT Dutiful, meeting obligations
48 INTELLIGENT Logical, thinking
49 HELPFUL Working for the welfare of others
50 ENJOYING LIFE Enjoying food, sex, leisure, and so forth
51 DEVOUT Holding to religious faith and belief
52 RESPONSIBLE Dependable, reliable
53 CURIOUS Interested in everything, exploring
54 FORGIVING Willing to pardon others
55 SUCCESSFUL Achieving goals

(Continues)
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Table A Continued

ID SVS indicator Meaning

56 CLEAN Neat, tidy
57 SELF-INDULGENT Doing pleasant things

Notes: Indicators are presented exactly as described in Schwartz, Shalom H. (2009). Draft Users Manual: Proper Use of the
Schwarz Value Survey, version 14 January 2009, compiled by Romie F. Littrell. Auckland, New Zealand: Centre for Cross Cul-
tural Comparisons, http://www.crossculturalcentre.homestead.com. In the latest version of SVS, one additional indicator was
added (“OBSERVING SOCIAL NORMS” which means “to maintain face”). However, this indicator is not relevant for our
study as it was not used in surveys which formed the dataset used in our article. In the SVS, each participant is presented with
value indicators and their meanings (see Table A) in their native language and asked to rate the importance of each value indi-
cator “as a guiding principle in [THEIR] life” on a four-fold scale, where the answer “of supreme importance” receives a score
of 7, “important” receives a score of 3, “not important” receives a score of 0, and “opposed to my values” receives score of −1.
Table B summarizes the way in which cultural value orientations are formed, that is, it shows the value indicators included in
each cultural human value construct category.

Table B Composition of the cultural value orientation constructs

Human value
constructs at a cultural
level

SVS indicator IDs SVS indicators included

Embeddedness 8, 11, 13, 15, 18, 20, 26,
32, 40, 46, 47, 51, 54, 56

SOCIAL ORDER; POLITENESS; NATIONAL SECURITY;
RECIPROCATION OF FAVORS; RESPECT FOR TRADITION;
SELF DISCIPLINE; WISDOM; MODERATE; HONORING OF
PARENTS AND ELDERS; PRESERVING MY PUBLIC IMAGE;
OBEDIENT; DEVOUT; FORGIVING; CLEAN

Affective Autonomy 4, 9, 25, 50, 57 PLEASURE; AN EXCITING LIFE; A VARIED LIFE; ENJOYING
LIFE; SELF-INDULGENT

Intellectual Autonomy 5, 16, 35, 53 FREEDOM; CREATIVITY; BROADMINDED; CURIOUS
Harmony 17, 24, 29, 38 A WORLD AT PEACE; UNITY WITH NATURE; A WORLD OF

BEAUTY; PROTECTING THE ENVIRONMENT
Mastery 23, 31, 34, 37, 39, 41, 43,

55,
SOCIAL RECOGNITION; INDEPENDENT; AMBITIOUS;
DARING; INFLUENTIAL; CHOOSING OWN GOALS; CAPABLE;
SUCCESSFUL

Hierarchy 3, 12, 27, 36, 39 SOCIAL POWER; WEALTH; AUTHORITY; HUMBLE;
INFLUENTIAL

Egalitarianism 1, 30, 33, 45, 49, 52 EQUALITY; SOCIAL JUSTICE; LOYAL; HONEST; HELPFUL;
RESPONSIBLE
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