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GIGA: A Versatile Genetic Algorithm for Free and Sup-
ported Clusters and Nanoparticles in the Presence of
Ligands†

Marc Jäger,∗a Rolf Schäfer,a and Roy L. Johnston∗b

We present a versatile parallelised genetic algorithm, which is able to perform global optimisation
from first principles for pure and mixed free clusters in the gas phase, supported on surfaces or in
the presence of one or several atomic or molecular species (ligands or adsorbates). The genetic
algorithm is coupled to different quantum chemical software packages in order to permit a large
variety of methods for the global optimisation. The genetic algorithm is also capable of optimising
different electronic spin multiplicities explicitly, which allows global optimisation on several poten-
tial energy hyper-surfaces in parallel. We employ the genetic algorithm to study ligand-passivated
clusters [Cd3Se3(H2S)3]+ and to investigate adsorption of [Pt6(H2O)2]+ supported on graphene.
The explicit consideration of the electronic spin multiplicity during global optimisation is investi-
gated for nanoalloy clusters Pt4V2.

1 Introduction
In modern nanoscience, great efforts are being made to globally
optimise nanosystems, such as clusters, to find the geometry with
the overall lowest energy, the so-called global minimum (GM).1–5

On the one hand, global optimisation (GO) of nanoparticles (NPs)
plays an important role in rational materials design, in order to
tailor material properties for future applications. On the other
hand, the GM is, from a thermodynamic point of view, the most
stable structure (at T = 0 K) and often the most likely candidate
to be formed in an experiment.5 Within the Born-Oppenheimer
(BO) approximation, each local minimum on the potential en-
ergy surface represents a stable structural isomer. The number of
minima rises exponentially with the number of atoms in the clus-
ter and for multielemental NPs it is even more complicated due
to inequivalent permutational isomers or so-called ”homotops”6.
Hence, sophisticated search methods are essential for the GO of
nanosystems. Well established algorithms for the GO of clusters
and NPs are: the genetic algorithm (GA), basin hopping (BH),
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particle swarm optimisation (PSO), artificial bee colony (ABC),
simulated annealing, and the threshold algorithm. The reader is
referred to the literature for more details on these global optimi-
sation methods.5,7–11

Genetic algorithms have been successfully applied to the global
optimisation of many clusters and NPs.1,2,5,12 The origin of the
GA presented here is the Birmingham Cluster Genetic Algorithm
(BCGA), a Lamarckian-type GA developed for the GO of free pure
and mixed clusters using plane-wave density functional theory
(pw-DFT) or empirical potentials (EPs).5,13 Subsequently, a sur-
face mode (S-BCGA) was introduced.14 The next step was the
implementation of the pool concept, which enables massive par-
allelisation of the GA.3,4 In the pool mode, many independent GA
instances act on a global data base, the pool, which contains the
current lowest energy cluster structures. This concept was first
introduced into the original Fortran code (pool-BCGA)4 and then
rewritten in Python as the Birmingham Parallel Genetic Algorithm
(BPGA)3, which was coupled to the Vienna ab initio simulation
package (VASP)15–18. The most recent descendant of the BCGA
is the Mexican Enhanced Genetic Algorithm (MEGA),19 which
was redesigned to make the code more efficient and flexible and
to provide a detailed history for later analysis. MEGA also uses
structural distance criteria in order to maintain geometric diver-
sity in the pool database.

Here an advanced version of MEGA is introduced, which is able
to perform GO for clusters in the presence of one or several atomic
or molecular species, which can be ligands or adsorbates (e.g.
reactants and intermediates in catalytic reactions). This can be
achieved for free or supported clusters. We have extended MEGA
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to include the GO of clusters in the presence of ligands or ad-
sorbates and have implemented additional optimisation modes.
Some changes of the GO of bare clusters, such as the calculation
of moment of inertia eigenvalues for structural comparison are
also implemented. The code has been coupled to several quan-
tum chemical software packages. Following the nomenclature of
MEGA, the new GA has been named the German Improved Ge-
netic Algorithm (GIGA). For a thorough analysis of the GIGA out-
put, a post-GA analysis tool was developed, which is introduced
in the Electronic Supplementary Information.

Section 2 describes the methodology, especially the imple-
mentation of ligand optimisation. In section 3 we report
the application of GIGA to the GO of three distinct systems:
[Cd3Se3(H2S)3]+; [Pt6(H2O)2/graphene]+; and Pt4V2.

2 Methodology
The motivation for the design of GIGA is the development of a
versatile GA which can perform the GO of free and supported
clusters in the presence of ligands and adsorbates. This will help
to support experimental studies, such as gas-phase pick-up ex-
periments and cluster catalysis experiments, where clusters are
deposited on a surface and then exposed to reactant molecules.
GIGA is able to handle different ligand types simultaneously. As
well as VASP, GIGA is coupled to Quantum Espresso (QE)20 and
NWChem,21 in order to expand the range of quantum chemical
methods for the local optimisations and to include open-source
software packages. The coupling to NWChem enables the use of
atom-centered wavefunction-based DFT or ab initio methods such
as Configuration Interaciton (CI) or Coupled Cluster (CC) in the
GO. It also allows the explicit consideration of the electronic spin
multiplicity during the GO.

The innovations in GIGA are described in detail below.

2.1 Spin optimisation

In the current implementation, a list of possible electronic spin
multiplicities (SM) and a frequency list, which contains the prob-
abilities for the realisation of these spin multiplicities is passed
to the GA. According to the predefined SM probabilities, the SM
of each generated cluster is randomly chosen, so that during GO
the overall GM, i.e the cluster structure and the corresponding
SM, can be searched simultaneously. A spin seeding option has
also been implemented. In this mode, all structures in the pool
are copied and, for each possible SM, a local optimisation is per-
formed for every cluster geometry in the pool. This spin seeding
option can be applied to the GM search after every m generated
structures (typically m > 100) to speed up the overall search and
to avoid stagnation of the spin state.

2.2 Three-parent crossover

A new crossover option, the so-called three-parent crossover
(3PC) is implemented, which also helps to increase the pool diver-
sity in order to avoid stagnation. In the 3PC operation a similar
scheme to the Deaven-Ho cut and splice operator22 is applied,
but three clusters from the pool database are selected according
to their fitness. They are randomly rotated and each one is sliced

by two cutting planes. To generate a single offspring, comple-
mentary sections are combined from the three parents. The prob-
ability of the occurrence of the 3PC operation can be individually
adjusted for each GA instance working on the pool database.

2.3 Optimisation of cluster-bound ligands or adsorbates

To facilitate efficient GO of clusters in the presence of ligands or
adsorbates, which are bound to the cluster, the atoms of the clus-
ter and those of the ligands or adsorbates have to be treated sep-
arately. In the following, the term ligand represents any cluster-
bound atoms and molecules as chemical ligands and adsorbates.

First, an initial structure for the cluster is generated as in the
previous GA versions.3,19 The origin of the cluster coordinate
system is the center of mass (CoM) of the cluster. Initial lig-
and structures, stored in external geometry files, are read into
the program. The atoms of each ligand are labelled by a unique
ligand-identification-number (ligand-ID) to ensure, even in com-
plex systems, that each atom is retained in the correct ligand en-
tity. There are three different operations (Random 1, Random 2
and Random 3) for randomly placing the ligands around the clus-
ter. There is also an option to bias the orientation of the ligand
towards the cluster. For each atom in the ligand, a probability is
defined for that atom being bound to the cluster. After placing
the ligand (or adsorbate) on the cluster, a ligand atom is selected
according to the probability list and then a biased rotation takes
place. This rotates the ligand so that the selected atom has the
smallest distance to the CoM of the cluster and thus forms a chem-
ical bond to one or more cluster atoms. After the initial cluster
structure and ligand positions and orientations have been gener-
ated, they are passed to the selected quantum chemical software
package for local energy minimisation. This procedure is repeated
until the pool is filled.

The evolutionary operators of crossover and mutation can be
applied simultaneously to ligand atoms and cluster atoms, with
the constraint that the chemical bonds within each ligand are
retained. Therefore, a transformation of the ligand structure is
applied in advance, whereby each ligand is reduced to its individ-
ual bonding atom (that is the ligand atom which is closest to the
cluster), before applying any mutation or crossover operator. The
initial atomic positions and other information such as ligand-IDs
are stored in an internal data base. This substitution allows the
ligands to be treated in the same way as cluster atoms, irrespec-
tive of their size. Subsequently, the evolutionary operators are
applied to the cluster-ligand structure to produce a new cluster-
ligand descendant (offspring or mutant). The database is updated
with the new positions of the substituted ligand atoms and a re-
substitution operation is applied to obtain all the final atomic po-
sition of each ligand in the descendant. For the crossover opera-
tions, the Deaven-Ho cut-and-splice operator22 is employed and
a relabelling method for the final ligand-IDs is applied. In Figure
1, the ligand substitution and re-substitution process is shown for
the crossover operation.

We have also defined new mutation operations which leave
the cluster structure unchanged but modify the ligand positions
and orientations. These mutations take into account the num-
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Fig. 1 The ligand substitution and re-substitution process as applied to the crossover operation. Two clusters are randomly selected: 1) a random
rotation is executed; 2) each ligand is substituted by a single dummy atom at the position of its cluster binding atom; 3) the cut-and-splice- crossover
operation is applied; 4) re-substitution of the ligand structures.

ber of atoms within each ligand and the number of different lig-
and species. In order to obtain a realistic initial bond length be-
tween the cluster and the ligands, the atomic radii r for all atoms
are considered, as well as the overall ligand size. A good initial
position is achieved if the distance d between the ligand bond-
ing atom and the nearest cluster atom satisfies the condition:
0.9 · (rlig + rclus) ≤ d ≤ 1.1 · (rlig + rclus). After each evolutionary
operation, the whole cluster ligand structure is examined with
respect to the atomic positions.

The new ligand mutations, which are shown in Fig. 2 and Fig 3,
are:

• Random 1: One atom of the cluster is randomly selected
and the ligand is randomly rotated and placed close to the
chosen cluster atom, taking into account the ligand size and
the atomic radius of the chosen cluster atom.

• Random 2: The ligand is randomly rotated and placed at
the CoM of the cluster, then an arbitrary directional vector is
calculated and the ligand is translated in this direction until
there is no overlap between the cluster and ligand atoms.

• Random 3: A sphere is calculated, with its radius propor-
tional to the cumulated radii of all cluster atoms and the
sizes of the ligands. An arbitrary point p within the sphere
is selected and the ligand is randomly rotated and placed so
that its centroid corresponds to p. Subsequently, the previ-
ously described distance check is applied.

• Full rotation: All ligands are rotated around the cluster core
by the same arbitrary angles maintaining the same distance
of each individual ligand to the CoM of the cluster.

• Partial rotation: Only 30% of all ligands are rotated around
the cluster.

• Bond rotation: One ligand is rotated through an arbitrary
angle around the cluster-ligand bond (only for non-linear
molecules)

• Full new orientation: All ligands are randomly reoriented
(randomly rotated) so that their centroid is preserved (only
for molecules). In the final orientation the ligand-cluster
bonding may be changed.

• Partial new orientation: Only 30% of the ligands (only for
molecules) are selected and randomly reoriented.

• Full biased orientation: All ligands are reoriented (rotated)
relative to the cluster such that another ligand atom is bound
to the cluster. This ligand atom is chosen beforehand accord-
ing to a predefined probability list (only for molecules and
only if the biased mode is enabled).

• Partial biased orientation: As above, but with reorientation
of only 30% of the ligands.

• Inversion: The positions of 30% of all ligands are in-
verted (i.e. the atomic coordinates of the chosen ligands
are changed from (x,y,z) to (-x,-y,-z); only for non-chiral lig-
ands).

• Swap: Two ligands are randomly selected and their posi-
tions are switched so that the centroid of one ligand cor-
responds to the centroid of the other, and vice versa. For
molecules in the way, that the absolute orientation of the lig-
and atoms in the coordinate space remains the same (only
for different ligand species)

• Move: 30% of all ligands are moved in an arbitrary direction
and distance.

• Rattle: 70% of all ligands are shifted in an arbitrary direc-
tion, but the distance is in the order of their ligand size.
Therefore, the magnitude of the shifting vector is in the
range of zero and the distance between the most distant
atoms in the ligand.

To investigate the lowest energy cluster-ligand structures, it
must be ensured that each generated geometry exhibits intact lig-
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Fig. 2 Random placement ligand mutation operations. All three opera-
tions can randomly generate the same structure. Structures which show
the ligand bridging to two nearby cluster atoms are more likely generated
with Random 2 and Random 3, since no specific cluster atom is picked
for the placing operation.

ands. Thus, it has to be noted that although each cluster geom-
etry generated by the GA (before passing it to the QC software
package) has only intact ligands, these chemical species could
react with the cluster during local energy minimisation and the
resulting structure has dissociated ligands, or the resulting en-
ergy minimised structure could also exhibit free ligands (ligands,
which do not bind to the cluster core). Several different struc-
tural motifs obtained for the GO of [Cd3Se3(H2S)3]+ are shown
in the Supporting Information (cf. Fig. 2 and Fig. 3). Since
only energy-minimised output structures are present in the pool
database, which means that ligands could be dissociated, it must
be guaranteed that GIGA always generates structures with intact
ligands. Therefore a ligand structure repair function is imple-
mented, which compares all bond length within each ligand of
the selected ligand cluster geometry from the pool data base with
the distances of its corresponding ligand template structure. If
at least one intra-ligand distance differs by more than 20%, the
ligand is replaced by the ligand template structure, such that its
centroid and orientation are unchanged. In the NWChem soft-
ware package, there is also the option to fix internal degrees of
freedom of the ligands, such as bond lengths and bond angles in
order to prevent overall reactions (ligand dissociation) during the
local minimisation steps.

2.4 Free clusters
For the study of ligated clusters in the gas phase, two different
generation modes (G-mode 1 and G-mode 2) are implemented.
G-mode 1: The cluster is generated from scratch and the evolu-
tionary operators are applied to both the ligand and cluster atoms.
G-mode 2 (pick-up mode): A template cluster structure (for ex-
ample the GM of the bare cluster) is used as the starting point
for every cluster-ligand complex and the ligands are attached and
oriented on the cluster core in different ways. Hence, the evolu-
tionary operations of mutation and crossover are only applied to
the orientations and positions of the ligands. This mode is im-
plemented to mimic pick-up experiments, in which the cluster is

generated and then passed through a cell, in which it picks up the
ligand molecules or atoms.23 The pick-up mode may also help
to reduce the computational time, since there are fewer possible
structural alternatives.

With both modes it is possible to find bound ligand-cluster
structures with intact ligands, reaction products with dissociated
ligands, unbound ligands or unbound reaction products (cf. ESI
Fig. 2 and Fig. 3). As already mentioned, dissociated and un-
bound ligands are possible during the local energy minimisation,
however each new generated structure always starts with intact
ligands.

2.5 Surface-supported clusters

By analogy to the ligand pick-up mode, a soft-landing mode for
the GO of clusters on a surface slab is implemented to mimic low
energy cluster deposition experiments. In this mode a template
free cluster structure (for example the gas phase GM) is placed,
with different randomly generated orientations close to the sur-
face and is then locally relaxed at the chosen level of theory.

Adsorbate implementations on deposited cluster structures can
be performed in two ways (S-mode 1 and S-mode 2). S-mode 1:
The cluster structure is generated from scratch (near the surface,
using the same distance criteria regarding the smallest distance
of the surface bonding atom and the nearest cluster atom as for
the cluster core and ligands) and the evolutionary operators are
applied to both the adsorbate and cluster atoms. S-mode 2: A
template for the deposited cluster (for example the GM for the
supported bare cluster) is used as the starting structure and the
adsorbates are placed and oriented in different ways around the
cluster (as in the pick-up mode for free clusters). The evolution-
ary operations of mutation and crossover are only applied to the
orientations and positions of the adsorbates. This mode is im-
plemented to mimic heterogeneous cluster catalysis experiments,
in which first clusters are deposited on a surface and then this
system is exposed to reactant molecules.

In both modes, it can be chosen either to relax the surface
atoms during the local minimisation or to freeze them. As in
the case of free clusters, in the course of local energy minimisa-
tion it is possible to find bound adsorbate-cluster structures with
intact adsorbates, reaction products with dissociated adsorbates,
unbound adsorbates or unbound reaction products.

3 Results and discussion

3.1 Ligated free clusters

Quantum dots (QDs) of II-VI semiconductor clusters, such as CdSe
are extensively studied systems due to their intriguing optoelec-
tronic properties, which can be tuned by varying the particle
size.24–27 CdSe species are used in technical applications such as
biomedical imaging, solar cells, lasers, light emitting diodes and
displays.28–32 Most synthesised CdSe QDs are colloidal, where
ligands are attached to the CdSe core. It is well known that lig-
ands can strongly affect the optoelectronic properties of a CdSe
nanosystem.33–38 To predict how optical properties are influ-
enced by the attachment of the ligands, the system of interest
must be modelled and compared to the bare cluster. Hence, it
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Fig. 3 Rotation and reorientation ligand mutation operations.

is essential to find the exact structures of the cluster-ligand com-
plexes. Following this approach, the first step is the GO of the bare
and ligated clusters of interest. Here we study [Cd3Se3(H2S)3]+

as a test-system to probe the passivation effect of the simplest
thiol-like ligand H2S on the Cd3Se+3 cluster. Our purpose is to
investigate the lowest lying energy structures using the different
modes of GIGA and to study the ligand influence on the geomet-
rical and optical properties. To probe several options of GIGA, the
GO of [Cd3Se3(H2S)3]+ is performed in four different ways.

• a: G-Mode 1, cluster and ligands are both optimised from
scratch using the software package QE for local minimi-
sations with the PBE39 xc functional and ultrasoft RRKJ-
type40 pseudopotentials. The plane-wave basis is truncated
with a cut-off energy at 40 Ry and an electronic convergence
criterion of 10−6 Ry.

• b: G-Mode 2 (pick-up mode), with the GM of bare Cd3Se+3
as the cluster core structure using the software package QE
with the same settings as in a.

• c: G-Mode 2 (pick-up mode), as for b, but using the software
package NWChem with the PBE041 xc functional and em-
ploying the small atom-centered SBKJC-VDZ42 basis func-
tions with moderate convergence criteria (medium grid) and
applying constraints on the ligand geometries: all angles and
bond lengths of the ligands are kept constant during the lo-
cal energy minimisations.

• d: G-Mode 2 (pick-up mode), as for c, but with no con-
straints on the ligand structures during the local minimisa-
tions.

First of all a GO of bare Cd3Se+3 was performed in order to
obtain the initial cluster structure for the pick-up modes (b, c
and d). The 3PC implementation was also tested for Cd3Se+3 .
Therefore, three GOs of bare Cd3Se+3 are performed with different
restrictions on the evolutionary operators: i) with both crossover

types, ii) only with the ”normal” crossover (with two parents) and
iii) only with the 3PC. For all calculations, the software package
VASP was employed for local geometry optimisations, applying
the PBE xc functional and projected augmented wave (PAW)43

pseudopotentials. The plane-wave basis set was truncated with a
cut-off energy of 400 eV. The same lowest energy structure (D3h
symmetry) with alternating Cd and Se atoms was obtained for all
three cases, which is in agreement with the previously proposed
structure of Cd3Se+3 .44 The GM is depicted in Figure 4.

Fig. 4 GM structure of Cd3Se+
3 (D3h) refined at the PBE0/cc-pVTZ-PP

level of theory (Cd: dark blue atoms, Se: orange atoms).

For all options a - d, similar structures were found as the low-
est lying energy candidates. These geometries only differ slightly
due to the moderate convergence criteria during the GO, but all
the lowest energy structures with intact ligands have the same
cluster core as the Cd3Se+3 GM, irrespective of the chosen optimi-
sation option. In a further step, all lowest energy structures were
relaxed at the higher PBE0/cc-pVTZ-PP41,45,46 level of theory, us-
ing a high density grid and tight convergence criteria with the
NWChem software package. This functional and basis set choice
has previously been found to give a good description of CdSe
clusters.47 The resulting structures are shown in Figure 5. Three
[Cd3Se3(H2S)3]+ structures (Iso-I - Iso-III) were found which lie
within an energy range of ∆E ≤ 0.10 eV. Iso-I and Iso-II have a
single H2S molecule bound to each Cd atom, while Iso-II has two
H2S molecules on one of the Cd atoms. Iso-IV shows ligand disso-
ciation (chemical reaction took place during the local energy min-
imisation, resulting in a HS fragment bridging two Cd atoms and
a H atom bound to one of the Se atoms) and exhibits the lowest
energy. The isomers with intact H2S ligands (Iso-I, Iso-II and Iso-
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III) were obtained with all approaches, but the reaction product
Iso-IV was found only with options a and d. The energetic order-
ing, and therefore, the GM, are dependent on the chosen level of
theory. After refinement, two nearly degenerate geometries (Iso-I
and Iso-II), which differ by less than 10−5 eV are obtained. They
have the same structure, only differing in one Cd-S bond rotation.
The energy-barrier to rotation is higher than 0.15 eV. The raw GA
output analysis predicted Iso-III to be the GM for a, b and c and
Iso-IV as the lowest energy structure for approach d. A more thor-
ough analysis of all GA output data reveals that only Cd-S bonds
(and no Se-S bonds) were found in case of geometries with intact
ligand structures and many structural isomers, which only differ
in rotations around the Cd-S bonds (as in Iso-I and Iso-II), were
generated. An overview of the generated geometries during the
GO of [Cd3Se3(H2S)3]+ is shown in the ESI (Fig. 2 and Fig. 3).
The fact that Se atoms do not bind to any intact ligand has also
been found for several different ligands bound to very small CdSe
clusters.48 In all options, apart from c, some ligand dissociation
reactions were observed, but at the plane-wave DFT method, they
have much higher energies ∆E ≥ 0.42 eV with respect to the GM.
Interestingly, the same lowest lying isomers of [Cd3Se3(H2S)3]+

are obtained whether optimising the cluster-ligand complex from
scratch or using the pick-up mode. These structures exhibit the
same cluster core geometry as the GM of bare Cd3Se+3 . These
results justify the use of the pick-up mode. Hence, GIGA can be
used to find the best ligand passivated cluster structure.
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1
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Fig. 5 Lowest lying [Cd3Se3(H2S)3]+ isomers Iso-I - Iso-III (Cd: dark blue
atoms, Se: orange atoms, H: white atoms, S: yellow atoms), which show
the structural motif of the GM of Cd3Se+

3 , and a reaction product (Iso-IV),
the relative energies (in eV) are calculated at the PBE0/cc-pVTZ-PP level
of theory and the point group symmetries are shown in parentheses.

To investigate the influence of ligands on the optoelectronic
properties of the cluster, the optical absorption spectra were cal-
culated using time dependent density functional theory (TDDFT)
at the PBE0/cc-pVTZ-PP level of theory. The results are shown
in Figure 6. In general, H2S ligands cause a blue-shift of the ab-
sorption spectra and a significantly increased oscillator strength.
A natural bond analysis (NBA) reveals (electron) charge transfer

from the ligands to the cluster. In Iso-I, for example, 64.3% of the
positive charge lies on the three H2S ligands. This electron donat-
ing effect of the ligands has been also observed for neutral ligand
passivated CdSe clusters.33,36,49 It is impossible to distinguish be-
tween Iso-I and Iso-II using optical absorption data alone, due to
the strong similarities in the optical absorption peaks. However,
the absorption spectrum of Iso-III and (even more) the spectrum
of Iso-IV strongly differ from the others and could be confirmed
or excluded by a joint theoretical and experimental study.
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Fig. 6 Optical absorption spectra of bare Cd3Se+
3 and the lowest en-

ergy [Cd3Se3(H2S)3]+ isomers after geometry refinement (Cd: dark blue
atoms, Se: orange atoms, H: white atoms, S: yellow atoms), at the
PBE0/cc-pVTZ-PP level of theory. The point group is specified in italic
font and the relative energies in (eV) are given in square brackets. The
calculated TDDFT line spectra (vertical black lines) are convoluted with
Gaussian functions with a full width at half maximum of 0.3 eV (red lines).

3.2 Supported clusters with adsorbates
The investigation of supported platinum clusters and NPs is a very
promising research field, due to their promising catalytic proper-
ties, which are caused by their high surface area and their re-
markable high surface reactivity. Platinum NPs are used as cat-
alysts in hydrogen and methanol fuel cells.50,51 Pt clusters have
also been studied because of their catalytic activity for water split-
ting,52–54 the water gas shift reaction,55 dehydrogenation56 and
many other chemical reactions57–59. It is desirable to investigate
increasingly smaller NPs: 1) to use less of the expensive catalyt-
ically active material due to a higher overall surface area; 2) for
ultrasmall (sub-nanometer) clusters quantum effects may signifi-
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cantly influence the catalytic activity. Another factor which may
strongly affect the catalytic properties of the Pt NPs originates
from the supporting substrate, since it can modify the electronic
structure of the clusters. For Pt there have been several exper-
imental and theoretical studies of the structures and properties
of Pt clusters supported on graphene.53,54,60–62 In order to gain
a fundamental understanding of their catalytic properties knowl-
edge of the exact structures of the supported NPs and the ge-
ometries of the adsorbates is of tremendous importance. For very
small clusters, quantum effects must be adequately addressed by
first principles electronic structure methods. In the following, a
GO of the test system [Pt6/graphene]+ is performed in the pres-
ence of two water molecules and the lowest energy structures
are identified using two different approaches. The graphene sub-
strate consists of two layers with a total number of 224 atoms,
which are kept fixed during all of the following simulations, in
order to speed up the calculations. For all computations, the soft-
ware package QE was employed, using the PBE39 xc functional
and ultrasoft RRKJ-type40 pseudopotential for all species, since
PBE has been proven to be a good choice for the description of Pt
and graphene.53,55,63–65 For all calculations, the plane-wave ba-
sis was truncated with a cut-off energy at 30 Ry and an electronic
convergence criterion of 10−5 Ry was applied.

• a: S-Mode 1 Optimise [Pt6(H2O)2/graphene]+ from scratch,
only the initial surface slab (graphene bilayer) and the initial
H2O ligand structures are pre-defined.

• b: Three step approach. Step 1: GO of free bare Pt+6 . Step 2:
GO of the Pt+6 GM structure on the surface slab (soft-landing
mode). Step 3: (S-Mode 2) GO of [Pt+6 (H2O)2/graphene]+

using the GM of step 2 as the initial supported cluster struc-
ture.

For both approaches, the lowest energy structures were ex-
tracted with our GA-analysis tool and further refined using a
higher kinetic energy cut-off (50 Ry) and a tighter electronic con-
vergence criterion of 10−7 Ry.

Approach a can be compared with the growth of a Pt+6 cluster
on a graphene surface in the presence of two water molecules.
Here the water molecules interact with a probably metastable
cluster structure and therefore can strongly influence the result-
ing geometry.

The best structures found using approach a are depicted in Fig-
ure 7. The predicted GM (Iso-I) shows water dissociation and
both oxygens are bound on the same side of the Pt+6 cluster, which
allows them to be further stabilised by forming a HOH–OH hydro-
gen bond. The dissociated H atom resides on a remote Pt atom.
The Pt6 structure exhibits four Pt vertex atoms, which are all ac-
cessible from three perpendicular directions, with a final vertex
atom binding to the graphene surface, bridging a C-C bond. Iso-
II is the lowest energy structure with two intact H2O molecules.
Only one H2O is attached to a vertex atom of Pt6 and the other
(non-Pt-bound) H2O species is stabilised by acting as a hydrogen
bond acceptor to the bound water. Two Pt atoms of the cluster
are bound to the surface, one coordinated to a single C atom and
the other bridging a C-C bond.

Iso-II  [0.13]

Side-view Top-view

Iso-I  [0.00] 

Iso-II  [0.13]

Iso-I  [0.00]

Fig. 7 Approach a: The lowest energy structure (Iso-I) of
[Pt6(H2O)2/graphene]+ (Pt: blue atoms, O: red atoms, H: white atoms,
surface: grey) and the lowest energy structure (Iso-II) with intact water
molecules obtained with approach i) after refinement. All energies in
brackets are given in eV relative to Iso-I

The lowest energy structures from procedure b are shown in
Figure 8. This approach can be compared with soft-landed cluster
deposition experiments and subsequent catalytic investigation of
the supported cluster system.

The GM (structure A) for bare Pt+6 is a planar double square
structure with D2h symmetry, as has previously been predicted
for neutral Pt6.66. The next lowest lying structure is an octa-
hedron (Oh symmetry), lying 0.30 eV higher than the GM. In
step 2, the Pt+6 GM was used as the initial geometry employing
the soft-landing mode of GIGA. The supported Pt+6 GM (structure
B) shows the same cluster geometry as the GM of the isolated
species (structure A). The planar double square geometry of Pt+6
is aligned perpendicular to the graphene surface with three Pt-C
bonds singly bonded to the surface. The same structure was also
found by performing an unbiased GO of Pt+6 on the graphene sur-
face. Structure B is the initial structure for step 3, hence, the pick-
up mode (S-Mode 2) was used to find the best overall structure
of [Pt6(H2O)2/graphene]+. The lowest energy structure (Iso-III)
shows ligand dissociation. The structure is a distorted version
of structure B, with only one Pt atom attached to the surface,
bridging a C-C bond. The undissociated H2O molecule and the
OH fragment are bound to two neighbouring Pt atoms and are
stabilised by a HOH–OH hydrogen bond. Iso-IV is the lowest en-
ergy structure, with two intact H2O adsorbates. The two Pt atoms
at the interface are each connected to graphene by bridging C-C
bonds. The water adsorbates are bound to opposite ends of the
central Pt2 unit. Iso-V is the lowest energy structure and has both
intact water molecules and the identical Pt+6 structure as B. In this
isomer, the oxygens of both ligands are bound to Pt vertex atoms,
which are furthest apart.

Comparison of approaches a and b shows that lower energy-
lying isomers were found using approach a, because no restric-
tions were imposed and the GA could explore the whole param-
eter space. For approach b, Iso-I and Iso-II could not be found
due to restrictions on the cluster structure. In general, the best
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Fig. 8 Approach b (Pt: blue atoms, O: red atoms, H: white atoms, surface: grey): 1 The free Pt+6 GM structure (A); 2 the soft-landing GM of Pt+6 on
graphene (structure B); 3 pick-up of 2 water molecules: the lowest energy structure (Iso-III), the lowest energy structure with intact water molecules
(Iso-IV); and the best structure with geometry of structure B and intact water molecules (Iso-V) after refinement. All energies in brackets are given in
eV relative to Iso-I.

solution may not be found by biasing global optimisation, but if
it does, it can help to speed up the search process by reducing
the parameter space. However, the lowest energy structures from
approaches a and b (Iso-I and Iso-III) have some features in com-
mon: i) they exhibit water dissociation; ii) the adsorbed OH and
H2O species both form Pt-O bonds and are stabilised via a HOH–
OH hydrogen bond; iii) the cluster is only bound to the surface
by a single Pt atom, which bridges a C-C bond. Despite the simi-
larities, it must be emphasised that different lowest energy struc-
tures were found for the two approaches a and b. Based on these
observation, from a thermodynamic point of view, graphene sup-
ported Pt+6 clusters are highly reactive towards water dissociation
and should be further investigated both experimentally and us-
ing more sophisticated quantum chemical methods. Furthermore,
the supported cluster geometry is strongly influenced by the ad-
sorbates, which has also been reported for other small Pt clusters
based on theoretical and experimental investigations.67,68 In or-
der to be able to compare experiment and theory, the exact ex-
perimental conditions such as the overall experimental time scale
and the temperature of the substrate are of enormous importance.

3.3 Explicit consideration of electronic spin

In this study, different spin multiplicities are explicitly included
during the GO. This means that the GO has to take into account
several electronic configurations, which leads to the search for
the GM on several BO potential hypersurfaces. The test system is
Pt4V2, to enable comparison with to study of Jennings and John-
ston69 on V-doped Pt clusters optimised directly at the DFT level,
with subsequent geometry refinement at the PBE/def2-tzvp39,70

level of theory for several spin multiplicities. In contrast to the
previous study, which employed plane wave DFT during th GO,
here atom-centered wave function based DFT is employed, us-
ing NWChem with the PBE0 xc functional and the small basis
set SBKJC-vdz with medium grid. During the GO, the spin mul-
tiplicities (SM = 1, 3, 5, 7, 9) are taken into account explic-
itly. The lowest lying energy isomers have been refined at the
PBE0/def2-tzvp41,70 and the PBE/def2-tzvp levels of theory. The
GM and spin multiplicities for these two xc functionals are shown
in Figure 9. Compared to the previous study69, no new low-lying
isomers were found. However, depending on the xc functional
the energy order changes dramatically, as well as the GM struc-
ture and favored spin multiplicity. In particular, the PBE0 func-
tional, which contains 25 % exact Hartree-Fock exchange, favors
the structure (Iso-I) with the higher SM (9). In order to make
precise statements about the true GM, comparison with experi-
mental data is necessary. However, to the best of our knowledge,
to date there have been no experimental studies on Pt4V2.

Iso-I    SM = 9  

0.00

1.43

Iso-II    SM = 3  

0.97

0.00

DE(PBE0)/eV

DE(PBE)/eV

Fig. 9 Lowest energy isomers found for Pt4V2 (Pt: blue atoms, V:
grey atoms) with spin multiplicities (SM) and relative energies at the
PBE0/def2-tzvp and PBE/def2-tzvp levels of theory.
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4 Conclusions
We have demonstrated the capabilities of our versatile pool-based
GA implementation GIGA. The new code extends the scope of GO
to passivated NPs or the adsorption of chemical species on free
and supported clusters. Different modes have been implemented,
with the aim of better mimicking experimental approaches. The
multifunctionality of GIGA has been presented, and its applica-
bility to diverse systems has been highlighted. In this work, the
GA was applied to three different test systems and several modes
of the GA (for instance the pick-up mode) were tested. The first
studied system was Cd3Se+3 passivated with three H2S ligands.
All GA modes resulted in the same lowest energy isomers. Chem-
ical reactions, such as ligand dissociation may also occur during
the local minimisation step if there are no constraints imposed on
the ligand intramolecular bond lengths. The overall GM shows
D3h-symmetry of the core cluster structure and each H2S ligand
is S-bound to a single Cd atom. The ligand influence on the op-
tical absorption spectrum was also studied by means of TDDFT
calculations. The presence of ligands results in a blue shift in the
absorption spectrum and increased optical transition intensities,
due to ligand to cluster charge transfer.

The GA was next tested for the adsorption of water on graphene
supported Pt+6 clusters. Here, two different approaches were com-
pared: a) GO of the whole system from scratch; and b) GO of free
Pt+6 , followed by GO of Pt+6 on the surface (using the soft land-
ing mode) and finally the resulting GM was used in the pick-up
mode for adsorbing the water molecules. In both cases, the low-
est energy structures undergo water dissociation, though, differ-
ent lowest energy structures are obtained for the two approaches.
Lower lying energy structures were found with the direct GO from
scratch since there are no restrictions on the parameter space.
However, the results of both approaches must be compared with
future experiments in order to make an accurate statement of
which approach is more appropriate. Furthermore, in an experi-
ment with a conducting substrate, Pt+6 is likely to become neutral
(and could have another geometry), and therefore in general one
should study both the cationic and neutral systems. Both systems
can be analysed from scratch and with the soft-landing and pick-
up mode, however in terms of neutral species for the soft-landing
mode there are two alternatives: i) starting with the neutral free
cluster or ii) using the charged free cluster with subsequent relax-
ation of the neutral system.

In the final example, the cluster’s electronic spin was explicitly
considered during the GO of Pt4V2. We found the same lowest en-
ergy isomers as proposed by Jennings and Johnston.69 However,
using the hybrid xc functional PBE0 with exact HF exchange, in-
stead of PBE, the GM geometry and, hence, the preferred spin
multiplicity changes significantly.

We have shown that GIGA can be applied to free pure and
mixed clusters, passivated clusters, supported clusters and sup-
ported cluster with adsorbates. The GA is in principle also ap-
plicable to different optimisation problems such as protein lig-
and docking or solvated ions (using the pick-up mode). To make
the GA more efficient, depending on the nanosystem to be stud-
ied, new system- or case-specific evolutionary operators (espe-

cially mutation operators) should be implemented and the ability
to handle larger more flexible ligands. Regarding the quantum
chemical local relaxation method, the relaxation of the surface
slab should be allowed to obtain more precise results; the effi-
cient treatment of hydrogen bonding including dispersion correc-
tions should be employed or more sophisticated ab initio elec-
tronic structure methods should be used. Besides, the incorpo-
ration of empirical potentials should also be considered, in order
to perform GO of larger passivated NPs. The efficiency of the
GA could be significantly improved by combining it with sophis-
ticated machine learning methods such as neural networks. In
summary the GA presented here is a first step to an all-around
optimisation tool for many different chemical systems and should
help to better explain experimental results and to predict novel
nanostructures for catalytic, optical or magnetic applications.
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