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Investigating the structure of ecological networks can help unravel the mechanisms 
promoting and maintaining biodiversity. Recently, Strona and Veech 2015 (A new 
measure of ecological network structure based on node overlap and segregation. – 
Methods Ecol. Evol. 6: 907–915) introduced a new metric (Ɲ̅, pronounced ‘nos’), that 
allows assessment of structural patterns in networks ranging from complete node seg-
regation to perfect nestedness, and that also provides a visual and quantitative assess-
ment of the degree of network modularity. The Ɲ̅ metric permits testing of a wide 
range of hypotheses regarding the tendency for species to share interacting partners 
by taking into account ecologically plausible species interactions based on constraints 
such as trophic levels and habitat preference. Here we introduce NOS, a software 
suite (including a web interface freely accessible at  http://nos.alwaysdata.net , an 
executable program, and Python and R packages) that makes it possible to exploit the 
full potential of this method. Besides computing node overlap and segregation (Ɲ̅), 
the software provides different functions to automatically identify a set of possible 
resource–consumer interactions in food webs based on trophic levels. As an example 
of application, we analyzed two well-resolved high-latitude marine food webs, show-
ing that an explicit a priori consideration of trophic levels is fundamental for a proper 
assessment of food web structure.

Background

Natural systems are bound together by invisible wires connecting ecologically 
interacting species. These can be arranged into bipartite networks, i.e. networks 
where interactions can take place only between (but not within) the members of 
two distinguishable groups (e.g. plant–pollinator, seed–disperser and host–parasite 
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networks), or into unimode networks, where such distinction 
is not straightforward (e.g. food-webs, species co-occurrence 
networks). It has been widely hypothesized that the struc-
ture of these networks could play a leading role in promot-
ing the diversity and preserving the stability of ecosystems, 
providing new momentum to the diversity-stability debate 
(May 1973, McCann 2000, Allesina and Tang 2012). In par-
ticular, various studies have identified the seemingly wide-
spread tendency of species to share interacting partners (i.e. 
nestedness) as being key to species coexistence (Bastolla et al. 
2009, Rohr  et  al. 2014). This has generated much interest 
in developing analytical tools to measure nestedness, most 
of which are implemented in R packages such as ‘bipartite’ 
(Dormann et al. 2008) and ‘vegan’ (Oksanen et al. 2017).

Recently, Strona and Veech (2015) introduced a new 
measure (Ɲ̅, pronounced ‘nos’) capable of quantifying the 
tendency of species to share (or not to share) interacting part-
ners, a more detailed description of the unique features of 
Ɲ̅ are presented in Box 1. A pattern where species tend to 
share more interacting partners than expected is commonly 
identified as nestedness (Ulrich et al. 2009), and can be mea-
sured by different available metrics. As previously demon-
strated (Strona and Veech 2015), Ɲ̅ is well correlated with 
popular nestedness metrics such as the NODF (Almeida-
Neto et al. 2008), and the more recent spectral radius mea-
sure (Staniczenko  et  al. 2013). The concept of nestedness 
became popular in the study of presence–absence species/
locality matrices before being used in ecological network 
analysis (Atmar and Patterson 1993, Brualdi and Sanderson 
1999). Similar to these other nestedness metrics, Ɲ̅ can be 
applied to species/locality matrices, because these correspond 
to bipartite networks where localities are linked to the species 
inhabiting them.

However, and distinct from other available procedures, Ɲ̅ 
can capture in a continuous way not only nestedness, but also 

the opposite tendency, i.e. a situation whereby species tend to 
share less partners than expected, as may happen, for example, 
in a food web where consumers are highly specialized on the 
resources they use, so to minimize competition. This pattern, 
that we term node segregation, has received much attention in 
the context of presence–absence matrices, and particularly in 
the study of species co-occurrence (Ulrich and Gotelli 2007), 
where it is usually measured using an index called the C-score 
(Stone and Roberts 1990). However, node segregation has 
received less attention in the study of ecological networks, 
possibly due to the absence of dedicated metrics. 
Ɲ̅ represents a synthetic measure of ecological network 

structure which is consistent with, and can therefore replace, 
common nestedness and segregation measures (Supplemen-
tary material Appendix 1 Fig. A1). Furthermore, and distinct 
from other available procedures, Ɲ̅ can be applied not only to 
bipartite networks (e.g. plant–pollinator, fruit–disperser and 
host–parasite networks, and species/locality matrices) but 
also to unimode networks, such as food webs (Strona and 
Veech 2017).

Similar to NODF, Ɲ̅ is computed as the average of the 
standardized overlap observed in each pair of nodes (e.g. 
species) in the network (cf. Almeida-Neto et al. 2008, Strona 
and Veech 2015). The variability in the values of pairwise 
node overlap permits the discrimination between situations 
where all pairs of nodes show no tendency towards either 
more or less than expected overlap, from situations where a 
proportion of the node pairs show a tendency for high overlap, 
while the rest of the nodes show a tendency for segregation. 
The latter situation corresponds to a scenario of modularity, 
where nodes can be attributed to different clusters, and tend 
to share interactions with nodes in their cluster but not with 
nodes from different clusters (Newman 2006). Therefore, the 
computational procedure used to obtain Ɲ̅ can also provide a 
derivative measure of modularity.

Box 1. Unique features of the Ɲ̅ metric

The basic step in computing the Ɲ̅ metric relies on a probabilistic approach to analyze species co-occurrence (i.e. species sharing sites) 
previously implemented by Veech (2013). Rather than analyzing species co-occurrence, Ɲ̅ measures the extent to which species share 
other species, i.e. interacting partners. Ɲ̅ is conceptually similar to various metrics commonly used to assess the degree of species shar-
ing between different sites or similarity of species composition, such as the many available β-diversity indices for presence–absence 
data (see Koleff et al. 2003 for a review). Nevertheless, Ɲ̅ differs considerably from other measures in the way it is computed. The most 
unique feature of Ɲ̅ is the way it is used to quantify pairwise node overlap/segregation as a standardized deviation from a probabilistic 
expectation. This allows for powerful significance testing, and for a direct comparison of Ɲ̅ values from different networks (Strona and 
Veech 2015). A second fundamental difference and advantage of Ɲ̅ compared to common overlap/segregation metrics is that Ɲ̅ can be 
applied to any kind of network (Strona and Veech 2015, 2017), while most of the latter are designed for bipartite networks (but see, 
for example, Jonhson et al. 2013, Cantor et al. 2017). Third, the computational design of Ɲ̅ permits users to distinguish, beforehand 
and explicitly, between ‘permitted’ and ‘forbidden’ interactions, providing an innovative framework to test various ecological/evolu-
tionary hypotheses (Strona and Veech 2017) – see also the section ‘Automatic rules for determining potential neighbours’. The fourth 
unique feature is the stability of Ɲ̅ towards ‘partial’ pairwise comparisons between nodes. That is, although the ‘formal’ computation 
of Ɲ̅ requires computing Ɲij between all pairs of nodes i and j, the average of Ɲij tends very rapidly toward the true value of Ɲ̅ (see 
Fig. 3 and the section ‘Estimating Ɲ̅ from a small fraction of pairwise node comparisons’). Lastly, Ɲ̅ assesses in a single measure, both 
overlap, i.e. nestedness, and segregation on a continuous, symmetric scale. This, together with the additional information on modular-
ity offered by the standard deviation of Ɲij values, provides a synthetic view of network structure (nicely illustrated by the histogram 
representation of Ɲij values, Fig. 2).
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Here we aim at demonstrating and promoting the use of 
Ɲ̅ by introducing NOS, a suite of software tools, including 
a user-friendly online interface accessible at:  http://nos.
alwaysdata.net , a Windows executable program, and a 
Python (van Rossum and de Boer 1991) and an R package 
(‘nos’,  https://cran.r-project.org/web/packages/nos/index.
html ). An important feature of Ɲ̅ is its ability to assess the 
degree of overlap in a network relative to different scenarios 
of ecologically plausible species interactions (see also Strona 
and Veech 2017 for a thorough discussion on the theoretical 
implications of this feature). One of the main aims of NOS 
is to promote the application of this approach to ecologi-
cal problems. In the following paragraphs, we will illustrate 
the main features of NOS, demonstrating its usage on two 
empirical food webs. 

Computation of Ɲ̅

The general formula to compute the overlap in neighbours 
for a focal pair of nodes (e.g. species) Vi and Vj is:

Ɲij =
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d d
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number of shared neighbours, and di and dj are the respective 
node degrees (i.e. the number of neighbours) (Fig. 1). Pij is 
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Ωij  is a standardization parameter corresponding to the 
maximum possible value of Ɲij (Fig. 1). The standardization 
parameter is needed to ensure that the measure is symmet-
ric around 0 (and scales between –1 and 1). For any Vi and 
Vj sharing more nodes than expected by chance (i.e. having  
Sij  Pij), Ωij  is computed as:

Ωij
i j ij

i j

d d P

d d
=

−min
min

( , )
( , )

 (3)

For any Vi and Vj sharing fewer nodes than expected by 
chance (i.e. having Sij  Pij), then if:

d d n
P

d d
i j ij

ij

i j

+ −( ) < → = ( )0 Ω
min ,

 (4)

Figure 1. Example of computation of Ɲij in a network with 10 nodes. Sij is the actual number of neighbours (e.g. interacting partner species) 
shared by Vi and Vj. Pij is the expected number of shared neighbours, computed using combinatorics and considering all nodes (including 
the two focal ones) as potential partners for Vi and Vj. di and dj are the respective node degrees (i.e. the number of neighbours per node).
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or else:

d d n
P d d n

d d
i j ij

ij i j

i j

+ −( ) ≥ → =
− + −( )

( )0 Ω
min ,

 (5)

If the number of observed shared nodes is equal to that 
expected (Sij = Pij), then Eq. 1 gives 0 regardless of the Ωij  
parameter (which is set to 1).
Ɲ̅ is then computed as the average of all Ɲij pairs (with  

i  j). For networks where links have directionality, two sepa-
rate sets of Ɲij are computed. For example, in a plant pollina-
tor network, a set of Ɲij is computed for all pairs of plants 
based on the overlap of their pollinators, and another set of 
Ɲij values is computed for all pairs of pollinators based on 
the overlap of their associated plants. The two series of Ɲij are 
then averaged to a Ɲ̅in and a Ɲ̅out values. These values, which 
are potentially informative of ecological patterns, can be aver-
aged to provide an overall Ɲ̅ score.
Ɲ̅ varies between –1 and 1, where –1 represents a network 

with less than expected node overlap (i.e. a completely 
segregated network) and 1 represents a network with higher 
than expected node overlap (i.e. a completely nested net-
work). An Ɲ̅ equal to zero could indicate either a situation 
where positive and negative values cancel each other out, or 
a situation where all node pairs have the randomly expected 
number of neighbours, or any intermediate scenario between 
these two.

A situation where a group(s) of nodes can be identified in 
a network where node overlap is substantially higher than 
expected between nodes belonging to the same group, and 
lower than expected between nodes belonging to different 
groups, indicates modularity (Newman 2006). Analyzing 
the distribution of Ɲij values provides an immediate visual 
way to distinguish between random and modular networks, 
with the latter showing a bimodal distribution of Ɲij values, 
with a negative peak arising from node segregation between 
different modules, and a positive one arising from node 
overlap within modules. As discussed in Strona and Veech 
(2015), a straightforward way to quantify this pattern is 
evaluating the statistical dispersion of Ɲij values around the 
mean. Thus, the standard deviation of the Ɲij values can 
serve as a simple measure of modularity (Mod). It should 
be highlighted that identifying modules (i.e. communities) 
in networks is a non-trivial problem (Radicchi et al. 2004). 
However, Mod is not meant to replace more refined, spe-
cific, measures of modularity, rather it can be used as a key 
to interpret and compare Ɲ̅ values (Fig. 2). As in the case of 
Ɲ̅, if the target network is directed, two distinct measures 
of modularity can be computed for in- and out-nodes and 
then averaged to provide an overall measure of modularity.

Adjusting the n parameter

The key feature of the aforementioned method is the 
application of the probabilistic approach of Veech (2013) to 

compute the expected number of nodes shared between two 
other nodes, Pij (Eq. 2).

The value n in Eq. (2) indicates the number of nodes that 
can be potentially shared by Vi and Vj, and is key to under-
standing the potential of Ɲ̅ for robust and flexible analysis of 
user-specified hypotheses. In fact, adjusting n according to 
different criteria allows for the application of the method to 
different kinds of networks (as described in Strona and Veech 
2015), as well as for testing different hypotheses.

As highlighted above, in directed networks, such as food 
webs or host–parasite networks, where links go from resources 
to consumers, Ɲ̅ is calculated as the average of two separate 
values (Ɲ̅in and Ɲ̅out) computed for, respectively, all the nodes 
having in-coming links (e.g. consumers) and all the nodes 
having out-going links (e.g. resources). In bipartite networks, 
Vi and Vj always belong to the same category (e.g. pollina-
tors), while the difference between observed and expected 
node overlap (Ɲij) is evaluated on the nodes belonging to 
the other category (e.g. plants). Thus, Ɲ̅in assesses the overall 
overlap between plants used by any pair of pollinators, while 
Ɲ̅out assesses the overlap between the pollinators using any 
pair of plants. In the standard setup of the NOS software, as 
well as in classical nestedness analysis, all plants and all polli-
nators in the network are used in the computation of Ɲ̅in and 
Ɲ̅out. Consequently, the parameter n in Eq. 2 is equal to the 
number of plants when computing Ɲ̅in, and to the number 
of pollinators when computing Ɲ̅out. However, NOS provides 
users with the option of reducing the set of potential shared 
partners on the basis of additional criteria (such as functional 
constraints) to test specific hypotheses.

The same reasoning outlined above also applies to uni-
mode networks, that is, directed networks where nodes can 
have in-coming and out-going links simultaneously, such as 
food-webs where the same species can be both a consumer of 
some species and a resource consumed by other species. In 
this case, the broadest possible set of potential partners for 
a node consists of all nodes in the network (with n therefore 
being equal to the total number of nodes). This could make 
sense in some particular situations, but is unrealistic in many 
others. However, Ɲ̅ and NOS allow for added realism by lim-
iting the set of potential partners for each node according to 
network-wide or node specific criteria. For example, one may 
assume that self-interactions (such as cannibalism) are not 
possible in a given network, hence excluding i and j from the 
computation of each Ɲij value. Another possibility is that one 
may identify the set of potential (i.e. ecologically plausible) 
partners for each node in a network (based for example on the 
species’ trophic level) and compute each Ɲij value based only 
on the intersection between the potential partners of i and 
the potential partners of j, each time adjusting n accordingly. 
Besides permitting users to specify plausible interactions, the 
NOS software also includes functionality enabling automatic 
identification of possible trophic interactions in a food-web 
based on network topology (Williams and Martinez 2004).

We demonstrate the use and potential of our software 
on two well resolved marine high-latitude food webs 
(Kortsch  et  al. 2015), highlighting how accounting for 
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trophic structure can have a very strong impact while evalu-
ating node overlap and segregation. In addition, we explore 
the possibility of estimating Ɲ̅ without performing all pos-
sible pairwise comparisons – a potential time-saving short-
cut for users of the software. We show how a small random 
fraction of Ɲij values (10%) permits one to obtain a very 
accurate estimate of Ɲ̅. This property of Ɲ̅ reduces com-
puting time while minimizing the loss of information, and 
thus makes the approach suitable for assessing the structure 
of very large networks, including non-ecological networks 
such as those built using microarray data (Broom  et  al. 
2010).

The web-interface

The web interface to NOS can be accessed at  http://nos.
alwaysdata.net  free of charge, and without the need for 
registration. It has been designed to make usage straight-
forward whilst maintaining flexibility; providing the same 

user-friendly interface as our previous software for nestedness 
analysis (NeD,  http://purl.oclc.org/ned ; Strona  et  al. 
2014). As a minimum input, NOS requires a network in the 
form of an edge list, i.e. a list with a single pair of source (e.g. 
prey) and target (e.g. predator) nodes separated by a comma; 
source and target identifiers can be any combination of num-
bers, symbols or characters. If only this list is provided, Ɲ̅ will 
be computed without any particular assumption regarding 
the set of possible interactions; the only constraints deriv-
ing directly from the network structure (see next paragraph). 
Alternatively, if the user provides another edge list includ-
ing all the possible (i.e. ecologically plausible) interactions 
between nodes (including the actual ones), the software will 
use this list to reduce the set of possible shared partners for 
each focal pair of nodes before computing Ɲ̅. Edge lists can 
be either uploaded in the form of plain text files (‘csv’ or ‘txt’) 
or pasted into text-boxes.

Users need to indicate the type of network, e.g. undirected, 
directed unimode, or directed bipartite. In the case of directed 
unimode networks, the user is asked to specify whether the 

(A) (B)

(C) (D)

Figure 2. Distribution of Ɲij values in networks having node overlap close to 0 (thus indicating a random pattern of overlap), and different 
degree of modularity (computed as the standard deviation of Ɲij values). (A): food-web of an oak gall from Wytham Wood, UK (Askew 
1961); (B): seed–disperser networks of tanagers and honeycreepers from Trinidad (Snow and Snow 1971); (C): mammal flea host–parasite 
network from middle Ural, Russia (Krasnov et al. 2012); (D): meta-community of marine fouling organisms on tile plates from Beaufort, 
North Carolina (Sutherland and Karlson 1977).
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network should be treated as a food web. If this is the case 
and the user provides no network of potential interactions, 
then NOS applies a routine to compute trophic levels of nodes 
based on the network topology (see next section), and then 
uses this information to build a network of potential/permitted 
interactions prior to computing Ɲ̅. For exploratory purposes, 
the web-interface also permits the generation of random net-
works with a pre-selected degree of overlap/segregation.

Automatic rules for determining potential 
neighbours

When the user does not provide a list of potential interac-
tions, NOS automatically determines the set of potential 
neighbours (and hence n) for each pair of nodes. In the case 
of bipartite networks, all source nodes (e.g. pollinators) are 
considered as potential partners for each target node (e.g. 
plants) and vice versa.

In the case of directed unimode networks, NOS provides 
two options. If the network is a food web, then the user can 
ask the software to estimate trophic levels for each species 
in the web, and then use these trophic levels to compile a 
network of potential interactions. Trophic levels (TL) for 
each species can be estimated as 1 plus the shortest, aver-
age, or maximum path distance between the species and a 
basal resource (Williams and Martinez 2004). Two species, a 
and b, are included in the list of potential interactions (a→b) 
according to two possible criteria. The first criterion is called 
‘step’ and selects potential interactions if

TL a l step TL b TL a u step( ) + ≤ ( ) < ( ) +_ _   

with l_step and u_step being user selected parameters.
The second criterion is called ‘threshold’ and selects poten-

tial interactions if

TL a TL b( ) < ( ).  

Actually, the ‘threshold’ criterion can be considered as a 
special case of the ‘step’ criterion where l_step = 1 and L_step 
is equal or higher than the maximum TL in the network. 
Nevertheless, since this may not be intuitive, we have opted 
for keeping the two options separate.

The user is also free to select whether or not cannibalis-
tic interactions are allowed. If the user does not choose the 
option of specifying plausible trophic links, then all items in 
the web are considered as potential interacting partners, i.e. 
n is set equal to the number of all nodes in the network. This 
last criterion also applies to undirected networks.

Output

The output page of the NOS web interface reports a sum-
mary of the analysis, including the user’s setup choices, 
Ɲ̅ (and the separated values of Ɲ̅in and Ɲ̅out in the case of 
directed networks), Z and p values, and modularity values 

(see Strona and Veech 2015 for details). In addition, the out-
put provides histograms showing the frequency of Ɲij values 
for all node pairs, and separated for in and out nodes in the 
case of directed networks. Networks with up to 1000 edges 
are also visualized. Furthermore, the software provides a 
visual depiction in the form of a heat-map showing Ɲij values 
for all node pairs (arranged in a square adjacency matrix).

Static software

The same functionalities of the NOS web-interface (except 
graph generation) are available in the form of an executable 
program for the Windows environment, a Python script (van 
Rossum and de Boer 1991), and an R package (available 
from CRAN) that can all be downloaded from  http://nos.
alwaysdata.net/downloads . In addition to permitting the 
analysis of networks without restrictions on the numbers of 
nodes and edges, these four procedures also allow batch (i.e. 
multiple) analyses. Detailed instructions on the use of the 
Windows program, and of the Python and R packages are 
provided alongside the applications.

Estimating Ɲ̅ from a small fraction of pairwise 
node comparisons

In general, ecological networks are relatively small ( 500 
nodes) and thus they do not pose computational challenges 
in using all possible node pairs in order to compute Ɲ̅. How-
ever, examining node overlap is often conducted for other 
kinds of networks, such as metabolic, neural, social and tech-
nological networks (Jonhson et al. 2013). These networks are 
often very large, consisting of thousands to millions of nodes 
and up to a hundred million links, which makes computa-
tional efficiency a non-trivial issue. We examined whether Ɲ̅ 
could be estimated accurately using a random subset of Ɲij 
values, rather than the full set representing all the focal node 
pairs. We compared 1000 nested and 1000 segregated ran-
dom networks (obtained by using the method in Strona and 
Veech 2015) with their respective Ɲ̅ values obtained by only 
including a random 10% of the possible node pair compari-
sons in each network. We found that the exhaustive inclusion 
of all node pairs is not necessary, and that using a small frac-
tion of node pairs is enough to obtain an estimate of Ɲ̅ very 
close to the actual value (Fig. 3). This property of the metric 
is useful as it allows it to be applied to very large networks, 
and is most likely a result of complex transitivity properties 
of pairwise comparisons. That is, it is likely that if Ɲij and Ɲkj 
are similar, then they will also be similar to Ɲik, and so on.

NOS software permits users to take advantage of this 
property and speed up computational time by reducing the 
number of performed pair comparisons (calculation of Ɲij 
values) to a desired percentage. This could be a useful option 
for exploratory analysis, but for computationally tractable 
networks, we recommend the full analysis. For large net-
works, the online software automatically uses a maximum of 
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5000 Ɲij values. No limitation is imposed on the Windows, 
R and Python versions of the software, where users are free to 
select any percentage of pair comparisons to be performed.

Examples of application

To ensure the correct functioning of the code, we tested 
it on the same set of networks investigated by Strona and 
Veech (2015), retrieving identical results. Additionally, we 

performed a test on two detailed food webs (boreal and 
arctic) from a high-latitude marine ecosystem, the Barents 
Sea, available from Kortsch et al. (2015). The two networks 
can be downloaded in a format compatible with NOS from 
 http://nos.alwaysdata.net/downloads , and hence used to 
replicate our analyses. 

In a first experiment, we examined the networks by 
uploading them to the online software and running it with 
the default setting. This identifies the network as ‘directed 
unimode’ (which is correct for a food web), does not create 
a set of potential interactions, includes cannibalistic interac-
tions in the computation, and performs all possible pairwise 
node comparisons to compute Ɲ̅. Histograms showing the 
distribution of Ɲij values for both networks are shown in  
Fig. 4A–B, while results of the analysis are summarized 
in Table 1. In both cases, the analysis revealed a tendency 
towards segregation, and a relatively high modularity. These 
results would suggest that the two networks are character-
ized by a high compartmentation, and by a reduced overlap 
in resource usage. However, the two networks are taxonomi-
cally broad, including detritus and bacteria, basal taxa, 
zooplankton, fish, sea birds and marine mammals. 

We then verified if the observed lack of overlap in resource 
usage obtained with the standard setting (which assumes all 
pairwise interactions between nodes in the network are pos-
sible, such as, for example, zooplankton eating birds) per-
sisted in a more restrictive and realistic scenario of possible 
interactions. For this, we replicated the analyses by using the 
NOS integrated feature of creating a network of potential 
interactions based on trophic rules. Thus, we selected ‘yes’ 

Figure  3. Relationship between Ɲ̅ values of 2000 simulated net-
works with different degree of overlap and segregation and their 
corresponding Ɲ̅ values obtained by performing a random sample 
of 10% of all possible node pair comparisons.

Figure 4. Histograms showing how the distribution of Ɲij values in the arctic and boreal food webs changes when all nodes are considered 
as potential interacting partners (A, B), and when potential interactions are instead filtered according to trophic rules (C, D).
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in the option ‘Compute potential network based on estima-
tion of trophic level’, we left the default option of ‘Shortest 
path’ to basal resource as the trophic measure, and the option 
of ‘Threshold’ trophic rule. Again, we chose to perform all 
possible pairwise node comparisons to compute Ɲ̅. Taking 
into account potential interactions based on trophic levels led 
to very different results, revealing that, within trophic lev-
els, resources tend to be shared by consumers and vice versa, 
producing a high overlap (Fig. 4B–C, Table 1). However, 
the networks again showed a high level of modularity, which 
is consistent with the notion that a modular pattern would 
ensure the stability of food-webs, a mechanism that was pro-
posed, amongst others, by May (1972), and that is still a pri-
mary focus of ecological investigation (Grilli et al. 2016). 

Data deposition

Data available from the Dryad Digital Repository:  http://
dx.doi.org/10.5061/dryad.h58qc  (Strona et al. 2017).

Conclusions

Understanding whether species tends to co-occur at a given 
site more or less than expected by chance has been at the 
center of ecological debate for a very long time (Stone and 
Roberts 1990). With the emergence of network analysis in 
ecology the discussion has been extended to species interac-
tions, with the question being whether species tend to share 
interacting partners more or less than random expectation 
(Strona and Veech 2015). Greater-than-expected shar-
ing (i.e. nestedness) has been suggested to be a fundamen-
tal mechanism in promoting and maintaining biodiversity  
(Bastolla et al. 2009, Rohr et al. 2014).

Despite the obvious conceptual differences between site-
sharing and species-sharing, this issue has been investigated 
with similar approaches (e.g. nestedness analysis) and it has 
posed parallel challenges to ecologists, generating conceptu-
ally overlapping debate. Much of this has revolved around 

technical details about the metrics used to measure over-
lap, and the procedures to assess their statistical significance 
(Ulrich et al. 2009). Most available procedures are based on 
the underlying assumption that all species interactions (in a 
network) are ecologically possible, even if this may not always 
be a well justified approach given that constraints that limit 
the set of possible interactions may be important for our 
understanding of ecological network structure. These con-
straints may emerge from evolutionary processes such as the 
morphological co-adaptation of species, e.g. in the case of 
many plant–pollinator interactions in bipartite networks, or 
from the hierarchical structure of species trophic interactions 
in food webs.

Our metric (Ɲ̅) and software (NOS) tackle this issue 
explicitly by providing users with complete flexibility in 
defining whether any particular interaction is possible in 
relation to specific hypotheses. Additionally, the NOS soft-
ware provides a set of automated features that permit the 
testing of a broad range of hypotheses, even when explicit 
information about possible interactions is not available, with 
minimum effort from the user’s side. We hope that the NOS 
software ( http://nos.alwaysdata.net ) will provide new 
perspectives on patterns and processes shaping ecological 
networks.

To cite NOS or acknowledge its use, cite this Software 
note as follows, substituting the version of the application 
that you used for ‘version 0’:
Strona, G., Matthews, T. J., Kortsch, S. and Veech, J. A. 2017. 

NOS: a software suite to compute node overlap and segregation 
in ecological networks. – Ecography 40: 000–000 (ver. 0).
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