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Revised Version Following Reviewers’ Comments

THE VOLATILITY OF VOLATILITY:

Measuring Change in Party Vote Shares
ForElectoral Studies
Abstract

Volatility is a widely used term in political scies, but even the most widely used measure of
volatility, Pedersen’s index, can mask as much esveals. His simple and elegant calculation has
become part of the political science toolbox, bchhadars employing this tool have tended to
produce distinctly different results thanks to aiese of decisions about measurement and
classification. Using examples from Central Eurdlpe critical role of decisions related to party
continuity and threshold of inclusion are identifieThe article not only unpacks the underlying
guestions addressed by different uses of Pedersedéx, but offers standards for choosing
particular methods over others and outlines stép$ $hould be followed in creating a more

accurate measure of volatility.

1. Introduction

The political world - and particularly the world pblitical parties - appears to be in the middle of
period of intense, perhaps unprecedented chandgewéucannot be sure unless we can have
confidence that our measurements capture the tyghel@gree of change. Few indicators in political
science are more widespread than Mogens Peder§E3v9) Index of Electoral Volatility. His

straightforward calculation became part of the tmal science toolbox four decades ago and has



remained constantly in useNevertheless, scholars employing this tool haveled to produce
distinctly different results thanks to a seriesdekisions about measurement and classification.
Cooks following the same recipe should producelamaakes, but only if that recipe specifads

of the important choices. Slightly different ingrexsts mixed in different ways can yield cakes
which look and taste markedly different. Differeada volatility scores, however, are not just a
matter of taste. Measurements of volatility mattet just because they form the springboards for
theoretical discussions of the causes of continaitgt change in party systems and politics more
broadly, but because these measurements are upeak&s in research on dozens of other political

and economic questions and are used not just &ndept but also independent variables.

Tools for measurement in political science tentdawe their limitations and can be accused of bias.
In the relatively stable party systems of Westeunoge in the twentieth century where there were
only occasional new entrants, the limitations ofiéteen’s method appeared unimportant, but when
applied to the more fluid electoral environmentstiofd wave democracies (or today’s fluid
Western Europe), those limitations have becomereleadiware of some of the limitations of
Pedersen’s calculation, Birch (2003), Mainwaringl aolleagues (2016) and Powell and Tucker
(2014) produced newer and more complex measureslatility, which help to specify how much
volatility resulted from party entry and exit. Tleesignificant advances do not, however, address
other factors affecting volatility scores, suchtlagsholds for including data and different ways of
dealing with the changing morphology of party cotitfm@ such as the decision by Bartolini and

Mair (1990) to link together parties with a comnatgin.

! Pedersen’s 1979 article had 890 citations in Geegholar as of 1 August 2017.
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What these approaches have in common is that thdyuidd on the foundations laid down by

Pedersen in the 1970s. Indeed, Pedersen’s indeaingrthe starting point for most attempts to
capture electoral volatility and party system cleangny attempt to forge a better and more
accurate measure, therefore, must begin from asalyk the strengths and weaknesses of

Pedersen’s formula and its applicatfon.

After outlining why measures of volatility mattelstawing on cases from Central Europe - a region
notable for both high and varied levels of volatil- this article shows how application of
Pedersen’s index produces strikingly different ssaiue to a wide variety of subtle but significant
differences in method that authors introduce whgslyéng the index. In particular, we identify the
critical role of decisions related to party conttguand the threshold of inclusion. Moreover, we
offer standards for choosing particular applicationer others and whilst recognizing the merits of
Pedersen’s tool we conclude by suggesting elentbatsneed to be incorporated into a useable
successor to Pedersen that would be able to cafftareype and extent of change in party vote

shares.

2. Why volatility matters

There is a lot at stake in our measurement of Mityat Scholars agree that volatility in political
party systems matters for democracy, and they alsglations of party vote shares as an indicator
of a wide variety of phenomena and as an indepeéndmmable in studies about the health of

democracy.

21t is worth noting that Pedersen was not the fissseek to measure volatility in this way. SeerDelleet al (1970),
Fraeys (1977) and Przeworski (1975).
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Scholars are nearly unanimous in seeing a stramg Between changes in the party political
landscape and the process of democratization, lad d@rgue that a stable party system is a key
element in overall democratic stabilization (e.@vits, 2005) because they ‘foster more effective
programmatic representation and reduce uncerta{Mginwaring and Zoco, 2007, 157). In their
respective landmark studies of new democraciesauthern Europe and Latin America both
Morlino (1998) and Mainwaring and Scully (1995) mtain that party system stability is a
necessary (but not sufficient) condition for thensalidation of democracy, and many subsequent
studies link high and persistent levels of volgtilivith democratic weakness. Volatility measures
matter not only for studies of the survival of ndemocracies but also for research examining the
health and development of long-standing democrawigish have witnessed the growth of new,

anti-establishment parties and experienced “eastk&juelections.

High standards for measuring volatility are patacly important because the Pedersen index is
used not only as an indicator of changes in padig \share—the phenomenon that it directly
measures—but also as a proxy for many other dewedafs including voter movement (Epperly,
2011; Dassonville and Hooghe, 2015), governmenerradtion (Mair, 2007), party system
institutionalization (Weghorst and Bernhard, 20Chjaramonte and Emanuele, 2015), elite change
(Ishiyama, 2013), declining partisanship (Lupu &tdkes, 2010) and regime stability (Bielasiak,
2001). Volatility may not necessarily suffice asvalid stand-in for all of these phenomena
mentioned above, but as long as scholars use i f@ide range of applications across a broad
temporal and geographical canvas, it is essemtiglih down numbers’ and make the measure as

reliable as possible (Bartolini and Mair, 1990).



3. Why volatility isso volatile

The elegance and simplicity of Pedersen’s indewaltility has allowed it to emerge as the
dominant measure of change in party systems, losetekame qualities have not prevented scholars
from disagreeing sharply about volatility scores $pecific countries during specific periods. The
index goes to the heart of the question of polititenge by looking at changes in party vote share
over time. In its simplest form, it calculates tb&al amount of change experienced by all individua
entities in a closed system. For each entitylitidates the net change of a particular charatieris
between two time periods, then takes the absolatgevof this change (to prevent positives and
negatives from cancelling out), and divides theltdsy the total amount of the characteristic ia th
system at the first and second time periods. Rdrasterms of specific variables, it calculates th
absolute value of the net change of a particularadteristic (P), for every entity (i) between two
time periods (t and t+1) divided by the sum of shene characteristic (P) at both time periods (t and
t+1)

v Z?=1|Pi,t+1 - Pi,t|
QL Py + X1 Pip)

As used by Pedersen, it is the sum of the net éhahparty vote shares (befdreafter) divided by
the sum of all party votes (befoaad after)® Since most calculations of this nature employvibie
share of the full party system, the sum of all ealef P is equivalent to 1 at both t and t+1. The
formula can therefore be simplified to

n
Zi=1|Pi,t+1 - Pi,t

V=
2

which can be rephrased simply as:

3 Pedersen 1979, 4.



V= i1 |AP
2

The parsimony of the formula does not, howevendiate immediately into harmony among those
scholars who apply it to complex party systemsudi@s of volatility involving Central Europe
offer a useful starting point because concern alleitregion’s democratic development has led
many scholars to calculate its volatility scoréghe rapid changes in the vote shares of parties in
Central Europe are unusual by traditional Westeunofe standards (Lane and Ersson, 2007;
Lewis, 2006; Millard, 2004; Tavits 2005, 2008), lithey are not notably different from those of
Latin America, Africa and Asia and or indeed froatent electoral periods in Western European

countries such as the Netherlands, Belgium, Grdtdg,and Spain.

3.1 Detailing disagreements among volatility caédidns

The many calculations of Pedersen volatility inderres in Central Europe often tend to agree in
finding high average levels of volatility in thegien, but a comprehensive examination of the
results shows that they disagree sharply on theesaaf particular countries in particular electoral
periods. Table 1 displays the starkly differersutes of thirteen major studies generating Pedersen
volatility index scores for Central European coigstifor electoral periods between 1990 and 2015.
In almost every country these scores exhibit widker@nces that are not attributable to a small
number of outliers. The coefficient of variatiom@ng all among authors for particular countries in
particular periods averaged 0.31 for all countard election periods, but for individual countries’
election periods it ranged from a low of 0.11 thigh of 0.61. Out of 1,103 possible pairwise

comparisons, the authors reached identical scaréswier than one percent of the cases (9 cases,

* Defined for the purpose of this paper as the afestfrom the region which joined the EU in 2004 2a007: Bulgaria,
the Czech Republic, Estonia, Hungary, Latvia, Lahia, Poland, Romania, Slovakia and Slovenia.

® Tavits’ 2005 seminal study on the sources of paystem stability in Eastern Europe draws its fgufor volatility
directly from Birch (2003).
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0.8 per cent) and came within one point in fewentltwelve percent of all cases (128, 11.6 per
cent). Pairwise gaps of more than 10 points (452%a41.0 per cent) were actually more numerous
than gaps of fewer than 5 points (423 cases, 38t4cent). The largest gaps between volatility
assessments for any single country were 54.8 pfontSstonia’s first electoral period and 54.7 for
Poland’s second electoral period, but all ten coemthad at least one gap of more than 15 points
and eight of the ten countries had at least oneofapore than 30 points. It is striking that even
scholars with strong knowledge of party politics timeir native country differ by significant
margins. The gap between Gwiazda and Markowskolaril, for example, averages 4.8 points and
is never closer than 3.0 points in any of the felection periods in which they both calculate

volatility.

[Table 1 around here]

At first glance the contrasting calculations getextaby different scholars focusing on Central
Europe might be seen to be of limited interest te wider field of comparative politics.
Nonetheless, not only is the generation of distyrdifferent scores by different scholars not umqu
to that region of Europe as calculations of valgtiusing Pedersen for Africa (Lindberg, 2007;
Kuenzi and Lambright, 2001), Latin America (Mainway and Scully, 1995; Roberts and Wibbels,
1999) and Southern Europe (Gunther 2007; Gallaghat 2011) show, but also those calculations
for Central Europe have been widely used not josddscribe, but also explain both region-wide
phenomena and intra-regional differences. Take,ef@ample, O'Dwyer's and Kovék (2007)
account of why only some countries embarked on rekgeneration economic reforms. Using

volatility statistics as a proxy for institutionzdition, they argue that a labile party system may



actually insulate state reformers from social aalitipal pressures, thereby allowing politicians to
undertake more radical packages of economic refBonEstonia in the mid-1990s and Slovakia in
the early 2000s their volatility scores for thog® tcountries were higher than in Hungary and the
Czech Republic where the more radical packages wetentroduced. Whilst we are broadly
persuaded by their argument if their numbers weptdaced by those of other scholars in table 1

such as Bagenholm or Dassonneville and Hooghe tHe#énargument becomes far less compelling.

Different measures, however, do not just have impacthe explanatory power of volatility, but
also on the causes and mechanisms associated oldlility. Bernhard and Karakoc’'s (2011)
assessment of the links between volatility and uradity, Andrews and Bairett's (2014) explanation
of the causes of volatility and even one of autbbrthis article’s analysis of party system
institutionalization (Author) would alter signifiofly if based on volatility statistics chosen from
another author in Table 1. This article does nekd®e say which statistics (and therefore which
conclusions) are right and which are wrong, buteato highlight how different calculations affect

the consequences, causes and mechanisms of walatili

Were it simply a question of each author in tableting identical patterns but a different baseline
or a different scale, it might be easy to harmortizem, but for many countries the relative
positions differ sharply in direction and scale amth little consistency over time. Although the
coefficient of variation among authors did not sase markedly in any country over time, it also
did not show any overall tendency to decline. any countries there was no consistency at all:
Hungary’'s first election period, for example, appeaear the bottom of Mainwaring’'s and Toka’'s

ranks but near the top of Dassonneville and Hoaghehereas Poland’s second election period is



near the bottom of Bagenholm’s but near the topMafnwaring, Espafia and Gervasoni’'s and
Powell and Tucker’s. Other countries produced nmesistent evaluations but the consistency
lasted only for a few election periods: Bulgarianear the bottom of every author’s scale of
volatility for the first election period while thézech Republic is at the bottom of nearly everyesca

for the second and third periods and Latvia andhuahia are almost universally at the top of
authors’ scales for the first three electoral pggioAmong author pairs with more than 20 country-
electoral period observations in common, correteticange from a high of r=0.90 (Sikk compared
to Lane and Ersson, n=20) to a low of r=0.46 (SQiaknpared to Powell and Tucker, n=20). Overall,
the average correlation among the pairs with mbas 20 observations in common was r=0.73,
which is fairly robust for a correlation among difént phenomena but shockingly low for results

that are intended to measure saenephenomenon.

Since all of these authors are working with moréess the same electoral data, the reason for the
differences must lie elsewhere. A closer examamashows that there are significant differences in
the methods that authors use to incorporate tloti@bedata into the Pedersen index calculations.
The differences emerge because those who wouldlatdovolatility index scores must wrestle with
the interrelated problems of small parties andypaohtinuity. For many authors, especially those
engaged in large-scale comparative enterprisestifgi@ag the twists and turns of small parties
becomes an overwhelming burden. Identifying cantynis difficult enough with large parties,
especially where these face party splits and engagergers and name changes. Pedersen’s index
actually provides several different options forldeawith these problems, but not all authors use
the options in the same way, and the various coatioins allow Pedersen’s seemingly
uncomplicated formula to produce a remarkably cexplrray of results. The three main options

for adapting Pedersen’s formula to deal with sizé @ontinuity are rooted directly in the rules for
9



linking party data across time, for aggregatingypdata into a single number, and for recalculating

individual data points.

3.2 Linkage and aggregation of entities: What cewad a connection?

Perhaps the most complicated aspect of volatilitgudations is linking party values over time in
the face of party name changes, mergers, splityamous combinations thereof. The category of
‘genuinely new’ parties (Sikk, 2005) is smallertrhamight at first look, and a large number of the
entrants in any given electoral period involve jghtontinuity. Many scholars of volatility respond
with case-by-case judgments or with rule-based @itainfor deciding which party, Ro link with
which party R.i. Methods that use a stricter interpretation ofticmity between t and t+1 err on
the side of discontinuity and tend to code namaghs, splits and mergers and new parties that
represent sources of volatility. Methods emphasgiziontinuity may opt instead for a more relaxed
understanding of linkage and pair a party at timéh whatever party it is most closely related—
either by name, organizational structure or votalteat time t+1. Even in these relatively
regularized, rule-based systems, however, therestilige considerable human judgment in the
assessment of which parties are to be considetbehwtie set of plausible successors. Such
decisions become even more sensitive when appMeigwaring, Espafia and Gervasoni (2016)
and Powell and Tucker’s (2014) intra- versus esystem distinction that depends heavily on

whether parties are considered as successorsnemas

For those scholars who are reluctant to declaréngles predecessor in a merger or a single
successor in a split, the Pedersen formula incladesgcond implicit option: the possibility of
aggregating the values of two or more parties theeit or t+1 or both before linking them. For

10



example, if Party A merges with Party B to formty&, the aggregation method sums Party A and
B into a single data point at time t and compatesgith party C at time t+1. If, at the same time,
party D splits off from party A, the method wouldnspare the sum of Party A and B with the sum
of Party C and D. This approach eliminates thednf choice among potential links and
emphasizes the continuity that may exist betweenaitiginal party and multiple successors (or
predecessors). Of course in the process it dimdsishe number of entities (i) and therefore makes
the indicator itself less sensitive. Another commapplication of this method involves the
aggregation of small parties at a particular tiragqd into a single data point commonly referred to
as “Other.” Which parties are thus aggregatedllysdapends on rules for including parties in the

main calculation.

3.3 Inclusion and exclusion of information: Whicktal points count?

Limits of time and information mean that it may roa practical (or even possible) to gather data
for small parties. Even though new data storelws®l national websites provide extensive
electoral results for most countries, questioninkéage over time are still extremely difficult and
time-consuming for very small parties, especialhcs such parties often face splits by disgruntled
members and seek to improve their fortunes thrawaghe changes and mergers. Although some
authors make ad hoc exclusions based on the aNiylalh data, most seek to avoid selection bias
problems by imposing a numerical criterion for irgtbn usually based on the magnitude of a
party’s election result. Even with a clear thrddhadditional questions remain, particularly
whether to apply the threshold in a blanket fastaad include values for a particular party if it
exceeds the threshold at any point in time, ontduide only individual datpointsthat exceed the

threshold. The former option does little to sallie data collection problem since researchers may

11



still need to find obscure data for parties thdy dater crossed the threshold; the latter option,
contrast, severs the continuity of party resultsrélggating some data points—those below the
threshold—to the “other” category or dismissing ntheompletely. An intermediate strategy
involves the use of transitional pairs of data poto capture each period in which a party’s suppor
crosses the threshold, but does not calculate pizEitds that are not adjacent in time to periods
above the threshold. Table 2 offers a hypothetgample of how each of these strategies could be

applied and how the application would affect vdilgtscores:

[Table 2 around here]

Using transitional pairs thus involves some redalion of data points (and the possible transfer of
those values to the “Other” category), but not agimas using only individual points. The blanket

inclusion method, by contrast, either includessalles or omits a party entirely.

Questions of inclusion are also at the heart oémeenodifications to Pedersen’s index which seek
to distinguish changes in established parties fobignges introduced by the entrance and exit of
parties from the party system. In an instance arfalel invention, two groups of scholars -

Mainwaring, Espafia and Gervasoni (2016) and Paavell Tucker (2014) - simultaneously devised

a formula for disaggregating Pedersen that buitdsarlier work by Birch (2003).

Within-system/Type B Extra-systeyp@ A

V= S a|Pigtr1—Pige|+21 1 (Pipe+1+Piye) _ ( Y a|Pigt+1—Pigt]

n Y (Pipt+1+Piyt) )
(Z‘{l=1 Pi,t+1+2?:1 Pi,t)

Z?:l(Pi,t+1+Z?:1Pi,t) (Z‘{l:l Pi,t+1+2?:1 Pi,t)

12



where i refers to continuous parties with nonzero valumebdth t and t+1,,irefers to new parties
with zero values at t but nonzero values at t+d, ianefers to parties that exited the political scene
yielding non-zero values at t and zero values &t t$ince j by definition has no predecessors and
ix has no successors, these can stand alone in lthdatian, implicitly subtracting the previous
support or successive support (equal to zero).thBy looking only at the left or right hand of the
eqguation, these authors can calculate the totdtibation to volatility represented by continuous
parties and by those entering or leaving the systedthprovide distinct figures for within-system
and extra-system volatility. The scores generatedvithin-system volatility can also be added to
the extra-system scores to produce an overall ilrplascore that is equivalent to Pedersen’s

formula.

Mainwaring et al and Powell and Tucker’s disaggtiegeof ‘intra’ and ‘extra’ system volatility is a
major advance in our understanding and has gewerateeh fruitful discussion (Crabtree and
Golder, 2016a, 2016b; Powell and Tucker, 2016). iBig# striking is that the foundation stone on
which Mainwaringet al and Powell and Tucker’s disaggregation is baseitiasPedersen index.
Because their newer and more sensitive instrumargs correspondinglymore vulnerable to
distortion (Crabtree and Golder 2016a, 2016b) ahlsesmall differences in measurement, it is
even more important to understand the specificagsorequired by Pedersen’s index and how those

choices might best (or at least most transparebdynade.

3.5Classifying authors’ choices of method
Among the fourteen author methods cited here, theseeleven different choices and significant

variation in each category: ten without specifieholds and four with thresholds (ranging from 1

13



per cent to about 5 per cent) of which one useaslealation and three use pairwise exclusion; seven
of the ten including an “other” categories in theafculations; and seven assessing continuity en th
basis of aggregation while four use the linkagehoet(two using strict linkage and two using

relaxed linkage), and three use a mix or othefatiari®

[following Reviewer 3’s suggestion we have movdthtwvas table 3 to an appendix]

4. How method choices affect volatility index scor es
How significant a role do these different choicésygn producing the different volatility results?

Not all authors look at all countries in all elaeoperiods and so an overall comparison of
differences is impossible, but it is possible ttcekate pair-wise differences between each author-
country pair and then average these to assessldeye magnitude of each author’s volatility
assessments. Comparing these results to choioes thipeshold shows no clear pattern. A slightly
stronger pattern emerges with regard to the “otheategory, with higher volatility scores
concentrated among those who do not include “otimettieir calculations. Finally, there appears to
be a strong pattern related to the choice of aggi@y or linkage in establishing continuity. As
Figure 1 indicates, with the exception of Birch s addition to these choices does not include
new parties), the authors choosing the aggregatetihod have the lowest volatility scores, while
those choosing the linkage methods are higheris #iso noteworthy that the authors using the
linkage methods also have a far greater rangeasésdhan those using aggregation, which is to be
expected since the results of the linkage methoelsnare affected by differences in binary choices
of predecessor and successor that might differ frauthor to author even in the best of

circumstances.

® See Table A in the appendix
14



[Figure 1 around here]

With enough countries and enough combinations dghaus, it should theoretically be possible to
separate out the effect of particular choices datility scores, but at present there are far more
variable combinations than there are authors usinge combinations. Figuring out the actual
impact of each of these variables therefore requardar more tightly focused method. Central
European cases can provide the raw material fdosercanalysis that lets us control for specific
differences in inclusion, aggregation and linkageapplying every possible combination of those
methods to the same sets of full electoral dathe fime- and knowledge-intensiveness of this
process is quite substantial (and helps to expleruse of selective inclusion methods). For many
countries the demands of the process are prolebibiut for three countries - the Czech Republic,
Hungary and Slovakia - we were able to assembleusmts of even the smallest parties (some with
fewer than 1,000 votes) and to determine linkagtepes among these parties across each time
period. These three cases are also particulagjuubecause they exhibit a range of volatility
characteristics: by nearly all estimates Slovakigegienced relatively high volatility throughous it
first 20 years of democracy whereas Hungary’s \ldlatvas relatively low in contrast to other
Central European cases; the Czech Republic’s litlatvas also low until the late 2000s but
jumped sharply with the 2010 and 2013 electiongs€hdifferences both in level and consistency -
one low, one high, one low then high - provide &dsanitial basis for testing the various

permutations of method.

15



To operationalize every one of the theorized vasiahthe Pedersen index on these three cases, we
performed a full set of calculations for each pegatian of methods related to continuity and those

related to threshold and inclusion.

Continuity: we calculated volatility in each countrccording to three methods that affected

linkage.

1) Linkage method. There is a wide range of optiondeta with the successors and
predecessors in the case of splits, mergers amyl @me changes. We calculated two
distinct subsets of linkage according to differgaidelines:

a. Strict linkage: we calculated any split or mergeralving a name change or other
significant alteration from t to t+1 as a new paxfth no formal linkage to
predecessors or successors.

b. Relaxed linkage: we linked parties that merely gfe@hnames and in the case of
split or merger we linked parties to the largesicegsor or predecessor while
treating any other offspring or parents as unlin&eiss time periods.

2) Inclusive aggregation method. In the case of ayslit or merger we aggregated all

predecessor and successor parties treating tharsiagle party in each time period.

Threshold: We calculated Pedersen scores first natthreshold and then with thresholds at ten 0.5
per cent additional increments up to 5.0 per det ljighest level used by any author in the sample

above).

Inclusion: We calculated scores using three thiesbased inclusion methods in three ways, two of

which are used by authors in the sample and a plotential option:

1) Individual points: This method includes only datants that stand above the threshold and
recalculates others as zero.

16



2) Transitional pairs: This method includes all atpeithat stand above the threshold and data
points from the periods immediately before andrafte point above the threshold.
3) Blanket inclusion: Including all parties whose nraxim vote share rose above the threshold

at any time period again.

Inclusion of the “Other”: For parties that were kexted from the calculations above, we performed

volatility calculations with and without an aggrégg “other” category.

1) Aggregated and linked other. We produced an agtgddather” for each election
consisting of the sum of data points not includisdwhere, and treated this as a distinct
unit, whose changes over time contribute to vatatialculations like those of any other
party.

2) Uncalculated. Data points not included elsewhegeewot included in volatility

calculations.

The combination of three continuity methods, thfegeshold-inclusion methods, two “other”-
aggregation methods and 10 threshold levels pradi@e possible variations per election period in
each country. Figures 2a through 2c show the aearsylts of each of these combinations applied

to electoral data for the Czech Republic, Hungawy Slovakia.

4.1 Bivariate Results

In analysing the results, we begin in reverse obgeause the effects of some variations vastly

outweigh the effects of others (and the interacéioiong the variations becomes important).

Continuity: The method of addressing continuitys han extremely strong impact on the

measurement of volatility. With the threshold aekero, over seven electoral periods in Slovakia
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the strict linkage method produced an average Nitfascore of 47 whereas the relaxed linkage
method averaged just over 31 points and the inguaggregation method averaged just under 20
points. The results were similar in the Czech Répwand Hungary, though at lower overall levels
and with smaller overall differences. A look atatdhtions that comprise these results explains this
difference: Strict linkage allows for the fewestoections across elections and therefore means
that fewer parties have counterparts from t to t#dlaxed linkage, by contrast, seeks out
relationships between t and t+1 but still exclulildsage from all but one designated predecessor or
successor. The inclusive aggregation method neddyys produces lower volatility results
because it adds together entities that would otisernke separate, minimizing the differences
between units across time periods. Indeed, thieisimnn method sometimes goes so far in this
direction that it loses the capacity to make megiindistinctions when parties split from one
source and then merge with another. Figure 3 staswexample of split-merger combinations in

which the inclusive aggregation cannot detectceahge.

[Figure 3 around here]

When this “Z-effect” repeats across the party swystét significantly reduces the basis for

calculating volatility. In the example above, &/ D also lost a splinter, Party E, that merged
with Party B and this process continued with P&tgnd beyond, the whole of the party system
could be aggregated on each side of the calculatioducing zero volatility even in the case of a
wildly changing system. This is more than jushaadretical possibility: in the case of Slovakia

between 1992 and 1994, mergers and splits prodacgdgle aggregate that stretched across the
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political spectrum, including nine parties and aodong for over 50 per cent of all votes in both

years (Kopeek, 2007; Author).

Threshold Size: A change in the threshold can piteduce a significant change in volatility, but its

effect is only partially predictable and dependsotimer factors. As Figures 2a-c show, volatility
tends to decrease with an increasing thresholdb&dh the relaxed linkage and strict linkage
methods of continuity. In the example of Slovaklee addition of a 5 per cent threshold to the
strict linkage method results in a 10-point droprieasured volatility. This finding fits expectatson
since in any party system with a significant numbkesmall parties, a higher threshold forces the
calculations to ignore changes among smaller gadie thus reveals apparently lower levels of
volatility. Thresholds do not produce this effent the inclusive aggregation method. The
underlying party-level calculations show why: whesmall parties join with larger ones the
elimination of small parent or offspring partiesrir one side of the equation because of thresholds
actually decreases the measure’s ability to re@egoontinuity and may produce higher volatility

scores rather than lower ones.

Threshold inclusion: The method of applying theesiimold matters as well. As Figures 2a-c show,

the dotted line representing “blanket inclusiontiaidy produces a smaller drop in volatility than
either the transition pairs or individual pointsthes since this method expands the number of

parties included in the calculations and therefoitggates the threshold’s overall effect.

The individual point method creates a differentt gdrproblem by simply zeroing out any figure
below the threshold. The effect has sometimes adigtable effects, however, because the
recalculation produces two countervailing effecs: one hand, it reduces the measured level of

volatility by eliminating all pairs of party resalthat are both below the threshold (a party’s rise

19



from 1.0 per cent to 2.0 per cent represents adn@ibution to volatility, but this is not includen
volatility calculations when the threshold is se& per cent and both points are set to zero); on
the other hand it exacerbates volatility in casesrne one result in an electoral period is above the
threshold and the other is below (a party’s fabinir4.0 per cent to 1.0 per cent actually reflects a
3.0 contribution to volatility score but the indivial points method recalculates the second of the
two figures to 0.0 per cent, producing an appacentribution of 4.0, a “volatility subsidy” equad t
the size of the smaller figure in the electoraligdx To understand these effects, Pedersen’s
original index can be expanded to isolate particakts of entities, some with values above the
threshold in both time periods,isome with values below the threshold in both tpeeods, {,

and some with values on either side of the threshgl andis,, This effect can be represented

mathematically as
Supra-threshold Sub-Thotdh  Cross-Threshold(down) Cross-Threstiofg)

V= (Z?:llpisa,t+1 - Psa,tl + Z?:llpisb,f‘l'l y” Pisb,tl + Z?:llpisac,Hl - Psbc,tl + Z?:llpisbc,t+1 - Psac,tl)
Z?:1(Pi,t+1 + Z?:l Pi,t)

The exclusion method sets aljio zero, producing

Supra-threshold Sub-Thrégho Cross-Threshold(down) Cross-Thresi{ofg

V= (Z?=1|Pisa,t+1 7 Psa,tl + Z?:llo - Ol + Zln:llpimc,t+1 - Ol + Z?:llo - Psac,tl)
Z?:1(Pi,t+1 + Z?:l Pi,t)

which can be simplified as
Supra-threshold Cross-Threshold(down) Cross-Threshold (up)

V= (Z?:l'Pim,Hl - Psa,t| + PN T + ) Psac,t)
2ie1(Pieyr + X021 Pip)

Raising the threshold has two effects. On one hamigher threshold may decrease the number of

parties whose volatility counts in the overall iy calculation (because it is happening in the
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excluded sub-threshold zone). At the same tineglzer threshold may increase the number of
cases in which the result at either t or t+1 isl@dated to zero, and thus may increase the net
amount of cross-threshold volatility (up or dowithese two countervailing influences are only
tangentially related (constrained by the overattypaystem) and depend heavily on the relative
sizes and shifts of party support within a partstesn during a given time period. Considerable
change among sub-threshold parties will generatatéicially low score by increasing the relative

importance ofd, while activity that crosses the threshold will bdkie opposite effect.

How these effects interact will depend on what altgthappens in the political sphere. The results
of Figure 2a-c suggest that the cross-threshoktetends to predominate in the countries studied
here, causing increases in the threshold to inerdes measured volatility. The individual points
method may thus inadvertently produce results iti@te closely resemble a threshold of zero, but
this occurs only because of the artificial croggshold counter-effect that is largely accidental a
cannot be relied upon to consistently push thetwvityafigure toward the level it would reach
without a threshold. It produces something clastihé right answer but not necessarily for thetrigh

reason and therefore does not represent eithdidaovaeliable shortcut.

The transitional pair method solves some of thebleras above. It excludes data in only those
instances where both characteristics in a paiinoé¢ periods are below the threshold but permits
those where only one is below. The advantageisfitito eliminate the cross-threshold distortions
of the individual points method. In the example\ahdParty A’s fall from 4.0 per cent to 1.0 per
cent is counted only as a 3.0 contribution to viiatvhile the subsequent rise from 1.0 per cent t

2.0 per cent does not enter into the calculatidnallaIn practice this means a lower level of
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volatility than if the cross-threshold effects wémneluded, but since those effects are artificiad a
more erratic, it actually produces a smoother limaore directly proportional to the level of the
threshold - and a more theoretically justifiablsibdor calculation. It is true that it requireigstly
more effort in finding data for the time period bef and after a party crossed the threshold, lait th
is more sustainable than gathering linkage infolonafior a small party’s entire existence, and it is
precisely the kind of information more likely toggar in the popular press (‘Party A rose to 4.0 per

cent from its previous performance of 1.0 per gent’

Excluded data: Finally, there is the question oivhio handle data that is not included by the
threshold exclusion methods above (Ocafia, 2007 fiossible simply to omit the data from
calculation (in effect recalculating it as zero)t Bome authors opt for an aggregation method and
sum all excluded data into a single “other” catggat the bottom of the data table. This
aggregation method raises questions about linkatyeelen the aggregated “other” values from one
time period to the next. Since the aggregatedeidtbategory may have different composition at
each time point, and since, because each item gafgiek into the “other” category may be (by
definition) below the notice threshold of the s@royjathering the data, circumstances mean that
there is no formal way to establish the degreenblge between two successive “others.” As with
other questions above, there are several optiotis refatively clear effects on volatility: to creat

no linkage between the “other” results and caleuthem as new, one-time parties (in effect adding
the size of the “other” category to volatility), tefrain from including “other” at all, and to lirtke
“other” results from one time-period to the nextvhile theoretically possible, the first of these
approaches is not a useful option because it asstlme smaller parties have no linkage with any
other entity, past or future, thus magnifying vibitgt by the entire size of the other category. eTh

second of these, by contrast, presumes that the@violatility among the unmeasured entities and
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must produce a level that is equal to or lower ttien actual volatility level. The final method,
which seems to offer a middle way, creates diffiesl of another variety. The total size of the

“other” from election point to election point islgrdistantly related to the “other” volatility.

The difference in the size of the “other” categtimgoretically depends very little on differences
related to the overall level of volatility or onethvolatility that is lost to calculation through
exclusion of data or cases. The grey lines of il@dushows that in practice in exclusion methods,
linking data points in the “other” category reswrabout half the amount of volatility to the
calculation that is removed through the impositbdrihresholds, but the effect is not strictly linea
and appears to increase disproportionately ashtiestold approaches 5.0 per cent. The volatility
contributed to the overall result by the aggregattebr categories, as with the subtractions in the
recalculation method of the threshold, is an act@mlesffect. If all parties under the thresholdvwao

in the same direction (they all get smaller or éayghen the “other” category is mathematically
identical to the aggregation of the individual etents. If, however, parties move in opposite
directions, the volatility is masked and the “otheategory obscures the actual pattern. The “6ther
category may add volatility at the same time tlsaremoved by the threshold but it does not
necessarily put back tteamevolatility. In the cases used here it tends téofelthe overall curve,
but there is no mathematical basis for thinkingt thawill do so in a reliable fashion and no
theoretical justification for aggregating the pastibelow the threshold into a single, continuous
“other” (unlike the more solid basis for aggreggtiparties involved in mergers and splits in the

aggregation alternative to linkage).
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4.2 Multivariate results

Looking at threshold, linkage and exclusion sepdyatighlights how these individual ingredients
can change the size and shape of the volatility what also matters is their relative effects and
how they interact. To that end we subjected tha dietm the three countries to a multivariate
regression (table 3). Given the continuous charadteur dependent variable we use ordinary least
squares with robust standards errors. In ordepiral for possible country- and election-effects,
we use dummy variables for each election per cgunwt included in the results table for reasons

of space).

[Table 3 around here]

In the basic model, the continuity method has laagd statistically significant impact (at .001
level). Shifting from the inclusive aggregationth to the relaxed linkage method increases
volatility by nearly five points (4.8), and fromdite to the strict linkage increases volatility by
another 10 points for a total of fifteen points abahe inclusive aggregation method (15.2),
controlling for the other independent variablesareBhold size also has a significant impact: each
one percentage point increase in the thresholdcesdthe amount of volatility by nearly one point
(0.81). Including an “other” category is also sfgpant, though the effect of including such a
category is relatively small, accounting for appnaately a one point increase in volatility (1.3).
The threshold inclusion method has no partial ¢fbecthe dependent variable, with no significance

difference between methods that use individualtgpthe transitional-pairs, and blanket inclusion.

" The reference category for the dummies is thé fltsgarian election.
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Since Figures 2a-2c suggest that thresholds ddumation the same way in all circumstances
Model 2 uses interaction terms for threshold sizé #the other methods. The choice of threshold
inclusion method again has no effect, but all ef tther methods do interact with the threshold size
in statistically significant ways. Model 3 removége non-significant methods and interaction
terms for cleaner results. We will therefore rely Model 3, rather than Model 2, for the

interpretation of the results. The interactioneetfbetween the continuity method and threshold
size are substantially and statistically significaWith the inclusive aggregation method, raising
the threshold by one percentage point reducesihtyldty only 0.5 points, but with the relaxed

linkage method each one percentage point increaskei threshold produces a 1.3 unit drop in
volatility and with the strict linkage method thesult is a 1.4 unit drop, provided that the

interaction with “other” is kept at 0. A similar,ub less statistically significant (at .01 level)

interaction effect occurs between threshold sizkthe aggregated method of dealing with “other”
data. Indeed, provided that the interaction witethnd is kept at O, if other is at O the model
predicts that, holding the other variables constaath additional threshold point will produce a
0.46 point decrease in volatility. On the other dhatihe aggregated other method would produce

only a 0.02 decrease.

5. How to evaluate and improve volatility calculation methods

The purpose of the calculations above is not meielgxplain the diversity of volatility results
found above and the relative impact of specificiataans of Pedersen’s Index, but also to
encourage more accurate and reliable measurenmenévérse order, moving from least to most

important we offer three specific recommendatiamd @ point for further consideration.
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Firstly, since significantly different variation$ the threshold inclusion method have no signiftcan
impact on volatility scores, the recommendation tmest on considerations other than results. The
blanket inclusion approach gives results closeshéodesirable zero-threshold level, but it is both
the most demanding in terms of data demands anchtds problematic in terms of the constant
need to recalculate volatility based on party penénce in subsequent years. The individual points
method, by contrast, is the easiest to apply, tsutmderlying mathematics—zeroing out anything
below the threshold—may not in every case prodheebtlance between eliminating one realm of
volatility while introducing another that we seetlmese three cases. The middle ground of the
transitional pair approach splits the differen@ptaring important cross-threshold changes without
the need for massive additional data collectiofuadamental recalculation back to the beginning

of the dataset if a once-small party makes it big.

Secondly, and with only slightly greater impactthe question of the right method for excluded
data; while the decision has statistically sig@ifit consequences, it usually does not change
volatility scores by more than a single point. c®irnthe use of an aggregated other category
introduces as much noise as it removes (like tldévidiual point method of threshold inclusion
discussed above) and thereby introduces the phigsiaibeit small) of more significant errors, it
may be preferable simply to omit the category ehtiand acknowledge that doing so will result in

a small underestimate of volatility.

Thirdly, and more significant is the question o threshold itself. The ideal threshold size i®ze
(especially since this eliminates the above probleonnected to threshold inclusion and excluded

data), but there is a clear trade-off between awyuand the costs of gathering information. The
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experience of data collection for this study sutgpebat efforts to lower the threshold are
accompanied by an almost exponential increasefamnration costs. For most larger parties the
election data and continuity over time was easgsgemble, but as we pushed the threshold below
1.0 per cent and especially below 0.5 per centfouwad parties that were impossible to trace
without archival searches and interviews. Thi§iaifty may ease over time with the development
of historical databases (especially if scholarbigainformation about small parties as each electio
happens), but with the current state of data fostraountries, it is probably adequate to use arl pe
cent or 0.5 per cent threshold along with the askedgement that this may underestimate
volatility by one to two percentage points in these of the relaxed linkage and strict linkage

methods and by a somewhat smaller amount withnitlasive aggregation method.

Finally and most importantly there is the questdrcontinuity method. Unlike the other choices
discussed above, this one offers no quick solutiBach method actually represents a distinct and

coherent way of thinking about the notion of chaimgearty systems.

The default assumption of the inclusive aggregatn@thod is continuity: splits and mergers do not
change voter preferences, and voters can navigatmstitutional change to follow leaders or party
factions they prefer, even if their favourites mag of an existing party and into a new splinger,
merge into a larger entity. In this light, votevho chose to switch their votes from a small party
into its merged successor (or from a big partyrie of its splinters) may be engaging in an act of
continuityrather than change. This method is thereforesahdst useful revealing when continuity

is absent When scores produced by the inclusive aggregatiethod are high (by the standards of
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past elections or neighbouring countries), it signater shifts so significant that they fall odisi

of existing institutional boundaries.

By contrast, the default assumption of the relakekiage and strict linkage methods is change:
splits and mergers can make it impossible for woter stick with their past choices, and even
choosing to follow a party absorbed by a mergeodollow favoured leaders who split off to form
a party of their own represents a rupture with ghstices. This method is therefore at its most
useful revealing when continuity jgesent When scores produced by the linkage methodbare

they signal that few voters are shifting despitg pressure imposed by splits and mergers.

Neither method, then, istrinsically better than another. One option is to follow piagh taken by
Toka and Henjak in measuritgth raw (strict linkage) and adjusted (inclusive agaten) scores
to identify the upper and lower bounds of the dadssvalues. Taking this double calculation one
step further produces a heretofore unnoticed adgantacomparisonof the results produced by
both methods offers significant insight into thetuma of volatility in particular countries and

particular elections.

The comparison in Figure 4 of inclusive aggregaaod strict linkage volatility scores in the three
countries used in this study accurately refleces olrerall history of party change in the three
countries. All three alternate between higher laweer amounts of overall volatility among party
units and these stand at the upper right and Idefercorners of the diagonal line, but certain
elections in certain countries also involve an amtoof institutional volatility—splits and

mergers—over and above the voter shift. Shifts ua split or merger were relatively rare in
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Hungary and the Czech Republic and their data pdoamd to hug the diagonal (except for a slightly
above-average shift related to the splinteringr@fokrmation of Hungary's left in 2014 and a major
shift following the breakup of the anti-Communist/i€ Forum in the Czech Republic in 1992),
Slovakia, by contrast, experienced three big merged split-related institutional shifts in 1992,
1998 and 2002 which stand out sharply in a compardd Slovakia’s its inclusive aggregation and

strict linkage volatility scores.

[Figure 4 around here]

This multiple-method approach is admittedly lessfuisfor those who need a single volatility score
as a dependent or an independent variable in avawdtte regression model. In such cases,
scholars may need to make an explicit choice ohowetlepending on whether the question at hand
refers primarily to voter continuity or institutiahchange and acknowledge the potential impact of
that choice on results. It should also be possblgresent to create distinct regression models fo
volatility based on results from the linkage andragation methods and then examine the degree to
which the results agree or disagree. In the lomgey however, the better option is to expand and
improve volatility measurement so that the parshifts related to mergers and splits are fully

included in the formula and become an integratetiqgdaverall volatility scores.

[Table 4 around here]
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6. Conclusion

Pedersen’s formula for calculating volatility haseh widely used and for good reason. It offers a
simple and straightforward way of capturing theeextof electoral change. But it also has its limits
and its application can yield a wide variety of ules depending on a series of secondary
methodological assumptions about inclusion, agdi@gyand linkage that scholars use to address
problems of limited party data and lack of cleartpacontinuity. Even the recent significant
advances offered in our understanding of volatitiyMainwaring and colleagues and Powell and
Tucker are built on the foundations laid down bylétsen. As Crabtree and Golder (2016a) assert
the study of volatility is an area of research éed of new theoretical development, but satisfgctor
theorizing needs to be accompanied by the search fobust measure. This need is all the more

pressing given the apparent fluidity of party atetral politics.

Our analysis does not suggest that Pedersen’shoolld necessarily be consigned to a (statistical)
retirement home. Rather those employing his fornarlausing volatility statistics based on an
application of his formula should be aware of tlmitations and the explicit and implicit
assumptions made in the calculations. Nonethelssdo suggest that our analysis indicates
potentially new and fruitful paths towards a mocelwaate measure of volatility. Space precludes a

detailed examination, but three points deserve ioent

Firstly, party systems not just in Central Eurdp& in many parts of the globe across are
increasingly marked not just by the emergence of parties, but also of splits, splinters and

mergers. Even just focusing on the cases in themdg the past few decades highlights the fact
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that questions of linkage between parties at ttaddare not black and white, but shades of grey.
Some parties can be categorized as ‘genuinely (®ikk, 2005), but many more fall between the
genuinely new and old. The solution here may bentocoduce a more callibrated measure
recognizing the degree of newness i.e. that party 0% new and 50% of a continuity of party X.
Take one example from Slovakia: the creation ofghgy Most-Hid in 2009. The party’s name,
structure and programme were all new, but it wagedd by a breakaway group from the Party of
the Hungarian Coalition (SMK) including one of thadrty’s former leaders and most prominent
figures, taking with them to the 2010 elections ynahthe voters who had cast preference votes for
those individuals in previous elections. Some stigal recognition of partial continuity and change
would intuitively seem more accurate. It is worttessing that such a callibration could be done as
part of a calculation using the Pedersen indexeilin modified form. Producing a workable
measure is unlikely to be easy, but by avoidingchaiomous choice between successor and non-
successor, and moving toward a measurement oaplmkage among multiple entities would help

better capture the degree and type of party vaeesthange.

Secondly, in order to make a more robust calculatd linkage, scholars need to think more
carefully about what continuity and change are had to measure them. It may be helpful to
disaggregate parties into constituent componerdis as Katz and Mair’s (1993) three faces: party
on the ground, the party in public office and tleetp central office when seeking to examine the
transfer of “assets” (and liabilities) from partyaXt to party Y at t +1. Indeed, the very languafje

assets and liabilities indicates that with emplriegearch it would be possible when a party like
Most-Hid breaks away to derive a measure of coityinfor SMK. Admittedly, it would be

impossible to produce a fully satisfactory figubeit when the current binary choices are 0% or
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100% continuity even an imperfect calibrated figbetween those two extremes is likely to be

more accurate.

Thirdly, all this points to the need for more exd@me and coordinated data collection and for any
new models to be able to identify and accommodaevariations across space and time which
close observers of party systems often observe t{Muand Jung, 2016). We also recognize that
future research should also be directed at sea&ingpture voter volatility through survey data. We
are aware that such data cannot be retrospectiogliyired up and that aggregate-level calculations
will continue to be important as well, and we bedidhat methods of measurement which assess
mergers, splits and splinters in party systems alan serve as a new basis for understanding

parties’ institutional change.

Data collection is time-consuming and expensive eneh the most extensive data collection will
not yield perfect results. Nonetheless, there asmymcountry experts whose expertise and
knowledge of the development of party politics it cases could be pooled and coordinated to
yield rich mines of information. Otherwise contiuattempts to generate large n volatility scores
on the basis of sketchy and inconsistent data —aaatl/ses exploring other political phenomenon
using these volatility calculations - will simplyomtinue to produce edifices built on unstable

foundations.
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Table 1 Electoral volatility in 10 EU post-commurgemocracies (1990-2013)

Country Author (s)* Electoral volatility during election
period
1st 2nd 3rd 4th 5th
Bielasiak 17.5 22.8 - - -
Birch 10.0 22.0 - - -
Bulgaria Dassonneville & Hooghe 17.8 25.7 50.5 35.3 4P.8
Lane 211 23.1 47.9 - -
Powell & Tucker 21.7 39.3 57.2| 41]2 545
Sikk 19.1 24.6 - - -
Bagenholm 24.2 14.4 8.6 17(9 33.7
Bakke & Sitter 24.2 16.3 13 - -
Bielasiak 18.5 7.4 - - -
Birch 16.1 7.6 - - -
Czech _ Dassonneville & Hooghe 24.2 17.2 11.% 17.1 36.6
Republic Hane 270 | 93 | 163| | -
Mainwaring et al 31.4 185 15.7 - -
Powell & Tucker 38.5 16.7 19.4 173 -
Sikk 27.0 15.8 - - -
Toka & Henjak (Raw) 31.4 18.6 30.9 28.5
Téka & Henjak 29.2 16.4 16.6 | 20.9 -
(Adjusted)
Bagenholm 39.6 22.1 34.1 22]11 1
Bielasiak 28.4 23.4 42.4 - -
Birch 13.2 12.1 - - -
Dassonneville & Hooghe 45.4 27.8 26.6 23.1 13
Estonia Lane 27.9 33.5 35 - -
Mainwaring et al 55.6 42 36.4 - -
Meleshevich 68.0 49 35.7 - -
Powell & Tucker 62.9 44.4 40.8 397 -
Sikk 21.3 24.1 - - -
Bagenholm 22.3 30.4 19.7 4 328
Bakke & Sitter 26.8 31.6 19.1 - -

! B&genholm 2009; Bakke and Sitter 2005; Bielasi@@2and 2005; Birch 2003; Dassonneville and Hooghe
2011; Gwiazda 2015; Lane and Ersson 2007; Maingeagiral. 2016; Markowski 2016; Meleshevich 2007;
Powell and Tucker 2014; Sikk 2005; Toka and He@ja®7 (original data files and answers to processtipns
provided in personal follow-up conversation).



Bielasiak 26.4 28.5 22.5 - -
Birch 23.9 29.4 19.1 - -
Hungary® | Dassonneville & Hooghe  44.5 31.6 21.8 3 32
Lane 26.1 314 18.1 - -
Mainwaring et al 28.9 33.7 25.1 - -
Powell & Tucker 40.9 26.2 28.3 10/4 -
Sikk 23.7 32.7 - - -
Toka & Henjak (Raw) 28.3 33.6 54.3 495
Téka & Henjak 25.8 31.7 18.3 8.4 -
(Adjusted)
Bagenholm 39.8 43.7 44.8/  27|3 1
Bielasiak 33.5 24.5 51.2 - -
Birch 25.7 23.0 - - -
Dassonneville & Hooghe 42.1 58.1 49.6 26.3 2P.4
Latvia Lane 37.9 45 46.1 - -
Mainwaring et al 47.2 56.6 52.1 - -
Meleshevich 55.1 59.3 72.6 - -
Powell & Tucker 54.8 58.3 62.3| 266 -
Sikk 36.6 45.2 - - -
Bagenholm 30.4 39.9 50 31/6 -
Bielasiak 28.9 49.6 - - -
Birch 204 36.7 - - -
Dassonneville & Hooghe 35.8 48.8 50.8 33.4 -
Lithuania® [ | ane 37.4 48.3 50 - -
Meleshevich 64.0 74.1 - - -
Powell & Tucker 73.1 71.8 85.1| 47)0 -
Sikk 35.9 48.5 - - -
Bagenholm 24.4 155 36.2] 34{1 24.4
Bakke & Sitter 34.3 21.3 51.1 - -
Bielasiak 26.8 22.3 43 - -
Birch 17.9 12.3 30.0 - -
Dassonneville & Hooghe 34.4 31 51.3 37.9 24.4
Gwiazda 28.5 16.2 448/ 316 215
Poland [ ane 19.4 | 236 34.3 - -




Mainwaring et al 354 51.5 56.5 38[7 .
Markowski 34.8 19.2 49.3| 384 25
Powell & Tucker 41.6 64.8 54.4 3513 341
Sikk 31.7 21.1 - - -
Téka & Henjak (Raw) 47.4 67.0 83.5 524
Toka & Henjak 34.5 19.5 51.6 | 41.1 -
(Adjusted)
Bagenholm 14.4 30.3 19.9] 197 1
Bielasiak 12.4 21 - - -
Birch 14.0 16.6 - - -
Dassonneville & Hooghe 15.8 30.5 20.8 21.5 -
Romania | Lane 16.8 34.7 12.1 - -
Mainwaring et al 29.1 47.6 36.1 - -
Powell & Tucker 49.2 52.6 30.9| 49)6 -
Sikk 14.3 29.1 - - -
Bagenholm 20.5 22.1 329 20{8 26.1
Bakke & Sitter 20.6 20.3 30.3 - -
Bielasiak 13.3 20.1 - - -
Birch 12.8 9.4 - - -
Sovakia | Dassonneville & Hooghd  31.1 33.7 60. 246 385
Lane 13.7 21.5 28.6 - -
Powell & Tucker 45.0 61.0 68.9 39,6 -
Sikk 13.6 20.2 - - -
Téka & Henjak (Raw) 43.9 53.9 63.1 330
Tboka & Henjak 23.7 21.4 299 | 329 -
(Adjusted)
Bagenholm 22.0 27.5 23.3 35 -
Bielasiak 25.4 22.1 - - -
Birch - 17 - - -
Sovenia | Dassonneville & Hooghe  31.3 27.4 21.4 335 |
Lane 24.4 18.7 22.2 - -
Powell & Tucker 39.9 34.4 52.2| 41]3 -
Sikk 23.8 18.8 - - -
Toka & Henjak (Raw) 39.4 19.7 31.3 - -




®Although it is not always clear from the publishe&mlirces, our conversations with authors indicate
that all of these measures refer to the proportisepresentation segments within these mixed
systems.



Table 2. Volatility calculation Vaues for hypothetical Party A according to various threshold
inclusion methods.

Threshold Threshold Datacategory Election Election Election Election Average
inclusion  example 1 2 3 4 contribution
method to volatility
No 0% Actual Value 2% 7% 1% 4%
threshold Change +5 -6 +3 4.7
Individual 3% Adjusted value 0%* 7% 0%* 4%
points Change +7 -7 +4 6.0
5% Adjustedvalue  0%* 7% 0%* 0%*
Change +7 -7 0 4.7
Transition 3% Adjusted value 2% 7% 1% 4%
pairs Change +5 -6 e 4.7
5% Adjusted value 2% 7% 1% 0%*
Change +5 +6 -1 4.0
Blanket 3% Adjusted value 2% 7% 1% 4%
inclusion Change 5 -6 i 4.7
5% Adjusted value 2% 7% 1% 4%
Change +5 -6 +3 4.7
Maximum 3% Vaue 2% 0% 1% 1%
difference Change 2 1 1
between
methods 5% Min. Value 2% 0% 1% 4%
Change | 1 4

*Vaue recalculated from actual € ection value due to threshold inclusion method.



Table 3 (previoudly table 4. Re-numbered as table 3 moved to the appendix): The relative
importance of linkage, threshold and exclusion [column model 3 removed)]

Model Model 1 Model 2
Description Basic Modd Basic
+Interactions
Number of observations 3,960 3,960
R-squared 0.673 0.676
Root MSE 0.082 0.082
Constant 0.200*** 0.188***
(0.006) (0.007)
Conti r_1uity methoql Rel axed 0.048*** 0.070***
g;e;sreelé gte;gnl)ncl usive linkage (0.003) (0.005)
Strict 0.152*** 0.174***
linkage (0.004) (0.007)
Threshold size -0.809*** -0.358
(0.082) (0.197)
Threshol dincl L.JSi.OI’] method Trgnsiti ond -0.003 0.002
f)?)?ﬁ? S|)ne = Individual pairs (0.003) (0.006)
Blanket -0.002 0.001
inclusion (0.003) (0.006)
Excluded data method Aggregated 0.013*** 0.002
linked other (0.003) (0.005)
In_teractior_m: T_hreshold Size Rel axed - -0.821***
Strict - -0.901***
linkage i (0.229)
Interaction: Threshold size  Transitional - -0.200
e mn P - 0z
Individua points) Blanket - -0.098
inclusion i (0.202)
Interaction: Threshold size  Aggregated - 0.435**

with Excluded datamethod  linked other ) (0.164)



ACCEPTED MANUSCRIPT

Note: OLS with Robust Standard Errors (in brackets). ** p <.01; *** p <.001



Table 4. (all new, added at the suggestion of reviewer #4) Overal summary of volatility related options and recommendations

Problem | Question Method What the M ethod Does Effect of Method Recommendation
Dedling | How to treat Inclusive M easures continuity between a Produces low volatilty magnitude | Authors should understand and specify the
with continuity aggregation | party and the sum of all because it avoids major ingtitutional | logic and impact of the method they choose.
change | overtime successors or predecessors and shiftsin parties. Each method reflects a distinct understanding of
when parties ignore name changes the meaning of change and none isinherently
change? Relaxed Accepts continuity between a Produces higher volatility preferable, but the choice of method has amajor
linkage party and the successor or magnitude than inclusive impact on outcomes and must be specified and
predecessor with the largest vote | aggregation becauseit is affected to | justified to prevent confusion. Comparing the
share regardless of name change | some degree by ingtitutional shifts results of more than one method may enrich
Strict Accepts continuity only for Produces the highest volatility discussion by helping to identify problem areas.
linkage parties of the same name and magnitude because it is extremely Further research is needed on non-binary
organizational continuity. sensitive to institutional shifts. approaches that reflect partial continuity.
Dedling | Wheretoset | Threshold Excludes data points below a Produces lower volatility Lower thresholds are better than larger ones
with size | thethreshold | Level chosen level which canbesetat | magnitude at higher thresholds because they are less likely to underestimate
for excluding any point from zero up because they ignore movement volatility, but very low thresholdsimpose very
very small below the threshold. high data-gathering costs for small parties. A
data points? threshold of 0.5% or 1.0% keeps data-gathering
costs reasonabl e without much loss of accuracy.
How to ded Only Includes only data points above Minimizes data costs by looking Transition pair and Blanket inclusion methods
with data Individual threshold and sets all othersto only above the threshold, and needs | are both reasonable choices because they avoid
pointsbelow | points zero no retro-active calculation but the tendency of the Individual points method to
the threshold artificially introduces volatility. artificially introduce volatility. Between the two,
for parties Transition Includes dl data points abovethe | Keeps data costs relatively low by | the Transition Pair method has |ower data-
that Pairs threshold and al data points avoiding the most obscure periods gathering costs but aslightly higher chance of
sometimes immediately preceding and of small parties, but may lead to introducing small amounts of volatility, while the
rise above the following thosein time. counterintuitive resultsin rare cases. | Blanket inclusion method comes closest to a zero-
threshold? Blanket Includes al data points for a M aximizes data cost, especialy if | threshold model with its higher data-gathering
Inclusion party if that party exceeds the threshold is very low, but produces | costs. Both may require some retro-active
threshold even once results closest to zero threshold recal culation with the addition of new data.
What to do Aggregation | Aggregates al vote shares Acknowledges all available data, Exclusion method is mor e reliable though it may
with data excluded by the thresholdintoa | but does not serveasardliable produce a dight under-estimate of volatility. The
pointsthat do single "other" and treat it asa indicator unless al changes point Aggregation method is not asreliable becauseits
not meet party initsown right in the same direction. unified "other" treats multiple independent parties
threshold i i i asasingle unit and its composition variesin
Exclusion Removes from subsequent Avoids unreliable results by

requirements?

caculation al vote shares
excluded by the threshold

ignoring data below the threshold.

unspecified ways over time.




Table A for Appendix (an amended version of Tabla &e original submission). Method choices ofhaus in Pedersen Index calculations:

move to appendix
Author Dealing with size
Inclusion standards and method

Threshold for Threshold
inclusion? inclusion method

Dealing with change

Continuity method

Excluded data How to determine How to determine Categorization
method successor in case of predecessor in case
party split of party merger

Bagenholm Election threshold = Individual points

Bakke 2% Transitional pairs
Bielsiak No -

Birch No -
Dassonenville 1% Individual points
& Hooghe

Gwiazdka No -

Lane & No -

Ersson

Aggregated anBarty of same name; if Sum of predecessors  Mixed method
linked other not, no successor (Inclusive aggregation for
predecessor, Relaxed
linkage for successor)

Aggregated andsum of successors Sum of predecessors  Inclusiveg@aggmn
linked other
Aggregated and Sum of successors Sum of predecessors  Inclusivegaggn
linked other
Aggregated and Party of same name; if Party of same name; Strict linkage
linked other not, No successor if not, merger is new
Aggregated andSum of successors Sum of predecessors  Inclusivegaggn
linked other
None Largest offspring partySum of predecessors  Mixed method
(Inclusive aggregation for
predecessor, Relaxed
linkage for successor)
Aggregated and Sum of successors Sum of predecessors  Inclusiveeggtion
linked other



Mainwaring,
Espaina &
Gervasoni

MarkowskKi

Meleshevich

Powell &
Tucker

Sikk

Toka (raw)

Toka
(adjusted)

No

No

No

2%

No

No

No

Individual points

None Party of same name; ifParty of same name; Relaxed linkage
not, largest offspring  if not, largest parent

None Sum of successors Sum of predecessors  ivelaggregation
None Author chooses Author chooses Mixed linkage (Relaxed
successor predecessor linkage and Strict linkage)

Uncalculated Party of same naine;All mergers new

not, Nno successor unless under 5%

Strict linkage

Aggregated and Sum of successors Sum of predecessors  Inclusivegaggn

linked other
None Party of same name; Party of same name; Relaxed linkage
not, largest offspring  if not, largest parent
None Sum of successors Sum of predecessors  ivelaggregation

*All authors use an inclusive aggregation apprdactelectoral coalitions except for Mainwaring, BSp and Gervasoni, who in this case adopt a relaxed
linkage approach by using the largest predecessty.p



Figure 1 Averages of pair-wise differences in election-period volatility results according to
author.
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Figure 2a. Volatility in the Czech Republic, 1990-2013
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Figure 2b. Volatility in Hungary, 1990-2014
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Figure 2c. Volatility in Slovakia, 1990-2012
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Figure 3 The Inclusive aggregation method’s “Z-efffe
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Figure 4 Volatlity scores for Inclusive aggregation and Strict linkage methods in the Czech
Republic, Hungary and Slovakia, 1990-2014.
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