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Abstract

The algorithms used by the ATLAS Collaboration to reconstruct and identify prompt photons
are described. Measurements of the photon identification efficiencies are reported, us-
ing 4.9 fb−1 of pp collision data collected at the LHC at

√
s = 7 TeV and 20.3 fb−1

at
√

s = 8 TeV. The efficiencies are measured separately for converted and unconverted
photons, in four different pseudorapidity regions, for transverse momenta between 10 GeV
and 1.5 TeV. The results from the combination of three data-driven techniques are compared
to the predictions from a simulation of the detector response, after correcting the electromag-
netic shower momenta in the simulation for the average differences observed with respect
to data. Data-to-simulation efficiency ratios used as correction factors in physics measure-
ments are determined to account for the small residual efficiency differences. These factors
are measured with uncertainties between 0.5% and 10% in 7 TeVdata and between 0.5%
and 3% in 8 TeV data, depending on the photon transverse momentum and pseudorapidity.
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1. Introduction

Several physics processes occurring in proton–proton collisions at the Large Hadron Collider (LHC)
produce final states withprompt photons, i.e. photons not originating from hadron decays. The main
contributions come from non-resonant production of photons in association with jets or of photon pairs,
with cross sections respectively of the order of tens of nanobarns or picobarns [1–6]. The study of such
final states, and the measurement of their production cross sections, are of great interest as they probe the
perturbative regime of QCD and can provide useful information about the parton distribution functions
of the proton [7]. Prompt photons are also produced in rarer processes that are key to the LHC physics
programme, such as diphoton decays of the Higgs boson discovered with a mass near 125 GeV, produced
with a cross section times branching ratio of about 20 fb at

√
s = 8 TeV [8]. Finally, some expected

signatures of physics beyond the Standard Model (SM) are characterised by the presence of prompt
photons in the final state. These include resonant photon pairs from graviton decays in models with extra
spatial dimensions [9], pairs of photons accompanied by large missing transversemomentum produced
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in the decays of pairs of supersymmetric particles [10] and events with highly energetic photons and jets
from decays of excited quarks or other exotic scenarios [11].

The identification of prompt photons in hadronic collisionsis particularly challenging since an over-
whelming majority of reconstructed photons is due tobackground photons. These are usually real photons
originating from hadron decays in processes with larger cross sections than prompt-photon production.
An additional smaller component of background photon candidates is due to hadrons depositing in the
detector an amount of energy consistent with that of a real photon.

Prompt photons are separated from background photons in theATLAS experiment by means of selec-
tions on quantities describing the shape and properties of the associated electromagnetic showers and by
requiring them to be isolated from other particles in the event. An estimate of the efficiency of the photon
identification criteria can be obtained from Monte Carlo (MC) simulation. Such an estimate, however,
is subject to large,O(10%), systematic uncertainties. These uncertainties arise from limited knowledge
of the detector material, from an imperfect description of the shower development and from the detector
response [1]. Ultimately, for high-precision measurements and for accurate comparisons with the predic-
tions from the SM or from theories beyond the SM, a determination of the photon identification efficiency
with an uncertainty ofO(1%) or smaller is needed in a large energy range from 10 GeV toseveral TeV.
This can only be achieved through the use of data control samples. However, this can present several
difficulties since there is no single physics process that produces a pure sample of prompt photons in a
large transverse momentum (ET) range.

In this document, the reconstruction and identification of photons by the ATLAS detector are described, as
well as the measurements of the identification efficiency. Both photons that do (calledconverted photons
in the following) or do not convert (calledunconverted photonsin the following) to electron-positron
pairs in the detector material upstream of the ATLAS electromagnetic calorimeter are considered. The
measurements use the full Run-1ppcollision dataset recorded at centre-of-mass energies of 7and 8 TeV.
The details of the selections and the results are given for the data collected in 2012 at

√
s = 8 TeV. The

same algorithms are applied with minor differences to the
√

s= 7 TeV data collected in 2011.

To overcome the difficulties arising from the absence of a single, pure control sample of prompt photons
over a largeET range, three different data-driven techniques are used. A first method selects photons
from radiative decays of theZ boson (Radiative Zmethod). A second one extrapolates photon properties
from electrons and positrons fromZ boson decays by exploiting the similarity of the photon and electron
interactions with the ATLAS electromagnetic calorimeter (Electron Extrapolationmethod). A third ap-
proach exploits a technique to determine the fraction of background present in a sample of isolated photon
candidates (Matrix Method). Each of these techniques can measure the photon identification efficiency in
complementary but overlappingET regions with varying precision.

This document is organised as follows. After an overview of the ATLAS detector in Sect.2, the photon
reconstruction and identification algorithms used in ATLASare detailed in Sect.3. Section4 summar-
ises the data and simulation samples used and describes the corrections applied to the simulated photon
shower shapes in order to improve agreement with the data. InSect.5 the three data-driven approaches
to the measurement of the photon identification efficiency are described, listing their respective sources
of uncertainty and the precision reached in the relevantET ranges. The results obtained with the

√
s= 8

TeV data collected in 2012, their consistency in the overlapping ET intervals and the comparison to the
MC predictions are presented in Sect.6. Results obtained for the identification criteria used during the
2011 data-taking period at

√
s = 7 TeV are described in Sect.7. Finally, Sect.8 discusses the impact of

multiple inelastic interactions in the same beam crossing on the photon identification efficiency.
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2. ATLAS detector

The ATLAS experiment [12] is a multi-purpose particle detector with approximately forward-backward
symmetric cylindrical geometry and nearly 4π coverage in solid angle.1

The inner tracking detector (ID), surrounded by a thin superconducting solenoid providing a 2 T axial
magnetic field, provides precise reconstruction of tracks within a pseudorapidity range|η| . 2.5. The
innermost part of the ID consists of a silicon pixel detector(50.5 mm< r < 150 mm) providing typic-
ally three measurement points for charged particles originating in the beam-interaction region. The layer
closest to the beam pipe (referred to as theb-layer in this paper) contributes significantly to precision
vertexing and provides discrimination between prompt tracks and photon conversions. A semiconductor
tracker (SCT) consisting of modules with two layers of silicon microstrip sensors surrounds the pixel
detector, providing typically eight hits per track at intermediate radii (275 mm< r < 560 mm). The out-
ermost region of the ID (563 mm< r < 1066 mm) is covered by a transition radiation tracker (TRT) con-
sisting of straw drift tubes filled with a xenon gas mixture, interleaved with polypropylene/polyethylene
transition radiators. For charged particles with transverse momentumpT > 0.5 GeV within its pseu-
dorapidity coverage (|η| . 2), the TRT provides typically 35 hits per track. The distinction between trans-
ition radiation (low-energy photons emitted by electrons traversing the radiators) and tracking signals is
obtained on a straw-by-straw basis using separate low and high thresholds in the front-end electronics.
The inner detector allows an accurate reconstruction and transverse momentum measurement of tracks
from the primary proton–proton collision region. It also identifies tracks from secondary vertices, per-
mitting the efficient reconstruction of photon conversions up to a radial distance of about 80 cm from the
beamline.

The solenoid is surrounded by a high-granularity lead/liquid-argon (LAr) sampling electromagnetic (EM)
calorimeter with an accordion geometry. The EM calorimetermeasures the energy and the position of
electromagnetic showers with|η| < 3.2. It is divided into a barrel section, covering the pseudorapidity
region|η| < 1.475, and two end-cap sections, covering the pseudorapidityregions 1.375< |η| < 3.2. The
transition region between the barrel and the end-caps, 1.37 < |η| < 1.52, has a large amount of material
upstream of the first active calorimeter layer. The EM calorimeter is composed, for|η| < 2.5, of three
sampling layers, longitudinal in shower depth. The first layer has a thickness of about 4.4 radiation lengths
(X0). In the ranges|η| < 1.4 and 1.5 < |η| < 2.4, the first layer is segmented into high-granularity stripsin
theη direction, with a typical cell size of 0.003× 0.0982 in∆η × ∆φ in the barrel. For 1.4 < |η| < 1.5 and
2.4 < |η| < 2.5 theη-segmentation of the first layer is coarser, and the cell sizeis∆η×∆φ = 0.025×0.0982.
The fineη granularity of the strips is sufficient to provide, for transverse momenta up toO(100 GeV), an
event-by-event discrimination between single photon showers and two overlapping showers coming from
the decays of neutral hadrons, mostlyπ0 and η mesons, in jets in the fiducial pseudorapidity region
|η| < 1.37 or 1.52 < |η| < 2.37. The second layer has a thickness of about 17X0 and a granularity of
0.025× 0.0245 in∆η × ∆φ. It collects most of the energy deposited in the calorimeterby photon and
electron showers. The third layer has a granularity of 0.05× 0.0245 in∆η × ∆φ and a depth of about
2 X0. It is used to correct for leakage beyond the EM calorimeter of high-energy showers. In front of the
accordion calorimeter, a thin presampler layer, covering the pseudorapidity interval|η| < 1.8, is used to

1 ATLAS uses a right-handed coordinate system with its originat the nominal interaction point (IP) in the centre of the detector
and thez-axis along the beam pipe. Thex-axis points from the IP to the centre of the LHC ring, and they-axis points
upward. Cylindrical coordinates (r, φ) are used in the transverse plane,φ being the azimuthal angle around the beam pipe.
The pseudorapidity is defined in terms of the polar angleθ as η = − ln tan(θ/2). The photon transverse momentum is
ET = E/ cosh(η), whereE is its energy.
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correct for energy loss upstream of the calorimeter. The presampler consists of an active LAr layer with
a thickness of 1.1 cm (0.5 cm) in the barrel (end-cap) and has agranularity of∆η×∆φ = 0.025× 0.0982.
The material upstream of the presampler has a thickness of about 2 X0 for |η| < 0.6. In the region
0.6 < |η| < 0.8 this thickness increases linearly from 2X0 to 3 X0. For 0.8 < |η| < 1.8 the material
thickness is about or slightly larger than 3X0, with the exception of the transition region between the
barrel and the end-caps and the region near|η| = 1.7, where it reaches 5–6X0. A sketch of a barrel
module of the electromagnetic calorimeter is shown in Fig.1.

The hadronic calorimeter surrounds the EM calorimeter. It consists of an iron–scintillator tile calorimeter
in the central region (|η| < 1.7), and LAr sampling calorimeters with copper and tungsten absorbers in the
end-cap (1.5 < |η| < 3.2) and forward (3.1 < |η| < 4.9) regions.

The muon spectrometer surrounds the calorimeters. It consists of three large superconducting air-core
toroid magnets, each with eight coils, a system of precisiontracking chambers (|η| < 2.7), and fast
tracking chambers (|η| < 2.4) for triggering.

A three-level trigger system selects events to be recorded for offline analysis. To reduce the data acquis-
ition rate of low-threshold triggers, used for collecting various control samples, prescale factors (N) can
be applied to each trigger, such that only 1 inN events passing the trigger causes an event to be accepted
at that trigger level.
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Figure 1: Sketch of a barrel module of the ATLAS electromagnetic calorimeter. The different longitudinal layers
(one presampler, PS, and three layers in the accordion calorimeter) are depicted. The granularity inη andφ of the
cells of each layer is also shown.
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3. Photon reconstruction and identification

3.1. Photon reconstruction

The electromagnetic shower, originating from an energeticphoton’s interaction with the EM calorimeter,
deposits a significant amount of energy in a small number of neighbouring calorimeter cells. As photons
and electrons have very similar signatures in the EM calorimeter, their reconstruction proceeds in parallel.
The electron reconstruction, including a dedicated, cluster-seeded track-finding algorithm to increase
the efficiency for the reconstruction of low-momentum electron tracks, is described in Ref. [13]. The
reconstruction of unconverted and converted photons proceeds in the following way:

• seed clusters of EM calorimeter cells are searched for;

• tracks reconstructed in the inner detector are loosely matched to seed clusters;

• tracks consistent with originating from a photon conversion are used to create conversion vertex
candidates;

• conversion vertex candidates are matched to seed clusters;

• a final algorithm decides whether a seed cluster correspondsto an unconverted photon, a converted
photon or a single electron based on the matching to conversion vertices or tracks and on the cluster
and track(s) four-momenta.

In the following the various steps of the reconstruction algorithms are described in more detail.

The reconstruction of photon candidates in the region|η| < 2.5 begins with the creation of a preliminary
set of seed clusters of EM calorimeter cells. Seed clusters of size∆η×∆φ = 0.075×0.123 with transverse
momentum above 2.5 GeV are formed by a sliding-window algorithm [14]. After an energy comparison,
duplicate clusters of lower energy are removed from nearby seed clusters. From MC simulations, the
efficiency of the initial cluster reconstruction is estimated to be greater than 99% for photons withET >

20 GeV.

Once seed clusters are reconstructed, a search is performedfor inner detector tracks [15, 16] that are
loosely matched to the clusters, in order to identify and reconstruct electrons and photon conversions.
Tracks are loosely matched to a cluster if the angular distance between the cluster barycentre and the
extrapolated track’s intersection point with the second sampling layer of the calorimeter is smaller than
0.05 (0.2) alongφ in the direction of (opposite to) the bending of the tracks inthe magnetic field of
the ATLAS solenoid, and smaller than 0.05 alongη for tracks with hits in the silicon detectors,i.e. the
pixel and SCT detectors. Tracks with hits in the silicon detectors are extrapolated from the point of
closest approach to the primary vertex, while tracks without hits in the silicon detectors are extrapolated
from the last measured point. The track is extrapolated to the position corresponding to the expected
maximum energy deposit for EM showers. To efficiently select low-momentum tracks that may have
suffered significant bremsstrahlung losses before reaching thecalorimeter, a similar matching procedure
is applied after rescaling the track momentum to the measured cluster energy. The previous matching
requirements are applied except that theφ difference in the direction of bending should be smaller than
0.1. Tracks that are loosely matched to a cluster and with hits in the silicon detectors are refitted with
a Gaussian-sum-filter technique [17, 18], to improve the track parameter resolution, and are retained for
the reconstruction of electrons and converted photons.

6



“Double-track” conversion vertex candidates are reconstructed from pairs of oppositely charged tracks
in the ID that are likely to be electrons. For each track the likelihood to be an electron, based on high-
threshold hits and time-over-threshold of low-threshold hits in the TRT, is required to be at least 10%
(80%) for tracks with (without) hits in the silicon detectors. Since the tracks of a photon conversion
are parallel at the place of conversion, geometric requirements are used to select the track pairs. Track
pairs are classified into three categories, whether both tracks (Si–Si), none (TRT–TRT) or only one of
them (Si–TRT) have hits in the silicon detectors. Track pairs fulfilling the following requirements are
retained:

• ∆ cotθ between the two tracks (taken at the tracks’ points of closest approach to the primary vertex)
is less than 0.3 for Si–Si track pairs and 0.5 for track pairs with at least one track without hits in the
silicon detectors. This requirement is not applied for TRT–TRT track pairs with both tracks within
|η| < 0.6.

• The distance of closest approach between the two tracks is less than 10 mm for Si–Si track pairs
and 50 mm for track pairs with at least one track without hits in the silicon detectors.

• The difference between the sum of the radii of the helices that can be constructed from the electron
and positron tracks and the distance between the centres of the two helices is between−5 and 5 mm,
between−50 and 10 mm, or between−25 and 10 mm, for Si–Si, TRT–TRT and Si–TRT track pairs,
respectively.

• ∆φ between the two tracks (taken at the estimated vertex position before the conversion vertex fit)
is less than 0.05 for Si–Si track pairs and 0.2 for tracks pairs with at least one track without hits in
the silicon detectors.

A constrained conversion vertex fit with three degrees of freedom is performed using the five measured
helix parameters of each of the two participating tracks with the constraint that the tracks are parallel at
the vertex. Only the vertices satisfying the following requirements are retained:

• Theχ2 of the conversion vertex fit is less than 50. This loose requirement suppresses fake candid-
ates from random combination of tracks while being highly efficient for true photon conversions.

• The radius of the conversion vertex, defined as the distance from the vertex to the beamline in the
transverse plane, is greater than 20 mm, 70 mm or 250 mm for vertices from Si–Si, Si–TRT and
TRT–TRT track pairs, respectively.

• The difference inφ between the vertex position and the direction of the reconstructed conversion is
less than 0.2.

The efficiency to reconstruct photon conversions as double-track vertex candidates decreases significantly
for conversions taking place in the outermost layers of the ID. This effect is due to photon conversions in
which one of the two produced electron tracks is not reconstructed either because it is very soft (asymmet-
ric conversions where one of the two tracks haspT < 0.5 GeV), or because the two tracks are very close
to each other and cannot be adequately separated. For this reason, tracks without hits in theb-layer that
either have an electron likelihood greater than 95%, or haveno hits in the TRT, are considered as “single-
track” conversion vertex candidates. In this case, since a conversion vertex fit cannot be performed, the
conversion vertex is defined to be the location of the first measurement of the track. Tracks which pass
through a dead region of theb-layer are not considered as single-track conversions unless they are missing
a hit in the second pixel layer.
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As in the loose track matching, the matching of the conversion vertices to the clusters relies on an extra-
polation of the conversion candidates to the second sampling layer of the calorimeter, and the comparison
of the extrapolatedη andφ coordinates to theη andφ coordinates of the cluster centre. The details of the
extrapolation depend on the type of the conversion vertex candidate.

• For double-track conversion vertex candidates for which the track transverse momenta differ by
less than a factor of four from each other, each track is extrapolated to the second sampling layer
of the calorimeter and is required to be matched to the cluster.

• For double-track conversion vertex candidates for which the track transverse momenta differ by
more than a factor of four from each other, the photon direction is reconstructed from the electron
and positron directions determined by the conversion vertex fit, and used to perform a straight-line
extrapolation to the second sampling layer of the calorimeter, as expected for aneutral particle.

• For single-track conversion vertex candidates, the track is extrapolated from its last measurement.

Conversion vertex candidates built from tracks with hits inthe silicon detectors are considered matched
to a cluster if the angular distance between the extrapolated conversion vertex candidate and the cluster
centre is smaller than 0.05 in bothη andφ. If the extrapolation is performed for single-track conversions,
the window inφ is increased to 0.1 in the direction of the bending. For tracks without hits in the silicon
detectors, the matching requirements are tighter:

• The distance inφ between the extrapolated track(s) and the cluster is less than 0.02 (0.03) in the
direction of (opposite to) the bending. In the case where theconversion vertex candidate is extra-
polated as a neutral particle, the distance is required to beless than 0.03 on both sides.

• The distance inη between the extrapolated track(s) and the cluster is less than 0.35 and 0.2 in the
barrel and end-cap sections of the TRT, respectively. The criteria are significantly looser than in
theφ direction since the TRT does not provide a measurement of thepseudorapidity in its barrel
section. In the case that the conversion vertex candidate isextrapolated as a neutral particle, the
distance is required to be less than 0.35.

In the case of multiple conversion vertex candidates matched to the same cluster, the final conversion
vertex candidate is chosen as follows:

• preference is given to double-track candidates over single-track candidates;

• if both conversion vertex candidates are formed from the same number of tracks, preference is
given to the candidate with more tracks with hits in the silicon detectors;

• if the conversion vertex candidates are formed from the samenumber of tracks with hits in the
silicon detectors, preference is given to the vertex candidate with smaller radius.

The final arbitration between the unconverted photon, converted photon and electron hypotheses for the
reconstructed EM clusters is performed in the following way[19]:

• Clusters to which neither a conversion vertex candidate norany track has been matched during the
electron reconstruction are considered unconverted photon candidates.

• Electromagnetic clusters matched to a conversion vertex candidate are considered converted photon
candidates. For converted photon candidates that are also reconstructed as electrons, the electron
track is evaluated against the track(s) originating from the conversion vertex candidate matched to
the same cluster:

8



1. If the track coincides with a track coming from the conversion vertex, the converted photon
candidate is retained.

2. The only exception to the previous rule is the case of a double-track conversion vertex can-
didate where the coinciding track has a hit in theb-layer, while the other track lacks one (for
this purpose, a missing hit in a disabledb-layer module is counted as a hit2).

3. If the track does not coincide with any of the tracks assigned to the conversion vertex candid-
ate, the converted photon candidate is removed, unless the track pT is smaller than thepT of
the converted photon candidate.

• Single-track converted photon candidates are recovered from objects that are only reconstructed as
electron candidates withpT > 2 GeV andE/p < 10 (E being the cluster energy andp the track
momentum), if the track has no hits in the silicon detectors.

• Unconverted photon candidates are recovered from reconstructed electron candidates if the electron
candidate has a corresponding track without hits in the silicon detectors and withpT < 2 GeV, or
if the electron candidate is not considered as single-trackconverted photon and its matched track
has a transverse momentum lower than 2 GeV orE/p greater than 10. The corresponding electron
candidate is then removed from the event. Using this procedure around 85% of the unconverted
photons erroneously categorised as electrons are recovered.

From MC simulations, 96% of prompt photons withET > 25 GeV are expected to be reconstructed as
photon candidates, while the remaining 4% are incorrectly reconstructed as electrons but not as photons.
The reconstruction efficiencies of photons with transverse momenta of a few tens of GeV (relevant for the
search for Higgs boson decays to two photons) are checked in data with a technique described in Ref. [20].
The results point to inefficiencies and fake rates that exceed by up to a few percent the predictions from
MC simulation. The efficiency to reconstruct photon conversions decreases at highET (> 150 GeV),
where it becomes more difficult to separate the two tracks from the conversions. Such conversions with
very close-by tracks are often not recovered as single-track conversions because of the tighter selections,
including the transition radiation requirement, applied to single-track conversion candidates. The overall
photon reconstruction efficiency is thus reduced to about 90% forET around 1 TeV.

The final photon energy measurement is performed using information from the calorimeter, with a cluster
size that depends on the photon classification.3 In the barrel, a cluster of size∆η × ∆φ = 0.075× 0.123
is used for unconverted photon candidates, while a cluster of size 0.075× 0.172 is used for converted
photon candidates to compensate for the opening between theconversion products in theφ direction
due to the magnetic field of the ATLAS solenoid. In the end-cap, a cluster size of 0.125× 0.123 is
used for all candidates. The photon energy calibration, which accounts for upstream energy loss and
both lateral and longitudinal leakage, is based on the same procedure that is used for electrons [20, 21]
but with different calibration factors for converted and unconverted photon candidates. In the following
the photon transverse momentumET is computed from the photon cluster’s calibrated energyE and the
pseudorapidityη2 of the barycentre of the cluster in the second layer of the EM calorimeter asET =

E/ cosh(η2).

2 About 6.3% of theb-layer modules were disabled at the end of Run 1 due to individual module failures like low-voltage or
high-voltage powering faults or data transmission faults.During the shutdown following the end of Run 1, repairs reduced
theb-layer fault fraction to 1.4%

3 For converted photon candidates, the energy calibration procedure uses the following as additional inputs: (i)pT/ET and
the momentum balance of the two conversion tracks if both tracks are reconstructed by the silicon detectors, and (ii) the
conversion radius for photon candidates with transverse momentum above 3 GeV.
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3.2. Photon identification

To distinguish prompt photons from background photons, photon identification with high signal efficiency
and high background rejection is required for transverse momenta from 10 GeV to the TeV scale. Photon
identification in ATLAS is based on a set of cuts on several discriminating variables. Such variables, listed
in Table1 and described in AppendixA, characterise the lateral and longitudinal shower development in
the electromagnetic calorimeter and the shower leakage fraction in the hadronic calorimeter. Prompt
photons typically produce narrower energy deposits in the electromagnetic calorimeter and have smaller
leakage to the hadronic one compared to background photons from jets, due to the presence of additional
hadrons near the photon candidate in the latter case. In addition, background candidates from isolated
π0→ γγ decays – unlike prompt photons – are often characterised by two separate local energy maxima
in the finely segmented strips of the first layer, due to the small separation between the two photons. The
distributions of the discriminating variables for both theprompt and background photons are affected by
additional softpp interactions that may accompany the hard-scattering collision, referred to as in-time
pile-up, as well as by out-of-time pile-up arising from bunches before or after the bunch where the event
of interest was triggered. Pile-up results in the presence of low-ET activity in the detector, including
energy deposition in the electromagnetic calorimeter. This effect tends to broaden the distributions of
the discriminating variables and thus to reduce the separation between prompt and background photon
candidates.

Two reference selections, alooseone and atight one, are defined. Thelooseselection is based only on
shower shapes in the second layer of the electromagnetic calorimeter and on the energy deposited in the
hadronic calorimeter, and is used by the photon triggers. The loose requirements are designed to provide
a high prompt-photon identification efficiency with respect to reconstruction. Their efficiency rises from
97% atEγT = 20 GeV to above 99% forEγT > 40 GeV for both the converted and unconverted photons,
and the corresponding background rejection factor is about1000 [19]. The rejection factor is defined as
the ratio of the number of initial jets withpT > 40 GeV in the acceptance of the calorimeter to the number
of reconstructed background photon candidates satisfyingthe identification criteria. Thetight selection
adds information from the finely segmented strip layer of thecalorimeter, which provides good rejection
of hadronic jets where a neutral meson carries most of the jetenergy. Thetight criteria are separately op-
timised for unconverted and converted photons to provide a photon identification efficiency of about 85%
for photon candidates with transverse energyET > 40 GeV and a corresponding background rejection
factor of about 5000 [19].

The selection criteria are different in seven intervals of the reconstructed photon pseudorapidity (0.0–0.6,
0.6–0.8, 0.8–1.15, 1.15–1.37, 1.52–1.81, 1.81–2.01, 2.01–2.37) to account for the calorimeter geometry
and for different effects on the shower shapes from the material upstream of the calorimeter, which is
highly non-uniform as a function of|η|.

The photon identification criteria were first optimised prior to the start of the data-taking in 2010, on sim-
ulated samples of prompt photons fromγ+jet, diphoton andH → γγ events and samples of background
photons in QCD multi-jet events [19]. Before the 2011 data-taking, thelooseand thetight selections
were loosened, without further re-optimisation, in order to reduce the systematic effects associated to the
differences between the calorimetric variables measured from data and their description by the ATLAS
simulation. Prior to the 8 TeV run in 2012, the identificationcriteria were reoptimised based on improved
simulations in which the values of the shower shape variables are slightly shifted to improve the agree-
ment with the data shower shapes, as described in the next section. Due to the higher pile-up in the 2012
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Category Description Name loose tight

Acceptance |η| < 2.37, with 1.37< |η| < 1.52 excluded – X X

Hadronic leakage Ratio ofET in the first sampling layer of the hadronic
calorimeter toET of the EM cluster (used over the
range|η| < 0.8 or |η| > 1.37)

Rhad1 X X

Ratio of ET in the hadronic calorimeter toET of the
EM cluster (used over the range 0.8 < |η| < 1.37)

Rhad X X

EM Middle layer Ratio of 3× 7 η × φ to 7× 7 cell energies Rη X X

Lateral width of the shower wη2 X X

Ratio of 3×3 η × φ to 3×7 cell energies Rφ X

EM Strip layer Shower width calculated from three strips around the
strip with maximum energy deposit

ws3 X

Total lateral shower width wstot X

Energy outside the core of the three central strips but
within seven strips divided by energy within the three
central strips

Fside X

Difference between the energy associated with the
second maximum in the strip layer and the energy re-
constructed in the strip with the minimum value found
between the first and second maxima

∆E X

Ratio of the energy difference associated with the
largest and second largest energy deposits to the sum
of these energies

Eratio X

Table 1: Discriminating variables used forlooseandtight photon identification.

data compared to the 2011 data, the criteria were tuned for robustness against pile-up effects by relax-
ing the requirements on the shower shapes more susceptible to it and tightening the selection on others.
The discriminating variables that are most sensitive to pile-up are found to be the energy leakage in the
hadronic compartment and the shower width in the second sampling layer of the EM calorimeter.

3.3. Photon isolation

The identification efficiencies presented in this article are measured for photon candidates passing an
isolation requirement, similar to those applied to reduce hadronic background in cross-section measure-
ments or searches for exotic processes with photons [1–6, 8, 9, 11, 22]. In the data taken at

√
s= 8 TeV,

the calorimeter isolation transverse energyEiso
T [23] is required to be lower than 4 GeV. This quantity

is computed from positive-energy three-dimensional topological clusters reconstructed in a cone of size
∆R=

√

(∆η)2 + (∆φ)2 = 0.4 around the photon candidate.
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The contributions toEiso
T from the photon itself and from the underlying event and pile-up are subtrac-

ted. The correction for the photon energy outside the cluster is computed as the product of the photon
transverse energy and a coefficient determined from separate simulations of converted and unconverted
photons. The underlying event and pile-up energy correction is computed on an event-by-event basis
using the method described in Refs. [24] and [25]. A kT jet-finding algorithm [26, 27] of size parameter
R = 0.5 is used to reconstruct all jets without any explicit transverse momentum threshold, starting from
the three-dimensional topological clusters reconstructed in the calorimeter. Each jet is assigned an area
Ajet via a Voronoi tessellation [28] of the η–φ space. According to this algorithm, every point within a
jet’s assigned area is closer to the axis of that jet than to the axis of any other jet. The ambient transverse
energy densityρUE(η) from pile-up and the underlying event is taken to be the median of the transverse
energy densitiespjet

T /Ajet of jets with pseudorapidity|η| < 1.5 or 1.5 < |η| < 3.0. The area of the photon
isolation cone is then multiplied byρUE to compute the correction toEiso

T . The estimated ambient trans-
verse energy fluctuates significantly event-by-event, reflecting the fluctuations in the underlying event and
pile-up activity in the data. The typical size of the correction is 2 GeV in the central region and 1.5 GeV
in the forward region.

A slight dependence of the identification efficiency on the isolation requirement is observed, as discussed
in Section6.2.

4. Data and Monte Carlo samples

The data used in this study consist of the 7 TeV and 8 TeV proton–proton collisions recorded by the
ATLAS detector during 2011 and 2012 in LHC Run 1. They correspond respectively to 4.9 fb−1 and
20.3 fb−1 of integrated luminosity after requiring good data quality. The mean number of interactions per
bunch crossing,µ, was 9 and 21 on average in the

√
s= 7 and 8 TeV datasets, respectively.

TheZ boson radiative decay and the electron extrapolation methods use data collected with the lowest-
threshold lepton triggers with prescale factors equal to one and thus exploit the full luminosity of Run
1. For the data collected in 2012 at

√
s = 8 TeV, the transverse momentum thresholds for single-lepton

triggers are 25 (24) GeV forℓ = e (µ), while those for dilepton triggers are 12 (13) GeV. For the data
collected in 2011 at

√
s = 7 TeV, the transverse momentum thresholds for single-lepton triggers are 20

(18) GeV forℓ = e (µ), while those for dilepton triggers are 12 (10) GeV. The matrix method uses events
collected with single-photon triggers with loose identification requirements and large prescale factors, and
thus exploits only a fraction of the total luminosity. Photons reconstructed near regions of the calorimeter
affected by read-out or high-voltage failures [29] are rejected.

Monte Carlo samples are processed through a full simulationof the ATLAS detector response [30] using
Geant4 [31]. Pile-up pp interactions in the same and nearby bunch crossings are included in the simula-
tion. The MC samples are reweighted to reproduce the distribution of µ and the length of the luminous
region observed in data (approximately 54 cm and 48 cm in the data taken at

√
s = 7 and 8 TeV, re-

spectively). Samples of prompt photons are generated with PYTHIA8 [ 32, 33]. Such samples include the
leading-orderγ + jet events fromqg→ qγ andqq̄→ gγ hard scattering, as well as prompt photons from
quark fragmentation in QCD dijet events. About 107 events are generated, covering the whole transverse
momentum spectrum under study. Samples of background photons in jets are produced by generating
with PYTHIA8 all tree-level 2→2 QCD processes, removingγ + jet events from quark fragmentation.
Between 1.2 × 106 and 5× 106 Z → ℓℓγ (ℓ = e, µ) events are generated with SHERPA [34] or with
POWHEG [35, 36] interfaced to PHOTOS [37] for the modelling of QED final-state radiation and to
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PYTHIA8 for showering, hadronisation and modelling of the underlying event. About 107 Z(→ ℓℓ)+jet
events are generated for bothℓ = eandℓ = µwith each of the following three event generators: POWHEG
interfaced to PYTHIA8; ALPGEN [38] interfaced to HERWIG [39] and JIMMY [40] for showering, had-
ronisation and modelling of the underlying event; and SHERPA. A sample of MCH → Zγ events [41]
is also used to compute the efficiency in the simulation for photons with transverse momentum between
10 and 15 GeV, since theZ → ℓℓγ samples have a generator-level requirement on the minimum true
photon transverse momentum of 10 GeV which biases the reconstructed transverse momentum near the
threshold. A two-dimensional reweighting of the pseudorapidity and transverse momentum spectra of the
photons is applied to match the distributions of those reconstructed inZ → ℓℓγ events. For the analysis
of
√

s = 7 TeV data, all simulated samples (photon+jet, QCD multi-jet,Z(→ ℓℓ)+jet andZ → ℓℓγ) are
generated with PYTHIA6.

For the analysis of 8 TeV data, the events are simulated and reconstructed using the model of the AT-
LAS detector described in Ref. [20], based on an improvedin situ determination of the passive material
upstream of the electromagnetic calorimeter. This model ischaracterised by the presence of additional
material (up to 0.6 radiation lengths) in the end-cap and a 50% smaller uncertainty in the material budget
with respect to the previous model, which is used for the study of 7 TeV data.

The photon shower shape distributions in the ATLAS MC simulation do not perfectly match the ones
observed in data. While the shapes of the distributions of the discriminating variables in the simulation
are rather similar to those found in the data, systematic differences in their average values are observed.
The differences between the data and MC distributions are thus parameterised as simple shifts and applied
to the MC simulated values to match the distributions in data. These shifts are calculated by minimising
theχ2 between the data and the shifted MC distributions of photon candidates satisfying thetight iden-
tification criteria and the calorimeter isolation requirement described in the previous section. The shifts
are computed in intervals of the reconstructed photon pseudorapidity and transverse momentum. The
pseudorapidity intervals are the same as those used to definethe photon selection criteria. TheET bin
boundaries are 0, 15, 20, 25, 30, 40, 50, 60, 80, 100 and 1000 GeV. The typical size of the correction
factors is 10% of the RMS of the distribution of the corresponding variable in data. For the variableRη,
for which the level of agreement between the data and the simulation is worst, the size of the correc-
tion factors is 50% of the RMS of the distribution. The corresponding correction to the prompt-photon
efficiency predicted by the simulation varies with pseudorapidity between−10% and−5% for photon
transverse momenta close to 10 GeV, and approaches zero for transverse momenta above 50 GeV.

Two examples of the simulated discriminating variable distributions before and after corrections, for con-
verted photon candidates originating fromZ boson radiative decays, are shown in Fig.2. For comparison,
the distributions observed in data for candidates passing theZ boson radiative decay selection illustrated
in Sect.5.1, are also shown. Better agreement between the shower shape distributions in data and in the
simulation after applying such corrections is clearly visible.

5. Techniques to measure the photon identification efficiency

The photon identification efficiency,εID , is defined as the ratio of the number of isolated photons passing
thetight identification selection to the total number of isolated photons. Three data-driven techniques are
developed in order to measure this efficiency for reconstructed photons over a wide transverse momentum
range.
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Figure 2: Distributions of the calorimetric discriminating variables (a)Fside and (b)ws3 for converted photon can-
didates withET > 20 GeV and|η| < 2.37 (excluding 1.37< |η| < 1.52) selected fromZ→ ℓℓγ events obtained from
the 2012 data sample (dots). The distributions for true photons from simulatedZ → ℓℓγ events (blue hatched and
red hollow histograms) are also shown, after reweighting their two-dimensionalET vsη distributions to match that
of the data candidates. The blue hatched histogram corresponds to the uncorrected simulation and the red hollow
one to the simulation corrected by the average shift betweendata and simulation distributions determined from the
inclusive sample of isolated photon candidates passing thetight selection per bin of (η, ET) and for converted and
unconverted photons separately. The photon candidates must be isolated but no shower-shape criteria are applied.
The photon purity of the data sample,i.e. the fraction of prompt photons, is estimated to be approximately 99%.

The first method uses a clean sample of prompt, isolated photons from radiative leptonic decays of the
Z boson,Z → ℓℓγ, in which a photon produced from the final-state radiation ofone of the two leptons
is selected without imposing any criteria on the photon discriminating variables. Given the luminosity of
the data collected in Run 1, this method allows the measurement of the photon identification efficiency
only for 10 GeV. ET . 80 GeV.

In the second method, a large and pure sample of electrons selected fromZ → eedecays with a tag-
and-probe technique is used to deduce the distributions of the discriminating variables for photons by
exploiting the similarity between the electron and the photon EM showers. Given the typicalET distribu-
tion of electrons fromZ boson decays and the Run-1 luminosity, this method providesprecise results for
30 GeV. ET . 100 GeV.

The third measurement uses the discrimination between prompt photons and background photons provided
by their isolation from tracks in the ID to extract the samplepurity before and after applying thetight iden-
tification requirements. This method provides results for transverse momenta from 20 GeV to 1.5 TeV.

The three measurements are performed for photons with pseudorapidity in the fiducial region of the
EM calorimeter in which the first layer is finely segmented along η: |η| < 1.37 or 1.52 < |η| < 2.37.
The identification efficiency is measured as a function ofET in four pseudorapidity intervals:|η| < 0.6,
0.6 < |η| < 1.37, 1.52 < |η| < 1.81 and 1.81 < |η| < 2.37. Since there are not many data events with
high-ET photons, the highestET bin in which the measurement with the matrix method is performed
corresponds to the large interval 250 GeV< ET < 1500 GeV. In this range a majority of the photon
candidates have transverse momenta below about 400 GeV (theET distribution of the selected photon
candidates in this interval has an average value of 300 GeV and an RMS value of 70 GeV). However,
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from the simulation the photon identification efficiency is expected to be constant at the few per-mil level
in this ET range.

5.1. Photons fromZ boson radiative decays

RadiativeZ → ℓℓγ decays are selected by placing kinematic requirements on the dilepton pair, the
invariant mass of the three particles in the final state and quality requirements on the two leptons. The
reconstructed photon candidates are required to be isolated in the calorimeter but no selection is applied
to their discriminating variables.

Events are collected using the lowest-threshold unprescaled single-lepton or dilepton triggers.

Muon candidates are formed from tracks reconstructed both in the ID and in the muon spectrometer [42],
with transverse momentum larger than 15 GeV and pseudorapidity |η| < 2.4. The muon tracks are required
to have at least one hit in the innermost pixel layer, one hit in the other two pixel layers, five hits in the
SCT, and at most two missing hits in the two silicon detectors. The muon track isolation, defined as the
sum of the transverse momenta of the tracks inside a cone of size∆R=

√

(∆η)2 + (∆φ)2 = 0.2 around the
muon, excluding the muon track, is required to be smaller than 10% of the muonpT.

Electron candidates are required to haveET > 15 GeV, and|η| < 1.37 or 1.52 < |η| < 2.47. Electrons
are required to satisfymediumidentification criteria [43] based on tracking and transition radiation in-
formation from the ID, shower shape variables computed fromthe lateral and longitudinal profiles of the
energy deposited in the EM calorimeter, and track–cluster matching quantities.

For both the electron and muon candidates, the longitudinal(z0) and transverse (d0) impact parameters
of the reconstructed tracks with respect to the primary vertex with at least three associated tracks and
with the largest

∑

p2
T of the associated tracks are required to satisfy|z0| < 10 mm and|d0|/σd0 < 10,

respectively, whereσd0 is the estimatedd0 uncertainty.

TheZ→ ℓℓγ candidates are selected by requiring two opposite-sign charged leptons of the same flavour
satisfying the previous criteria and one isolated photon candidate withET > 10 GeV and|η| < 1.37 or
1.52 < |η| < 2.37. An angular separation∆R > 0.2 (0.4) between the photon and each of the two muons
(electrons) is required so that the energy deposited by the leptons in the calorimeter does not bias the
photon discriminating variables. In the selected events, the triggering leptons are required to match one
(or in the case of dilepton triggered events, both) of theZ candidate’s leptons.

The two-dimensional distribution of the dilepton invariant mass,mℓℓ, versus the invariant mass of the
three final-state particles,mℓℓγ, in events selected in

√
s = 8 TeV data is shown in Fig.3. The selected

sample is dominated byZ +jet background events in which one jet is misreconstructed as a photon.
These events, which have a cross section about three orders of magnitudes higher thanℓℓγ events, have
mℓℓ ≈ mZ andmℓℓγ & mZ, while final-state radiationZ → ℓℓγ events havemℓℓ . mZ andmℓℓγ ≈ mZ,
wheremZ is theZ boson pole mass. To significantly reduce theZ +jet background, the requirements of
40 GeV< mℓℓ < 83 GeV and 80 GeV< mℓℓγ < 96 GeV are thus applied.

After the selection, 54000 unconverted and 19000 convertedisolated photon candidates are collected in
the Z → µµγ channel, and 32000 unconverted and 12000 converted isolated photon candidates are se-
lected in theZ → eeγ channel. The residual background contamination fromZ+jet events is estimated
through a maximum-likelihood fit (called “template fit” in the following) to themℓℓγ distribution of se-
lected events after dropping the 80 GeV< mℓℓγ < 96 GeV requirement. The data are fit to a sum of
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Figure 3: Two-dimensional distributions ofmℓℓγ andmℓℓ for all reconstructedZ → ℓℓγ candidates after loosening
the selection applied tomℓℓγ andmℓℓ. No photon identification requirements are applied. Eventsfrom initial-state
(mℓℓ ≈ mZ) and final-state (mℓℓγ ≈ mZ) radiation are clearly visible.

the photon and background contributions. The photon and backgroundmℓℓγ distributions (“templates”)
are extracted from theZ → ℓℓγ andZ +jet simulations, corrected to take into account known data–MC
differences in the photon and lepton energy scales and resolution and in the lepton efficiencies. The sig-
nal and background yields are determined from the data by maximising the likelihood. Due to the small
number of selected events in data and simulation, these fits are performed only for two photon transverse
momentum intervals, 10 GeV< ET < 15 GeV andET > 15 GeV, and integrated over the photon pseu-
dorapidity, since the signal purity is found to be similar inthe four photon|η| intervals within statistical
uncertainties.

Figure4 shows the result of the fit for unconverted photon candidateswith transverse momenta between
10 GeV and 15 GeV. The fraction of residual background in the region 80 GeV< mℓℓγ < 96 GeV
decreases rapidly with the reconstructed photon transverse momentum, from≈ 10% for 10 GeV< ET <

15 GeV to≤ 2% for higher-ET regions. A similar fit is also performed for the subsample in which the
photon candidates are required to satisfy thetight identification criteria.

The identification efficiency as a function ofET is estimated as the fraction of all the selected probes in
a certainET interval passing thetight identification requirements. For 10 GeV< ET < 15 GeV, both
the numerator and denominator are corrected for the averagebackground fraction determined from the
template fit. ForET > 15 GeV, the background is neglected in the nominal result, and a systematic
uncertainty is assigned as the difference between the nominal result and the efficiency that would be
obtained taking into account the background fraction determined from the template fit in thisET region.
Additional systematic uncertainties related to the signaland backgroundmℓℓγ distributions are estimated
by repeating the previous fits with templates extracted fromalternative MC event generators (POWHEG
interfaced to PHOTOS and PYTHIA8 forZ → ℓℓγ and ALPGEN forZ+jet, Z → ℓℓ). The total relative
uncertainty in the efficiency, dominated by the statistical component, increasesfrom 1.5–3% (depending
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Figure 4: Invariant mass (mµµγ) distribution of events in which the unconverted photon has10 GeV< ET < 15 GeV,
selected in data at

√
s = 8 TeV after applying all theZ → µµγ selection criteria except that onmµµγ (black dots).

No photon identification requirements are applied. The solid black line represents the result of fitting the data
distribution to a sum of the signal (red dashed line) and background (blue dotted line) invariant mass distributions
obtained from simulations.

onη and whether the photon was reconstructed as a converted or anunconverted candidate) for 10 GeV<
ET < 15 GeV to 5–20% forET > 40 GeV.

5.2. Electron extrapolation

The similarity between the electromagnetic showers induced by isolated electrons and photons in the EM
calorimeter is exploited to extrapolate the expected photon distributions of the discriminating variables.
The photon identification efficiency is thus estimated from the distributions of the same variables in
a pure and large sample of electrons withET between 30 GeV and 100 GeV obtained fromZ → ee
decays using a tag-and-probe method [43]. Events collected with single-electron triggers are selected if
they contain two opposite-sign electrons withET > 25 GeV, |η| < 1.37 or 1.52 < |η| < 2.47, at least
one hit in the pixel detector and seven hits in the silicon detectors,Eiso

T < 4 GeV and invariant mass
80 GeV < mee < 120 GeV. The tag electron is required to match the trigger object and to pass the
tight electron identification requirements. A sample of about 9× 106 electron probes is collected. Its
purity is determined from themee spectrum of the selected events by estimating the background, whose
normalisation is extracted using events withmee > 120 GeV and whose shape is obtained from events
in which the probe electron candidate fails both the isolation and identification requirements. The purity
varies slightly withET and|η|, but is always above 99%.

The differences between the photon and electron distributions of the discriminating variables are studied
using simulated samples of prompt photons and electrons from Z → eedecays, separately for converted
and unconverted photons. The shifts of the photon discriminating variables described in Sect.4 are not
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applied, since it is observed that the photon and electron distributions are biased in a similar way in the
simulation.

Photon conversions produce electron–positron pairs whichare usually sufficiently collimated to produce
overlapping showers in the calorimeter, giving rise to single clusters with distributions of the discrim-
inating variables similar to those of an isolated electron.The largest differences between electrons and
converted photons are found in theRφ distribution, due to the bending of electrons and positronsin oppos-
ite directions in ther–φ plane, which leads to a broaderRφ distribution for converted photons. However,
theRφ requirement used for the identification of converted photons is relatively loose, and a test on MC
simulated samples shows that, by directly applying the converted photon identification criteria to an elec-
tron sample, theεID obtained from electrons overestimates the efficiency for converted photons by at most
3%.

The showers induced by unconverted photons are more likely to begin later than those induced by elec-
trons, and thus to be narrower in the first layer of the EM calorimeter. Additionally, the lack of photon-
trajectory bending in theφ plane makes theRφ distribution particularly different from that of electrons.
Therefore, if the unconverted-photon selection criteria are directly applied to an electron sample, theεID
obtained from these electrons is about 20–30% smaller than the efficiency for unconverted photons with
the same pseudorapidity and transverse momentum.

To reduce such effects a mapping technique based on a Smirnov transformation [44] is used for both
the unconverted and converted photons. For each discriminating variablex, the cumulative distribution
functions (CDF) of simulated electrons and photons, CDFe(x) and CDFγ(x), are calculated. The trans-
form f (x) is thus defined by CDFe(x) = CDFγ( f (x)). The discriminating variable of the electron probes
selected in data can then be corrected on an event-by-event basis by applying the transformf (x) to obtain
the expected one for photons in data. Figure5 illustrates the process for one shower shape (Rφ). These
Smirnov transformations are invariant under systematic shifts which are fully correlated between the elec-
tron and photon distributions. Due to the differences in the|η| andET distributions of the source and target
samples, the dependence of the shower shapes on|η|, ET, and whether the photon was reconstructed as a
converted or an unconverted candidate, this process is applied separately for converted and unconverted
photons, and in various regions ofET and |η|. The efficiency of the identification criteria is determined
from the extrapolated photon distributions of the discriminating variables.

The following three sources of systematic uncertainty are considered for this analysis:

• As the Smirnov transformations are obtained independentlyfor each shower shape, the estimated
photon identification efficiency can be biased if the correlations among the discriminating variables
are significantly different between electrons and photons. Non-closure tests areperformed on the
simulation, comparing the identification efficiency of true prompt photons with the efficiency ex-
trapolated from electron probes selected with the same requirement as in data and applying the
extrapolation procedure. The differences between the true and extrapolated efficiencies are at the
level of 1% or less, with a few exceptions for unconverted photons, for which maximum differences
of 2% are found.

• The results are also affected by the uncertainties in the modelling of the shower shape distributions
and correlations in the photon and electron simulations used to extract the mappings. The largest
uncertainties in the distributions of the discriminating variables originate from limited knowledge
of the material upstream of the calorimeter. The extractionof the mappings is repeated using
alternative MC samples based on a detector simulation with aconservative estimate of additional
material in front of the calorimeter [21]. This detector simulation is considered as conservative
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Figure 5: Diagram illustrating the process of Smirnov transformation. Rφ is chosen as an example discriminating
variable whose distribution is particularly different between electrons and (unconverted) photons. TheRφ probab-
ility density function (pdf) in each sample (a) is used to calculate the respective CDF (b). From the two CDFs, a
Smirnov transformation can be derived (c). Applying the transformation leads to anRφ distribution of the trans-
formed electrons which closely resembles the photon distribution (d).
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enough to cover any mismodelling of the distributions of thediscriminating variables. The extracted
εID differs from the nominal one by typically less than 1% for converted photons and 2% for
unconverted ones, with maximum deviations of 2% and 3.5% in the worst cases, respectively.

• Finally, the effect of a possible background contamination in the selected electron probes in data
is found to be smaller than 0.5% in allET, |η| intervals for both the converted and unconverted
photons.

The total uncertainty is dominated by its systematic component and ranges from 1.5% in the central region
to 7.5% in the highestET bin in the endcap region, with typical values of 2.5%.

5.3. Matrix method

An inclusive sample of about 7× 106 isolated photon candidates is selected using single-photon triggers
by requiring at least one photon candidate with transverse momentum 20 GeV< ET < 1500 GeV and
isolation energyEiso

T < 4 GeV, matched to the photon trigger object passing theloose identification
requirements.

The distribution of the track isolation of selected candidates in data is used to discriminate between
prompt and background photon candidates, before and after applying thetight identification criteria. The
track isolation variable used for the measurement of the efficiency of unconverted photon candidates,
piso

T , is defined as the scalar sum of the transverse momenta of the tracks, with transverse momentum
above 0.5 GeV and distance of closest approach to the primaryvertex alongz less than 0.5 mm, within
a hollow cone of 0.1 < ∆R < 0.3 around the photon direction. For the measurement of the efficiency
of the converted photon candidates, the track isolation variable νiso

trk is defined as the number of tracks,
passing the previous requirements, within a hollow cone of 0.1 < ∆R < 0.4 around the photon direction.
Unconverted photon candidates withpiso

T < 1.2 GeV and converted photon candidates withνiso
trk = 0

are considered to be isolated from tracks. The track isolation variables and requirements were chosen
to minimise the total uncertainty in the identification efficiency after including both the statistical and
systematic components.

The yields of prompt and background photons in the selected sample (“ALL” sample),NS
all andNB

all, and
in the sample of candidates satisfying thetight identification criteria (“PASS sample”),NS

passandNB
pass,

are obtained by solving a system of four equations:

NT
all = NS

all + NB
all,

NT
pass = NS

pass+ NB
pass,

NT,iso
all = εSall × NS

all + ε
B
pass× NB

all,

NT,iso
pass = εSpass× NS

pass+ ε
B
pass× NB

pass. (1)

Here NT
all and NT

pass are the total numbers of candidates in the ALL and PASS samples respectively,

while NT,iso
all andNT,iso

pass are the numbers of candidates in the ALL and PASS samples thatpass the track

isolation requirement. The quantitiesεS(B)
all andεS(B)

passare the efficiencies of the track isolation requirements
for prompt (background) photons in the ALL and PASS samples.The identification efficiency εID =
NS

pass/N
S
all is thus:

εID =
NT

pass

NT
all
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whereεpass(all)= NT,iso
pass(all)N

T
pass(all) is the fraction oftight (all) photon candidates in data that satisfy the

track isolation criteria.

The prompt-photon track isolation efficiencies,εSall andεSpass, are estimated from simulated prompt-photon
events. The difference between the track isolation efficiency for electrons collected in data and simulation
with a tag-and-probeZ → eeselection is taken as a systematic uncertainty. An additional systematic
uncertainty in the prompt-photon track isolation efficiencies is estimated by conservatively varying the
fraction of fragmentation photons in the simulation by±100%. The overall uncertainties inεSall andεSpass
are below 1%.

The background-photon track isolation efficiencies,εBall andεBpass, are estimated from data samples en-
riched in background photons. For the measurement ofεBall, the control sample of all photon candidates
not meeting at least one of thetight identification criteria is used. In order to obtainεBpass, a relaxed ver-
sion of thetight identification criteria is defined. Therelaxed tightselection consists of those candidates
which fail at least one of the requirements on four discriminating variables computed from the energy in
the cells of the first EM calorimeter layer (Fside, ws3, ∆E, Eratio), but satisfy the remainingtight identifica-
tion criteria. The four variables which are removed from thetight selection to define therelaxed tightone
are computed from the energy deposited in a few strips of the first compartment of the LAr EM calori-
meter near the one with the largest deposit and are chosen since they have negligible correlations with the
photon isolation. Due to the very small correlation (few %) between the track isolation and these discrim-
inating variables, the background-photon track isolationefficiency is similar for photons satisfyingtight
or relaxed tightcriteria. The differences between the track isolation efficiencies for background photons
satisfyingtight or relaxed tightcriteria are included in the systematic uncertainties. Thecontamination
from prompt photons in the background enriched samples is accounted for in this procedure by using
as an additional input the fraction of signal events passingor failing the relaxed tightrequirements, as
determined from the prompt-photon simulation. The fraction of prompt photons in the background con-
trol samples decreases from about 20% to 1%, with increasingphoton transverse momentum. The whole
procedure is tested with a simulated sample ofγ+jet and dijet events, and the difference between the
true track isolation efficiency for background photons and the one estimated with this procedure is taken
as a systematic uncertainty. An additional systematic uncertainty, due to the use of the prompt-photon
simulation to estimate the fraction of signal photons in thebackground control regions, is estimated by
re-calculating these fractions using alternative MC samples based on a detector simulation with a conser-
vative estimate of additional material in front of the calorimeter. The typical total relative uncertainty in
the background-photon track isolation efficiency is 2–4%.

As an example, Fig.6 shows the track isolation efficiencies as a function ofET for prompt and background
unconverted photon candidates with|η| < 0.6 in the ALL and PASS samples, as well as the fractions of
all or tight photon candidates in data that satisfy the track isolation criteria. From these measurements
the photon identification efficiency is derived, according to Eq. (2). The track isolation efficiency for
prompt-photon candidates is essentially independent of the photon transverse momentum. For back-
ground candidates, the track isolation efficiency initially decreases withET, since candidates with larger
ET are produced from more energetic jets, which are therefore characterised by a larger number of tracks
near the photon candidate. At higher transverse energies, typically above 200 GeV, the boost of such
tracks causes some of them to fall within the inner cone (∆R < 0.1) of the isolation cone around the
photon and the isolation efficiency for background candidates therefore increases.

The total systematic uncertainty decreases with the transverse energy. It reaches 6% below 40 GeV, and
amounts to 0.5–1% at higherET, where the contribution of this method is the most important.
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Figure 6: Track isolation efficiencies as a function ofET for unconverted prompt (green circles) and background
(black triangles) photon candidates within|η| < 0.6 in (a) the inclusive sample or (b) passingtight identification
requirements. The efficiencies are estimated combining the simulation and data control samples. The blue square
markers show the track isolation efficiency for candidates selected in data.

The final result is obtained by multiplying the measured efficiency by a correction factor which takes
into account the preselection of the sample using photon triggers, which already apply some loose re-
quirements to the photon discriminating variables. The correction factor, equal to the ratio of thetight
identification efficiency for all reconstructed photons to that for photons matching the trigger object that
triggers the event, is obtained from a corrected simulationof photon+jet events. This correction is slightly
lower than unity, by less than 1% forET > 50 GeV and by 2–3% forET = 20 GeV. The systematic uncer-
tainty from this correction is negligible compared to the other sources of uncertainty.

6. Photon identification efficiency results at
√

s = 8 TeV

6.1. Efficiencies measured in data

The identification efficiency measurements for
√

s= 8 TeV obtained from the three data-driven methods
discussed in the previous section are compared in Figs.7 and8. TheZ→ eeγ andZ→ µµγ results agree
within uncertainties and are thus combined, following a procedure described in the next section, and only
the combined values and are shown in the figures. In a fewET bins in which the central values of the
Z→ eeγ and theZ→ µµγ results differ by more than the combined uncertainty, the latter is increased to
cover the full difference between the two results.

In the photon transverse momentum regions in which the different measurements overlap, the results from
each method are consistent with each other within the uncertainties. Relatively large fluctuations of the
radiativeZ decay measurements are seen, due to their large statisticaluncertainties.
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Figure 7: Comparison of the data-driven measurements of theidentification efficiency for unconverted photons as
a function ofET in the region 10 GeV< ET < 1500 GeV, for the four pseudorapidity intervals (a)|η| < 0.6, (b)
0.6 ≤ |η| < 1.37, (c) 1.52 ≤ |η| < 1.81, and (d) 1.81 ≤ |η| < 2.37. The uncertainty lines represent the sum in
quadrature of the statistical and systematic uncertainties estimated in each method.

The photon identification efficiency increases from 50–65% (45–55%) for unconverted (converted) photons
at ET ≈ 10 GeV to 94–100% atET & 100 GeV, and is larger than about 90% forET > 40 GeV. The
absolute uncertainty in the measured efficiency is around 1% (1.5%) for unconverted (converted) photons
for ET < 30 GeV and around 0.4–0.5% for both types of photons above 30 GeV for the most precise
method in a given bin.

6.2. Comparison with the simulation

In this section the results of the data-driven efficiency measurements are compared to the identification
efficiencies predicted in the simulation. The comparison is performed both before and after applying the
shower shape corrections.

Prompt photons produced in photon+jet events have different kinematic distributions than photons origin-
ating in radiativeZ boson decays. Moreover, some of the photons inγ+jet events – unlike those fromZ
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Figure 8: Comparison of the data-driven measurements of theidentification efficiency for converted photons as a
function of ET in the region 10 GeV< ET < 1500 GeV, for the four pseudorapidity intervals (a)|η| < 0.6, (b)
0.6 ≤ |η| < 1.37, (c) 1.52≤ |η| < 1.81, and (d) 1.81≤ |η| < 2.37. The uncertainty lines represent the quadratic sum
of the statistical and systematic uncertainties estimatedin each method.

boson decays – originate in parton fragmentation. Such photons have lower identification efficiency than
the photons produced directly in the hard-scattering process, due to the energy deposited in the calori-
meter by the hadrons produced almost collinearly with the photon in the fragmentation. After applying
an isolation requirement, however, the fragmentation photons usually represent a small fraction of the
selected sample, typically below 10% for low transverse momenta and rapidly decreasing to a few %
with increasingET. The difference in identification efficiency between photons from radiativeZ boson
decays and fromγ+jet events is thus expected to be small. To account for such a difference, the efficiency
measured in data with the radiativeZ boson decay method is compared to the prediction from simulated
Z → ℓℓγ events (Figs.9 and10), while the efficiency measured in data with the electron extrapolation
and matrix methods is compared to the prediction from simulated photon+jet events (Figs.11and12).

The level of agreement among the differentεID values improves with increasingET: no significant dif-
ference is observed between the data-driven measurements and the nominal or corrected simulation for
ET > 60 GeV. At lower transverse momenta, the nominal simulationtends to overestimate the efficiency
by up to 10–15%, as the electromagnetic showers from photonsare typically narrower in the simulation
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Figure 9: Comparison of the radiativeZ boson data-driven efficiency measurements of unconverted photons to the
nominal and correctedZ→ ℓℓγ MC predictions as a function ofET in the region 10 GeV< ET < 80 GeV, for the
four pseudorapidity intervals (a)|η| < 0.6, (b) 0.6 ≤ |η| < 1.37, (c) 1.52≤ |η| < 1.81, and (d) 1.81≤ |η| < 2.37. The
bottom panels show the ratio of the data-driven results to the MC predictions (also called scale factors in the text).

than in data. In the same transverse momentum range, the corrected simulation agrees with the data-driven
measurements within a few percent.

The remaining difference between the corrected simulation and the data-driven measurements is taken
into account by computing data-to-MC efficiency ratios, also referred to asscale factors(SF). The data-
to-MC efficiency ratios are computed separately for each method and then combined. The efficiencies
from theZ→ ℓℓγ data control sample are divided by the prediction of the simulation of radiative photons
from Z boson decays, while the results from the other two methods are divided by the predictions of the
photon+jet simulation. The data-to-MC efficiency ratios are shown in the bottom plots of Figs.9–12 and
are used to correct the predictions in the analyses using photons.

Because of their good agreement and the mostly independent data samples used, the data-to-MC effi-
ciency ratios as a function of photonET are combined into a single, more precise result in the overlapping
regions. The combination is performed independently in thedifferent pseudorapidity and transverse en-
ergy bins, using the Best Linear Unbiased Estimate (BLUE) method [45, 46]. The combined data-to-MC
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Figure 10: Comparison of the radiativeZ boson data-driven efficiency measurements of converted photons to the
nominal and correctedZ→ ℓℓγ MC predictions as a function ofET in the region 10 GeV< ET < 80 GeV, for the
four pseudorapidity intervals (a)|η| < 0.6, (b) 0.6 ≤ |η| < 1.37, (c) 1.52≤ |η| < 1.81, and (d) 1.81≤ |η| < 2.37. The
bottom panels show the ratio of the data-driven results to the MC predictions (also called scale factors in the text).

efficiency ratio SF is calculated as a linear combination of the input measurements, SFi , with coefficients
wi that minimise the total uncertainty in the combined result.In the algorithm, both the statistical and
systematic uncertainties, as well as the correlations of systematic sources between input measurements,
are taken into account assuming that all uncertainties haveGaussian distributions. In practice, the quant-
ity that is minimised is aχ2 built from the various results and their statistical and systematic covariance
matrices. Since the three measurements use different data samples and independent MC simulations, their
systematic and statistical uncertainties are largely uncorrelated. The background-induced uncertainties in
theZ → eeγ andZ → µµγ results, originating from the same background process (Z+jet events with a
jet misreconstructed as a photon) and evaluated with the same method, are considered to be 100% cor-
related. The uncertainties in the results of the matrix method and the electron extrapolation method due
to limited knowledge of the detector material in the simulation are also partially correlated, both being
determined with alternative MC samples based on the same detector simulation with a conservative es-
timate of additional material in front of the calorimeter. The exact value of this correlation is difficult to
estimate. However, it was checked by varying the amount of correlation that its effect on the final result
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Figure 11: Comparison of the electron extrapolation and matrix method data-driven efficiency measurements of
unconverted photons to the nominal and corrected prompt-photon+jet MC predictions as a function ofET in the
region 20 GeV< ET < 1500 GeV, for the four pseudorapidity intervals (a)|η| < 0.6, (b) 0.6 ≤ |η| < 1.37, (c)
1.52≤ |η| < 1.81, and (d) 1.81≤ |η| < 2.37. The bottom panels show the ratio of the data-driven results to the MC
predictions (also called scale factors in the text).

is negligible.

After the combination, for each averaged scale factor SF, the χ2 =
∑N

i=1wi(SF− SFi)2 is computed and
compared toN − 1, whereN is the number of measurements included in the combined result for that
point, andN − 1 is the expectation value ofχ2 from a Gaussian distribution. Only a few bins among all
photonη andET bins for unconverted and converted photons are found to haveχ2/(N − 1) > 1. These
χ2 values are smaller than 2.0, confirming that the different measurements are consistent. For the points
with χ2/(N − 1) > 1, the error in the combined value,δSF, is increased by a factorS =

√

χ2/(N − 1),
following the prescription in Ref. [47]. The combined data-to-MC efficiency ratios differ from one by as
much as 10% atET = 10 GeV and by only a few percent aboveET = 40 GeV.

A systematic uncertainty in the data-to-MC efficiency ratios is associated with the uncertainty in photon+jet
simulation’s modelling of the fraction of photons emitted in the fragmentation of partons. In order
to estimate the effect on the data-to-MC efficiency ratio, the number of fragmentation photons in the
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Figure 12: Comparison of the electron extrapolation and matrix method data-driven efficiency measurements of
converted photons to the nominal and corrected prompt-photon+jet MC predictions as a function ofET in the
region 20 GeV< ET < 1500 GeV, for the four pseudorapidity intervals (a)|η| < 0.6, (b) 0.6 ≤ |η| < 1.37, (c)
1.52≤ |η| < 1.81, and (d) 1.81≤ |η| < 2.37. The bottom panels show the ratio of the data-driven values to the MC
predictions (also called scale factors in the text).

photon+jet MC sample is varied by±50%, and the maximum variation of the data-to-MC efficiency ratio
is taken as an additional systematic uncertainty. This uncertainty decreases with increasing transverse
momentum and is always below 0.5% and 0.7% for unconverted and converted photons, respectively.
This uncertainty is also larger than the efficiency differences observed in the simulation between different
event generators, which are thus not considered as a separate systematic uncertainty in the data-to-MC
efficiency ratios.

The effect of the isolation requirement on the data-to-MC efficiency ratios is checked by varying it
between 3 and 7 GeV and recomputing the data-to-MC efficiency ratios usingZ boson radiative decays.
The study is performed in different regions of pseudorapidity and integrated overET to reduce statistical
fluctuations. The deviation of the alternative data-to-MC efficiency ratios from the nominal value is typ-
ically 0.5% and always lower than 1.2%, almost independent of pseudorapidity. This deviation is thus
considered as an additional uncertainty and added in quadrature in ATLAS measurements with final-state
photons to which an isolation requirement different fromEiso

T < 4 GeV is applied.
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The total uncertainty in the data-to-MC efficiency ratio is in the range 1.5–2.5% (2–3%) for unconver-
ted (converted) photons forET < 40 GeV and 0.5–1% for higher transverse momenta. A summary of
the contributions to the final uncertainty on the data-to-MCefficiency ratios of the different sources of
uncertainties described in Sect.5 is given in Table2. The background systematic uncertainties corres-
pond to the background subtraction done in the three methods. The material uncertainty comes from
limited knowledge of the material upstream of the calorimeter which affects the shower-shape description
for the electron extrapolation method (Sect.5.2) and the track isolation efficiency for the matrix method
(Sect.5.3). The non-closure test uncertainty of the Smirnov transform appears only in the electron extra-
polation method (Sect.5.2).

10–30 GeV 30–100 GeV 100–1500 GeV

Unconvertedγ

Total 1.4%–4.5% 0.2%–2.0% 0.2%–0.8%
Statistics 0.5%–2.0% 0.1%–0.7% 0.1%–0.4%
Syst. uncertainty 1.0%–4.1% 0.1%–1.2% 0.1%–0.8%
Background 0.6%–1.3% 0.0%–0.8% 0.0%–0.7%
Material 0%–0.8% 0.0%–1.1% 0.0%–0.8%
Non-closure 0.0 0.0%–0.9% 0.0

Convertedγ

Total 1.7%–5.6% 0.2%–1.5% 0.2%–0.5%
Statistics 0.9%–3.2% 0.1%–0.6% 0.1%–0.4%
Systematics 1.4%–4.3% 0.2%–1.4% 0.1%–0.5%
Background 0.7%–1.7% 0.0%–0.6% 0.0%–0.4%
Material 0%–1.3% 0.0%–1.0% 0.0%–0.5%
Non-closure 0.0 0.0%-0.9% 0.0

Table 2: Ranges of total uncertainty on the data-to-MC photon identification efficiency ratios and breakdown of the
different sources of uncertainty for unconverted and convertedphotons, in three bins of transverse energy, giving
the minimum and maximum values in the four pseudorapidity regions.

In multi-photon processes, such as Higgs boson decays to twophotons, a per-event efficiency correction
to the simulated events is computed by applying scale factors to each of the photons in the event. The
associated uncertainty depends on the correlation betweenSF uncertainties in different regions of photon
|η| andET, and for converted and unconverted photons. Among the systematic uncertainties considered in
the analysis, the impact of correlations is found to be negligible in all cases but one, that of the uncertainty
in the background level in the matrix method determination (see Sect.5.3). Its contribution to the SF
uncertainty is conservatively assumed to be fully correlated across all regions of|η| andET and between
converted and unconverted photons, while the rest of the SF uncertainty is assumed to be uncorrelated.
The correlated and uncorrelated components of the uncertainty in each region are then propagated to the
per-event uncertainty using a toy-experiment technique.

7. Photon identification efficiency at
√

s = 7 TeV

As described in Sect.3.2, photon identification in the analysis of 7 TeV data relies onthe same cut-based
algorithms used for the 8 TeV data, with different thresholds. Such thresholds were first determined
using simulated samples prior to the 2010 data-taking and then loosened in order to reduce the observed
inefficiency and the systematic uncertainties arising from the differences found between the distributions
of the discriminating variables in data and in the simulation.
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The efficiency of the identification algorithms used for the analysis of the 7 TeV data is measured with the
same techniques described in Sect.5. Small differences between the 7 and 8 TeV measurements concern
the simulated samples that were used, and the criteria used to select the data control samples. The 7 TeV
simulations are based on a different detector material model, as described in Sect.4; the number of
simulated pile-up interactions and the correction factorsfor the lepton efficiency and momentum scale
and resolution also differ from those of the 8 TeV study, as do the lepton triggers and the algorithms
used to identify the leptons in data. Due to the smaller number of events, the 7 TeV measurements
cover a narrower transverse momentum range, 20 GeV< ET < 250 GeV. The nominal efficiency is
measured with respect to photons having a calorimeter isolation transverse energy lower than 5 GeV, a
typical requirement used in 7 TeV ATLAS measurements. The isolation energy is computed using all
the calorimeter cells in a cone of∆R = 0.4 around the photon and corrected for pile-up and the photon
energy.

The number of selected candidates is 12000 in theZ→ ℓℓγ study, 1.8× 106 in theZ→ eeone, and 1.5×
107 in the measurement with the matrix method. All data-driven measurements are combined using the
same procedure described in Sect.6.2for the scale factors, and then compared to a simulation of prompt-
photon+jet events. In the combination, the differences between the efficiencies of photons from radiative
Z boson decays and of photons fromγ+jet events mentioned in Sect.6.2are neglected. Such differences
after the photon isolation requirement are estimated to be much smaller than the uncertainties of the
measurements performed with the

√
s= 7 TeV data. The combined efficiency measurements for the cut-

based identification algorithms at
√

s= 7 TeV are shown in Figs.13and14. The identification efficiency
increases from 60–70% forET = 20 GeV to 87–95% (90–99%) forET > 100 GeV for unconverted
(converted) photons. The uncertainty in the efficiency and on the data-to-MC efficiency ratios decreases
from 3–10% at lowET to about 0.5–5% forET > 100 GeV, being typically larger at higher|η|.

In the search of the Higgs boson decays to diphoton final states with 7 TeV data [23], an alternative photon
identification algorithm based on an artificial neural network (NN) was used. The neural network uses
as input the same discriminating variables exploited by thecut-based selection. Multi-layer perceptrons
are implemented with the Toolkit for Multivariate Data Analysis [48], using 13 nodes in a single hidden
layer. Separate networks are optimised along bins of photonpseudorapidity and transverse momentum.
Different networks are created for photons that are reconstructed as unconverted, single-track converted
and double-track converted, due to their different distributions of the discrimiminating variables. The
final identification is performed by requiring the output discriminant to be larger than a certain threshold,
tuned to reproduce the background photon rejection of the cut-based algorithm. For the training of the
NN, simulated signal events and jet-enriched data are used.In the simulation, the discriminating variables
are corrected for the average differences observed with respect to the data. For the NN-based photon
identification algorithm, the efficiency increases from 85–90% forET = 20 GeV to about 97% (99%) for
ET > 100 GeV for unconverted (converted) photon candidates, with uncertainties varying between 4%
and 7%.

8. Dependence of the photon identification efficiency on pile-up

The dependence of the identification efficiency and of the data/MC efficiency scale factors on pile-up was
investigated with both 7 TeV and 8 TeV data. The efficiencies are measured as a function of the number
of reconstructed primary vertex candidates with at least three associated tracks,NPV, a quantity which is
highly correlated toµ, the expected number of interactions per bunch crossing. In2012 pp collisions,
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Figure 13: Comparison between the identification efficiencyεID of unconverted photon candidates in
√

s= 7 TeV
data and in the nominal and corrected MC predictions in the region 20 GeV< ET < 250 GeV, for the four
pseudorapidity intervals (a)|η| < 0.6, (b) 0.6 ≤ |η| < 1.37, (c) 1.52 ≤ |η| < 1.81, and (d) 1.81 ≤ |η| < 2.37. The
black error bars correspond to the sum in quadrature of the statistical and systematic uncertainties estimated for the
combination of the data-driven methods. Only the statistical uncertainties are shown for the MC predictions. The
bottom panels show the ratio of the data-driven results to the nominal and corrected MC predictions.

µ was typically between 1 and 40, with an average value of 21. Inthe range 10 GeV< ET < 30 GeV
the photons fromZ boson radiative decays are used, integrating over their pseudorapidity distribution
because of the small size of the sample. For higher transverse momenta the dependence is measured
using the results obtained with the electron extrapolationmethod, in four|η| bins and in intervals of the
transverse energy: 30 GeV< ET < 45 GeV andET > 45 GeV. The results of the data measurements are
shown in Figs.15–17. The efficiency variation withNPV is quite large forET < 30 GeV, up to 15% in the
range 0< NPV ≤ 20 (corresponding to about 0< µ ≤ 30). ForET > 30 GeV the efficiency dependence
on pile-up is independent of pseudorapidity and decreases with increasing transverse momentum. The
efficiency decreases by 3–4% for 30 GeV< ET < 45 GeV and 1–3% forET > 45 GeV whenNPV

increases from 1 to 20. This dependence is smaller in 8 TeV data than in 7 TeV data because the selection
in the 8 TeV measurement was specifically re-optimised to be less sensitive to pile-up.

The pile-up dependence of the efficiency in data is compared to the prediction of the simulation by cal-
culating the data-to-MC efficiency ratios as a function of the number of reconstructed primary vertex
candidatesNPV. The pile-up dependence of the data-to-MC efficiency ratios is assessed through a linear
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Figure 14: Comparison between the identification efficiencyεID of converted photon candidates in
√

s = 7 TeV
data and in the nominal and corrected MC predictions in the region 20 GeV< ET < 250 GeV, for the four
pseudorapidity intervals (a)|η| < 0.6, (b) 0.6 ≤ |η| < 1.37, (c) 1.52 ≤ |η| < 1.81, and (d) 1.81 ≤ |η| < 2.37. The
black errors bars correspond to the sum in quadrature of the statistical and systematic uncertainties estimated for
the combination of the data-driven methods. Only the statistical uncertainties are shown for the MC predictions.
The bottom panels show the ratio of the data-driven results to MC predictions (also called scale factors in the text).

fit of the efficiency ratios as a function ofNPV. The slopes of these fits are always consistent with zero
within the uncertainties, which are of the order of 0.2%. Therefore, while the efficiency itself varies sig-
nificantly as a function ofNPV, the dependence of the data-to-MC efficiency ratios onNPV in the range
0 < NPV ≤ 26 (corresponding to about 0< µ ≤ 40) is compatible with zero. This observation sug-
gests that the simulation correctly models the effect of pile-up on the distributions of the discriminating
variables.

9. Conclusion

The efficiencyεID of the algorithms used by ATLAS to identify photons during the LHC Run 1 has been
measured frompp collision data using three independent methods in different photonET ranges. The
three measurements agree within their uncertainties in theoverlappingET ranges, and are combined.

For the data taken in 2011, 4.9 fb−1 at
√

s= 7 TeV, the efficiency of the cut-based identification algorithm
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Figure 15: Efficiency (red dots) of (a) unconverted and (b) converted photons candidates as a function of the number
NPV of reconstructed primary vertices, measured in 2012 data from radiativeZ boson decays. The measurements are
integrated in pseudorapidity and in the transverse momentum range 10 GeV< ET < 30 GeV. The red histograms
indicate theNPV distribution in 2012 data.

increases from 60–70% atET = 20 GeV up to 87–95% (90–99%) atET > 100 GeV for unconverted
(converted) photons. With an optimised neural network thisefficiency increases from 85–90% atET =

20 GeV to about 97% (99%) atET > 100 GeV for unconverted (converted) photon candidates for asimilar
background rejection. For the data taken in 2012, 20.3 fb−1 at

√
s= 8 TeV, the efficiency of a re-optimised

cut-based photon identification algorithm increases from 50–65% (45–55%) for unconverted (converted)
photons atET = 10 GeV to 95–100% atET > 100 GeV, being larger than≈ 90% forET > 40 GeV.

The nominal MC simulation of prompt photons in ATLAS predicts significantly higher identification
efficiency values than those measured in some regions of the phase space, particularly at lowET. A
simulation with shower shapes corrected for the average shifts observed with respect to the data describes
the values ofεID better in the entireET andη range accessible by the data-driven methods. The residual
difference between the efficiencies in data and in the corrected simulation are taken into account by
computing data-to-MC efficiency scale factors. These factors differ from one by up to 10% atET =

10 GeV and by only a few percents aboveET = 40 GeV, with an uncertainty decreasing from 1.5–2.5%
(2–3%) atET = 10 GeV for unconverted (converted) photons to about 0.5–1% at highET for

√
s= 8 TeV.

The uncertainties are slightly larger for
√

s= 7 TeV data due to the smaller size of the control samples.
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Figure 16: Comparison of data-driven efficiency measurements for unconverted photons performed with the 2011
(blue squares) and 2012 (red circles) datasets as a functionof the numberNPV of reconstructed primary vertex
candidates, for for the four pseudorapidity intervals (a)|η| < 0.6, (b) 0.6 ≤ |η| < 1.37, (c) 1.52≤ |η| < 1.81, and (d)
1.81≤ |η| < 2.37. The 2011 measurements are performed with the matrix method for photons withET > 20 GeV
and the 2012 measurements with the electron extrapolation method for photons withET > 30 GeV. The two
(blue/red) histograms indicate theNPV distribution in 2011/2012 data.
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Figure 17: Comparison of data-driven efficiency measurements for converted photons performed with the 2011
(blue squares) and 2012 (red circles) datasets as a functionof the numberNPV of reconstructed primary vertex
candidates, for the four pseudorapidity intervals (a)|η| < 0.6, (b) 0.6 ≤ |η| < 1.37, (c) 1.52 ≤ |η| < 1.81, and (d)
1.81≤ |η| < 2.37. The 2011 measurements are performed with the matrix method for photons withET > 20 GeV
and the 2012 measurements with the electron extrapolation method for photons withET > 30 GeV. The two
(blue/red) histograms indicate theNPV distribution in 2011/2012 data.
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Appendix

A. Definition of the photon identification discriminating variables

In this Appendix, the quantities used in the selection of photon candidates, based on the reconstructed
energy deposits in the ATLAS calorimeters, are summarised.

• Leakage in the hadronic calorimeter

The following discriminating variables are defined, based on the energy deposited in the hadronic
calorimeter:

– Normalised hadronic leakage

Rhad=
Ehad

T

ET
(3)

is the transverse energyEhad
T deposited in cells of the hadronic calorimeter whose centreis in

a window∆η×∆φ = 0.24× 0.24 behind the photon cluster, normalised to the total transverse
energyET of the photon candidate.

– Normalised hadronic leakage in first layer

Rhad1 =
Ehad,1

T

ET
(4)

is the transverse energyEhad,1
T deposited in cells of the first layer of the hadronic calorimeter

whose centre is in a window∆η × ∆φ = 0.24× 0.24 behind the photon cluster, normalised to
the total transverse energyET of the photon candidate.

TheRhad variable is used in the selection of photon candidates with pseudorapidity|η| between 0.8
and 1.37 while theRhad1 variable is used otherwise.

• Variables using the second (“middle”) layer of the electromagnetic calorimeter

The discriminating variables based on the energy depositedin the second layer of the electromag-
netic calorimeter are the following:

– Middleη energy ratio

Rη =
ES2

3×7

ES2
7×7

(5)

is the ratio of the sumES2
3×7 of the energies of the second-layer cells of the electromagnetic

calorimeter contained in a 3×7 rectangle inη × φ measured in cell units (0.025× 0.0245), to
the sumES2

7×7 of the energies in a 7×7 rectangle, both centred around the cluster seed.

– Middleφ energy ratio

Rφ =
ES2

3×3

ES2
3×7

(6)
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is defined similarly toRη. Rφ behaves very differently for unconverted and converted photons,
since the electrons and positrons generated by the latter bend in different directions inφ be-
cause of the solenoid’s magnetic field, producing larger showers in theφ direction than the
unconverted photons.

– Middle lateral width

wη2 =

√

∑

Eiη
2
i

∑

Ei
−

(∑

Eiηi
∑

Ei

)2

(7)

whereEi is the energy deposit in each cell, andηi is the actualη position of the cell, measures
the shower’s lateral width in the second layer of the electromagnetic calorimeter, using all
cells in a windowη × φ = 3× 5 measured in cell units.

• Variables using the first (“front”) layer of the electromagnetic calorimeter

The discriminating variables based on the energy depositedin the first layer of the electromagnetic
calorimeter are the following:

– Front side energy ratio

Fside=
E(±3)− E(±1)

E(±1)
(8)

measures the lateral containment of the shower, along theη direction. E(±n) is the energy in
the±n strip cells around the one with the largest energy.

– Front lateral width (3 strips)

ws3 =

√

∑

Ei(i − imax)2
∑

Ei
(9)

measures the shower width alongη in the first layer of the electromagnetic calorimeter, using
a total of three strip cells centred on the largest energy deposit. The indexi is the strip
identification number,imax identifies the strip cells with the greatest energy, andEi is the
energy deposit in each strip cell.

– Front lateral width (total)
wstot measures the shower width alongη in the first layer of the electromagnetic calorimeter
using all cells in a window∆η×∆φ = 0.0625×0.196, corresponding approximately to 20×2
strip cells inη × φ, and is computed asws3.

– Front second maximum energy difference

∆E =
[

ES1
2ndmax− ES1

min

]

(10)

is the difference between the energy of the strip cell with the second largest energyES1
2ndmax

,
and the energy in the strip cell with the lowest energy found between the largest and the
second largest energyES1

min (∆E = 0 when there is no second maximum).

– Front maxima relative energy ratio

Eratio =
ES1

1st max− ES1
2nd max

ES1
1st max+ ES1

2nd max

(11)
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measures the relative difference between the energy of the strip cell with the largest energy
ES1

1st max and the energy in the strip cell with second largest energyES1
2nd max

(Eratio = 1 when
there is no second maximum).
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S. Miglioranzi52a,52b, L. Mijovi ć23, G. Mikenberg172, M. Mikestikova128, M. Mikuž77, M. Milesi90,
A. Milic 64, D.W. Miller33, C. Mills48, A. Milov172, D.A. Milstead147a,147b, A.A. Minaenko131,
Y. Minami156, I.A. Minashvili67, A.I. Mincer111, B. Mindur40a, M. Mineev67, Y. Ming173, L.M. Mir 13,
K.P. Mistry123, T. Mitani171, J. Mitrevski101, V.A. Mitsou167, A. Miucci51, P.S. Miyagawa140,
J.U. Mjörnmark83, T. Moa147a,147b, K. Mochizuki96, S. Mohapatra37, S. Molander147a,147b,
R. Moles-Valls23, R. Monden70, M.C. Mondragon92, K. Mönig44, J. Monk38, E. Monnier87,

46



A. Montalbano149, J. Montejo Berlingen32, F. Monticelli73, S. Monzani93a,93b, R.W. Moore3,
N. Morange118, D. Moreno21, M. Moreno Llácer56, P. Morettini52a, D. Mori143, T. Mori156, M. Morii59,
M. Morinaga156, V. Morisbak120, S. Moritz85, A.K. Morley151, G. Mornacchi32, J.D. Morris78,
S.S. Mortensen38, L. Morvaj149, M. Mosidze53b, J. Moss144, K. Motohashi158, R. Mount144,
E. Mountricha27, S.V. Mouraviev97,∗, E.J.W. Moyse88, S. Muanza87, R.D. Mudd19, F. Mueller102,
J. Mueller126, R.S.P. Mueller101, T. Mueller30, D. Muenstermann74, P. Mullen55, G.A. Mullier18,
F.J. Munoz Sanchez86, J.A. Murillo Quijada19, W.J. Murray170,132, H. Musheghyan56, M. Muškinja77,
A.G. Myagkov131,ae, M. Myska129, B.P. Nachman144, O. Nackenhorst51, K. Nagai121, R. Nagai68,z,
K. Nagano68, Y. Nagasaka61, K. Nagata161, M. Nagel50, E. Nagy87, A.M. Nairz32, Y. Nakahama32,
K. Nakamura68, T. Nakamura156, I. Nakano113, H. Namasivayam43, R.F. Naranjo Garcia44,
R. Narayan11, D.I. Narrias Villar60a, I. Naryshkin124, T. Naumann44, G. Navarro21, R. Nayyar7,
H.A. Neal91, P.Yu. Nechaeva97, T.J. Neep86, P.D. Nef144, A. Negri122a,122b, M. Negrini22a,
S. Nektarijevic107, C. Nellist118, A. Nelson163, S. Nemecek128, P. Nemethy111, A.A. Nepomuceno26a,
M. Nessi32,a f , M.S. Neubauer166, M. Neumann175, R.M. Neves111, P. Nevski27, P.R. Newman19,
D.H. Nguyen6, T. Nguyen Manh96, R.B. Nickerson121, R. Nicolaidou137, J. Nielsen138, A. Nikiforov17,
V. Nikolaenko131,ae, I. Nikolic-Audit82, K. Nikolopoulos19, J.K. Nilsen120, P. Nilsson27, Y. Ninomiya156,
A. Nisati133a, R. Nisius102, T. Nobe156, L. Nodulman6, M. Nomachi119, I. Nomidis31, T. Nooney78,
S. Norberg114, M. Nordberg32, N. Norjoharuddeen121, O. Novgorodova46, S. Nowak102, M. Nozaki68,
L. Nozka116, K. Ntekas10, E. Nurse80, F. Nuti90, F. O’grady7, D.C. O’Neil143, A.A. O’Rourke44,
V. O’Shea55, F.G. Oakham31,d, H. Oberlack102, T. Obermann23, J. Ocariz82, A. Ochi69, I. Ochoa37,
J.P. Ochoa-Ricoux34a, S. Oda72, S. Odaka68, H. Ogren63, A. Oh86, S.H. Oh47, C.C. Ohm16,
H. Ohman165, H. Oide32, H. Okawa161, Y. Okumura33, T. Okuyama68, A. Olariu28b,
L.F. Oleiro Seabra127a, S.A. Olivares Pino48, D. Oliveira Damazio27, A. Olszewski41, J. Olszowska41,
A. Onofre127a,127e, K. Onogi104, P.U.E. Onyisi11,v, M.J. Oreglia33, Y. Oren154, D. Orestano135a,135b,
N. Orlando62b, R.S. Orr159, B. Osculati52a,52b, R. Ospanov86, G. Otero y Garzon29, H. Otono72,
M. Ouchrif136d, F. Ould-Saada120, A. Ouraou137, K.P. Oussoren108, Q. Ouyang35a, M. Owen55,
R.E. Owen19, V.E. Ozcan20a, N. Ozturk8, K. Pachal143, A. Pacheco Pages13, L. Pacheco Rodriguez137,
C. Padilla Aranda13, M. Pagá̌cová50, S. Pagan Griso16, F. Paige27, P. Pais88, K. Pajchel120,
G. Palacino160b, S. Palestini32, M. Palka40b, D. Pallin36, A. Palma127a,127b, E.St. Panagiotopoulou10,
C.E. Pandini82, J.G. Panduro Vazquez79, P. Pani147a,147b, S. Panitkin27, D. Pantea28b, L. Paolozzi51,
Th.D. Papadopoulou10, K. Papageorgiou155, A. Paramonov6, D. Paredes Hernandez176, A.J. Parker74,
M.A. Parker30, K.A. Parker140, F. Parodi52a,52b, J.A. Parsons37, U. Parzefall50, V.R. Pascuzzi159,
E. Pasqualucci133a, S. Passaggio52a, Fr. Pastore79, G. Pásztor31,ag, S. Pataraia175, J.R. Pater86, T. Pauly32,
J. Pearce169, B. Pearson114, L.E. Pedersen38, M. Pedersen120, S. Pedraza Lopez167, R. Pedro127a,127b,
S.V. Peleganchuk110,c, D. Pelikan165, O. Penc128, C. Peng35a, H. Peng35b, J. Penwell63, B.S. Peralva26b,
M.M. Perego137, D.V. Perepelitsa27, E. Perez Codina160a, L. Perini93a,93b, H. Pernegger32,
S. Perrella105a,105b, R. Peschke44, V.D. Peshekhonov67, K. Peters44, R.F.Y. Peters86, B.A. Petersen32,
T.C. Petersen38, E. Petit57, A. Petridis1, C. Petridou155, P. Petroff118, E. Petrolo133a, M. Petrov121,
F. Petrucci135a,135b, N.E. Pettersson88, A. Peyaud137, R. Pezoa34b, P.W. Phillips132, G. Piacquadio144,ah,
E. Pianori170, A. Picazio88, E. Piccaro78, M. Piccinini22a,22b, M.A. Pickering121, R. Piegaia29,
J.E. Pilcher33, A.D. Pilkington86, A.W.J. Pin86, M. Pinamonti164a,164c,ai, J.L. Pinfold3, A. Pingel38,
S. Pires82, H. Pirumov44, M. Pitt172, L. Plazak145a, M.-A. Pleier27, V. Pleskot85, E. Plotnikova67,
P. Plucinski92, D. Pluth66, R. Poettgen147a,147b, L. Poggioli118, D. Pohl23, G. Polesello122a, A. Poley44,
A. Policicchio39a,39b, R. Polifka159, A. Polini22a, C.S. Pollard55, V. Polychronakos27, K. Pommès32,
L. Pontecorvo133a, B.G. Pope92, G.A. Popeneciu28c, D.S. Popovic14, A. Poppleton32, S. Pospisil129,
K. Potamianos16, I.N. Potrap67, C.J. Potter30, C.T. Potter117, G. Poulard32, J. Poveda32,
V. Pozdnyakov67, M.E. Pozo Astigarraga32, P. Pralavorio87, A. Pranko16, S. Prell66, D. Price86,

47



L.E. Price6, M. Primavera75a, S. Prince89, M. Proissl48, K. Prokofiev62c, F. Prokoshin34b,
S. Protopopescu27, J. Proudfoot6, M. Przybycien40a, D. Puddu135a,135b, M. Purohit27,a j, P. Puzo118,
J. Qian91, G. Qin55, Y. Qin86, A. Quadt56, W.B. Quayle164a,164b, M. Queitsch-Maitland86, D. Quilty55,
S. Raddum120, V. Radeka27, V. Radescu60b, S.K. Radhakrishnan149, P. Radloff117, P. Rados90,
F. Ragusa93a,93b, G. Rahal178, J.A. Raine86, S. Rajagopalan27, M. Rammensee32, C. Rangel-Smith165,
M.G. Ratti93a,93b, F. Rauscher101, S. Rave85, T. Ravenscroft55, I. Ravinovich172, M. Raymond32,
A.L. Read120, N.P. Readioff76, M. Reale75a,75b, D.M. Rebuzzi122a,122b, A. Redelbach174, G. Redlinger27,
R. Reece138, K. Reeves43, L. Rehnisch17, J. Reichert123, H. Reisin29, C. Rembser32, H. Ren35a,
M. Rescigno133a, S. Resconi93a, O.L. Rezanova110,c, P. Reznicek130, R. Rezvani96, R. Richter102,
S. Richter80, E. Richter-Was40b, O. Ricken23, M. Ridel82, P. Rieck17, C.J. Riegel175, J. Rieger56,
O. Rifki114, M. Rijssenbeek149, A. Rimoldi122a,122b, M. Rimoldi18, L. Rinaldi22a, B. Ristíc51, E. Ritsch32,
I. Riu13, F. Rizatdinova115, E. Rizvi78, C. Rizzi13, S.H. Robertson89,l , A. Robichaud-Veronneau89,
D. Robinson30, J.E.M. Robinson44, A. Robson55, C. Roda125a,125b, Y. Rodina87, A. Rodriguez Perez13,
D. Rodriguez Rodriguez167, S. Roe32, C.S. Rogan59, O. Røhne120, A. Romaniouk99, M. Romano22a,22b,
S.M. Romano Saez36, E. Romero Adam167, N. Rompotis139, M. Ronzani50, L. Roos82, E. Ros167,
S. Rosati133a, K. Rosbach50, P. Rose138, O. Rosenthal142, N.-A. Rosien56, V. Rossetti147a,147b,
E. Rossi105a,105b, L.P. Rossi52a, J.H.N. Rosten30, R. Rosten139, M. Rotaru28b, I. Roth172, J. Rothberg139,
D. Rousseau118, C.R. Royon137, A. Rozanov87, Y. Rozen153, X. Ruan146c, F. Rubbo144,
M.S. Rudolph159, F. Rühr50, A. Ruiz-Martinez31, Z. Rurikova50, N.A. Rusakovich67, A. Ruschke101,
H.L. Russell139, J.P. Rutherfoord7, N. Ruthmann32, Y.F. Ryabov124, M. Rybar166, G. Rybkin118, S. Ryu6,
A. Ryzhov131, G.F. Rzehorz56, A.F. Saavedra151, G. Sabato108, S. Sacerdoti29, H.F-W. Sadrozinski138,
R. Sadykov67, F. Safai Tehrani133a, P. Saha109, M. Sahinsoy60a, M. Saimpert137, T. Saito156,
H. Sakamoto156, Y. Sakurai171, G. Salamanna135a,135b, A. Salamon134a,134b, J.E. Salazar Loyola34b,
D. Salek108, P.H. Sales De Bruin139, D. Salihagic102, A. Salnikov144, J. Salt167, D. Salvatore39a,39b,
F. Salvatore150, A. Salvucci62a, A. Salzburger32, D. Sammel50, D. Sampsonidis155, A. Sanchez105a,105b,
J. Sánchez167, V. Sanchez Martinez167, H. Sandaker120, R.L. Sandbach78, H.G. Sander85,
M. Sandhoff175, C. Sandoval21, R. Sandstroem102, D.P.C. Sankey132, M. Sannino52a,52b, A. Sansoni49,
C. Santoni36, R. Santonico134a,134b, H. Santos127a, I. Santoyo Castillo150, K. Sapp126, A. Sapronov67,
J.G. Saraiva127a,127d, B. Sarrazin23, O. Sasaki68, Y. Sasaki156, K. Sato161, G. Sauvage5,∗, E. Sauvan5,
G. Savage79, P. Savard159,d, C. Sawyer132, L. Sawyer81,q, J. Saxon33, C. Sbarra22a, A. Sbrizzi22a,22b,
T. Scanlon80, D.A. Scannicchio163, M. Scarcella151, V. Scarfone39a,39b, J. Schaarschmidt172,
P. Schacht102, B.M. Schachtner101, D. Schaefer32, R. Schaefer44, J. Schaeffer85, S. Schaepe23,
S. Schaetzel60b, U. Schäfer85, A.C. Schaffer118, D. Schaile101, R.D. Schamberger149, V. Scharf60a,
V.A. Schegelsky124, D. Scheirich130, M. Schernau163, C. Schiavi52a,52b, S. Schier138, C. Schillo50,
M. Schioppa39a,39b, S. Schlenker32, K.R. Schmidt-Sommerfeld102, K. Schmieden32, C. Schmitt85,
S. Schmitt44, S. Schmitz85, B. Schneider160a, U. Schnoor50, L. Schoeffel137, A. Schoening60b,
B.D. Schoenrock92, E. Schopf23, M. Schott85, J. Schovancova8, S. Schramm51, M. Schreyer174,
N. Schuh85, M.J. Schultens23, H.-C. Schultz-Coulon60a, H. Schulz17, M. Schumacher50,
B.A. Schumm138, Ph. Schune137, A. Schwartzman144, T.A. Schwarz91, Ph. Schwegler102,
H. Schweiger86, Ph. Schwemling137, R. Schwienhorst92, J. Schwindling137, T. Schwindt23, G. Sciolla25,
F. Scuri125a,125b, F. Scutti90, J. Searcy91, P. Seema23, S.C. Seidel106, A. Seiden138, F. Seifert129,
J.M. Seixas26a, G. Sekhniaidze105a, K. Sekhon91, S.J. Sekula42, D.M. Seliverstov124,∗,
N. Semprini-Cesari22a,22b, C. Serfon120, L. Serin118, L. Serkin164a,164b, M. Sessa135a,135b, R. Seuster169,
H. Severini114, T. Sfiligoj77, F. Sforza32, A. Sfyrla51, E. Shabalina56, N.W. Shaikh147a,147b, L.Y. Shan35a,
R. Shang166, J.T. Shank24, M. Shapiro16, P.B. Shatalov98, K. Shaw164a,164b, S.M. Shaw86,
A. Shcherbakova147a,147b, C.Y. Shehu150, P. Sherwood80, L. Shi152,ak, S. Shimizu69, C.O. Shimmin163,
M. Shimojima103, M. Shiyakova67,al, A. Shmeleva97, D. Shoaleh Saadi96, M.J. Shochet33,

48



S. Shojaii93a,93b, S. Shrestha112, E. Shulga99, M.A. Shupe7, P. Sicho128, A.M. Sickles166, P.E. Sidebo148,
O. Sidiropoulou174, D. Sidorov115, A. Sidoti22a,22b, F. Siegert46, Dj. Sijacki14, J. Silva127a,127d,
S.B. Silverstein147a, V. Simak129, O. Simard5, Lj. Simic14, S. Simion118, E. Simioni85, B. Simmons80,
D. Simon36, M. Simon85, P. Sinervo159, N.B. Sinev117, M. Sioli22a,22b, G. Siragusa174,
S.Yu. Sivoklokov100, J. Sjölin147a,147b, T.B. Sjursen15, M.B. Skinner74, H.P. Skottowe59, P. Skubic114,
M. Slater19, T. Slavicek129, M. Slawinska108, K. Sliwa162, R. Slovak130, V. Smakhtin172, B.H. Smart5,
L. Smestad15, J. Smiesko145a, S.Yu. Smirnov99, Y. Smirnov99, L.N. Smirnova100,am, O. Smirnova83,
M.N.K. Smith37, R.W. Smith37, M. Smizanska74, K. Smolek129, A.A. Snesarev97, S. Snyder27,
R. Sobie169,l, F. Socher46, A. Soffer154, D.A. Soh152, G. Sokhrannyi77, C.A. Solans Sanchez32,
M. Solar129, E.Yu. Soldatov99, U. Soldevila167, A.A. Solodkov131, A. Soloshenko67,
O.V. Solovyanov131, V. Solovyev124, P. Sommer50, H. Son162, H.Y. Song35b,an, A. Sood16,
A. Sopczak129, V. Sopko129, V. Sorin13, D. Sosa60b, C.L. Sotiropoulou125a,125b, R. Soualah164a,164c,
A.M. Soukharev110,c, D. South44, B.C. Sowden79, S. Spagnolo75a,75b, M. Spalla125a,125b,
M. Spangenberg170, F. Spanò79, D. Sperlich17, F. Spettel102, R. Spighi22a, G. Spigo32, L.A. Spiller90,
M. Spousta130, R.D. St. Denis55,∗, A. Stabile93a, R. Stamen60a, S. Stamm17, E. Stanecka41, R.W. Stanek6,
C. Stanescu135a, M. Stanescu-Bellu44, M.M. Stanitzki44, S. Stapnes120, E.A. Starchenko131,
G.H. Stark33, J. Stark57, P. Staroba128, P. Starovoitov60a, S. Stärz32, R. Staszewski41, P. Steinberg27,
B. Stelzer143, H.J. Stelzer32, O. Stelzer-Chilton160a, H. Stenzel54, G.A. Stewart55, J.A. Stillings23,
M.C. Stockton89, M. Stoebe89, G. Stoicea28b, P. Stolte56, S. Stonjek102, A.R. Stradling8, A. Straessner46,
M.E. Stramaglia18, J. Strandberg148, S. Strandberg147a,147b, A. Strandlie120, M. Strauss114,
P. Strizenec145b, R. Ströhmer174, D.M. Strom117, R. Stroynowski42, A. Strubig107, S.A. Stucci18,
B. Stugu15, N.A. Styles44, D. Su144, J. Su126, R. Subramaniam81, S. Suchek60a, Y. Sugaya119, M. Suk129,
V.V. Sulin97, S. Sultansoy4c, T. Sumida70, S. Sun59, X. Sun35a, J.E. Sundermann50, K. Suruliz150,
G. Susinno39a,39b, M.R. Sutton150, S. Suzuki68, M. Svatos128, M. Swiatlowski33, I. Sykora145a,
T. Sykora130, D. Ta50, C. Taccini135a,135b, K. Tackmann44, J. Taenzer159, A. Taffard163, R. Tafirout160a,
N. Taiblum154, H. Takai27, R. Takashima71, T. Takeshita141, Y. Takubo68, M. Talby87,
A.A. Talyshev110,c, K.G. Tan90, J. Tanaka156, R. Tanaka118, S. Tanaka68, B.B. Tannenwald112,
S. Tapia Araya34b, S. Tapprogge85, S. Tarem153, G.F. Tartarelli93a, P. Tas130, M. Tasevsky128,
T. Tashiro70, E. Tassi39a,39b, A. Tavares Delgado127a,127b, Y. Tayalati136d, A.C. Taylor106, G.N. Taylor90,
P.T.E. Taylor90, W. Taylor160b, F.A. Teischinger32, P. Teixeira-Dias79, K.K. Temming50, D. Temple143,
H. Ten Kate32, P.K. Teng152, J.J. Teoh119, F. Tepel175, S. Terada68, K. Terashi156, J. Terron84, S. Terzo102,
M. Testa49, R.J. Teuscher159,l, T. Theveneaux-Pelzer87, J.P. Thomas19, J. Thomas-Wilsker79,
E.N. Thompson37, P.D. Thompson19, A.S. Thompson55, L.A. Thomsen176, E. Thomson123,
M. Thomson30, M.J. Tibbetts16, R.E. Ticse Torres87, V.O. Tikhomirov97,ao, Yu.A. Tikhonov110,c,
S. Timoshenko99, P. Tipton176, S. Tisserant87, K. Todome158, T. Todorov5,∗, S. Todorova-Nova130,
J. Tojo72, S. Tokár145a, K. Tokushuku68, E. Tolley59, L. Tomlinson86, M. Tomoto104, L. Tompkins144,ap,
K. Toms106, B. Tong59, E. Torrence117, H. Torres143, E. Torró Pastor139, J. Toth87,aq, F. Touchard87,
D.R. Tovey140, T. Trefzger174, A. Tricoli27, I.M. Trigger160a, S. Trincaz-Duvoid82, M.F. Tripiana13,
W. Trischuk159, B. Trocmé57, A. Trofymov44, C. Troncon93a, M. Trottier-McDonald16, M. Trovatelli169,
L. Truong164a,164c, M. Trzebinski41, A. Trzupek41, J.C-L. Tseng121, P.V. Tsiareshka94, G. Tsipolitis10,
N. Tsirintanis9, S. Tsiskaridze13, V. Tsiskaridze50, E.G. Tskhadadze53a, K.M. Tsui62a, I.I. Tsukerman98,
V. Tsulaia16, S. Tsuno68, D. Tsybychev149, A. Tudorache28b, V. Tudorache28b, A.N. Tuna59,
S.A. Tupputi22a,22b, S. Turchikhin100,am, D. Turecek129, D. Turgeman172, R. Turra93a,93b, A.J. Turvey42,
P.M. Tuts37, M. Tyndel132, G. Ucchielli22a,22b, I. Ueda156, R. Ueno31, M. Ughetto147a,147b,
F. Ukegawa161, G. Unal32, A. Undrus27, G. Unel163, F.C. Ungaro90, Y. Unno68, C. Unverdorben101,
J. Urban145b, P. Urquijo90, P. Urrejola85, G. Usai8, A. Usanova64, L. Vacavant87, V. Vacek129,
B. Vachon89, C. Valderanis101, E. Valdes Santurio147a,147b, N. Valencic108, S. Valentinetti22a,22b,

49



A. Valero167, L. Valery13, S. Valkar130, S. Vallecorsa51, J.A. Valls Ferrer167, W. Van Den Wollenberg108,
P.C. Van Der Deijl108, R. van der Geer108, H. van der Graaf108, N. van Eldik153, P. van Gemmeren6,
J. Van Nieuwkoop143, I. van Vulpen108, M.C. van Woerden32, M. Vanadia133a,133b, W. Vandelli32,
R. Vanguri123, A. Vaniachine131, P. Vankov108, G. Vardanyan177, R. Vari133a, E.W. Varnes7, T. Varol42,
D. Varouchas82, A. Vartapetian8, K.E. Varvell151, J.G. Vasquez176, F. Vazeille36,
T. Vazquez Schroeder89, J. Veatch56, L.M. Veloce159, F. Veloso127a,127c, S. Veneziano133a,
A. Ventura75a,75b, M. Venturi169, N. Venturi159, A. Venturini25, V. Vercesi122a, M. Verducci133a,133b,
W. Verkerke108, J.C. Vermeulen108, A. Vest46,ar, M.C. Vetterli143,d, O. Viazlo83, I. Vichou166,∗,
T. Vickey140, O.E. Vickey Boeriu140, G.H.A. Viehhauser121, S. Viel16, L. Vigani121, R. Vigne64,
M. Villa 22a,22b, M. Villaplana Perez93a,93b, E. Vilucchi49, M.G. Vincter31, V.B. Vinogradov67,
C. Vittori22a,22b, I. Vivarelli150, S. Vlachos10, M. Vlasak129, M. Vogel175, P. Vokac129, G. Volpi125a,125b,
M. Volpi90, H. von der Schmitt102, E. von Toerne23, V. Vorobel130, K. Vorobev99, M. Vos167, R. Voss32,
J.H. Vossebeld76, N. Vranjes14, M. Vranjes Milosavljevic14, V. Vrba128, M. Vreeswijk108,
R. Vuillermet32, I. Vukotic33, Z. Vykydal129, P. Wagner23, W. Wagner175, H. Wahlberg73,
S. Wahrmund46, J. Wakabayashi104, J. Walder74, R. Walker101, W. Walkowiak142, V. Wallangen147a,147b,
C. Wang35c, C. Wang35d,87, F. Wang173, H. Wang16, H. Wang42, J. Wang44, J. Wang151, K. Wang89,
R. Wang6, S.M. Wang152, T. Wang23, T. Wang37, W. Wang35b, X. Wang176, C. Wanotayaroj117,
A. Warburton89, C.P. Ward30, D.R. Wardrope80, A. Washbrook48, P.M. Watkins19, A.T. Watson19,
M.F. Watson19, G. Watts139, S. Watts86, B.M. Waugh80, S. Webb85, M.S. Weber18, S.W. Weber174,
J.S. Webster6, A.R. Weidberg121, B. Weinert63, J. Weingarten56, C. Weiser50, H. Weits108, P.S. Wells32,
T. Wenaus27, T. Wengler32, S. Wenig32, N. Wermes23, M. Werner50, M.D. Werner66, P. Werner32,
M. Wessels60a, J. Wetter162, K. Whalen117, N.L. Whallon139, A.M. Wharton74, A. White8, M.J. White1,
R. White34b, D. Whiteson163, F.J. Wickens132, W. Wiedenmann173, M. Wielers132, P. Wienemann23,
C. Wiglesworth38, L.A.M. Wiik-Fuchs23, A. Wildauer102, F. Wilk86, H.G. Wilkens32, H.H. Williams123,
S. Williams108, C. Willis92, S. Willocq88, J.A. Wilson19, I. Wingerter-Seez5, F. Winklmeier117,
O.J. Winston150, B.T. Winter23, M. Wittgen144, J. Wittkowski101, S.J. Wollstadt85, M.W. Wolter41,
H. Wolters127a,127c, B.K. Wosiek41, J. Wotschack32, M.J. Woudstra86, K.W. Wozniak41, M. Wu57,
M. Wu33, S.L. Wu173, X. Wu51, Y. Wu91, T.R. Wyatt86, B.M. Wynne48, S. Xella38, D. Xu35a, L. Xu27,
B. Yabsley151, S. Yacoob146a, R. Yakabe69, D. Yamaguchi158, Y. Yamaguchi119, A. Yamamoto68,
S. Yamamoto156, T. Yamanaka156, K. Yamauchi104, Y. Yamazaki69, Z. Yan24, H. Yang35e, H. Yang173,
Y. Yang152, Z. Yang15, W-M. Yao16, Y.C. Yap82, Y. Yasu68, E. Yatsenko5, K.H. Yau Wong23, J. Ye42,
S. Ye27, I. Yeletskikh67, A.L. Yen59, E. Yildirim85, K. Yorita171, R. Yoshida6, K. Yoshihara123,
C. Young144, C.J.S. Young32, S. Youssef24, D.R. Yu16, J. Yu8, J.M. Yu91, J. Yu66, L. Yuan69,
S.P.Y. Yuen23, I. Yusuff30,as, B. Zabinski41, R. Zaidan35d, A.M. Zaitsev131,ae, N. Zakharchuk44,
J. Zalieckas15, A. Zaman149, S. Zambito59, L. Zanello133a,133b, D. Zanzi90, C. Zeitnitz175, M. Zeman129,
A. Zemla40a, J.C. Zeng166, Q. Zeng144, K. Zengel25, O. Zenin131, T. Ženiš145a, D. Zerwas118,
D. Zhang91, F. Zhang173, G. Zhang35b,an, H. Zhang35c, J. Zhang6, L. Zhang50, R. Zhang23,
R. Zhang35b,at, X. Zhang35d, Z. Zhang118, X. Zhao42, Y. Zhao35d, Z. Zhao35b, A. Zhemchugov67,
J. Zhong121, B. Zhou91, C. Zhou47, L. Zhou37, L. Zhou42, M. Zhou149, N. Zhou35f, C.G. Zhu35d,
H. Zhu35a, J. Zhu91, Y. Zhu35b, X. Zhuang35a, K. Zhukov97, A. Zibell174, D. Zieminska63, N.I. Zimine67,
C. Zimmermann85, S. Zimmermann50, Z. Zinonos56, M. Zinser85, M. Ziolkowski142, L. Živković14,
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