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A 2-LOCAL IDENTIFICATION OF PΩ+
8 (3)

CHRIS PARKER AND GERNOT STROTH

Abstract. This paper is devoted to the proof of an identification
theorem for Ω+

8 (2) and PΩ+
8 (3). The main theorem will be applied

in the programme aimed at determining the almost simple groups
which have parabolic characteristic 2. The proof involves a novel
application of a recent theorem due to Meierfrankenfeld, Weiss and
the second author which identifies Lie type groups by their residual
structure.

1. Introduction

In projects aimed at classifying finite simple groups, naming the
group is an essential part and it often leads to that most delicate group
theoretical investigations. The generic finite simple group is a Lie type
group. In this article we present one such identification theorem which
is important in the investigation of groups of parabolic characteristic
2 and so for the on-going research to classify such groups indepen-
dently of the classification of the finite simple groups. The proof of
our main theorem involves an application of a uniqueness theorem of
Meierfrankenfeld, Weiss and the second author [9] to recognize PΩ+

8 (3).
Traditionally, to recognize this group either a Phan system would need
to be constructed or, once the centralizer of an involution has been
determined, Aschbacher’s Classical Involution Theorem [1, 2] could be
invoked. The advantage of recognising the group via [9] is that the
proof of the main theorem in [9] is entirely elementary. The proof of
our Theorem 1 below, can be seen as an exemplar for the proof of
theorems where Lie type groups need to be identified.

We recall that a simple Lie type group G defined in characteristic p,
p a prime, has the feature that for S ∈ Sylp(G) and 1 6= X ≤ S,

CG(Op(NG(X))) ≤ Op(NG(X))(1)

where Op(NG(X)) is the largest normal p-subgroup of NG(X). The
groups NG(X) are called p-local subgroups of G. Condition (1) roughly
says that Op(NG(X)) is relatively large.

An arbitrary group which satisfies property (1) for all non-trivial
X ≤ S is said to have local characteristic p and, if we restrict this
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requirement just to non-trivial subgroups X which are normal in S,
then such groups are said to have parabolic characteristic p.

Our main theorem is as follows.

Theorem 1. Suppose that G is a group of parabolic characteristic 2
and H is a subgroup of G of odd index. If F ∗(H) ∼= Ω+

8 (2) and H =
NG(F ∗(H)), then F ∗(G) ∼= Ω+

8 (2) or PΩ+
8 (3).

The hypothesis of Theorem 1 arises naturally in the approach adopted
to classifying groups G of parabolic characteristic p (p a prime) led by
Meierfrankenfeld, Stellmacher and Stroth and exemplified by the work
in [8] which aims at a deeper understanding of groups of local and par-
abolic characteristic p. The main theorem of this paper is applicable in
the situation when p = 2 in [8].

Let us first explain the general idea behind the approach to groups G
of parabolic characteristic p for arbitrary primes p taken in [8]. Initially
their attention is targeted on the p-local subgroups L of G which do
not centralize a p-central element (a p-element with centralizer of p′

index). They do not completely determine the structure of L, but they
give precise information about the structure of L/Op(L). Going beyond
[8], the next step is to determine large parts of the centralizer of a p-
central element of order p. The generic examples of groups of parabolic
characteristic p are groups of Lie type in characteristic p. Let X be
such a simple group of rank at least 3 and fix a set {P1, . . . , Pn} of
maximal parabolic subgroups containing a fixed Borel subgroup of X.
The objective of the work in [8] and the upcoming research is to discover
a collection of subgroups L1, . . . , Ln which contain a common Sylow
p-subgroup such that the quotient groups Li/Op(Li) match up with
the quotients Op′(Pi/Op(Pi)), 1 ≤ i ≤ n. It is not important that
L1, . . . , Ln are p-local subgroups and they do not need to contain a full
Sylow p-subgroup of G. Once this goal is attained, the intention is to
use the main result from [9] to find that 〈L1, . . . , Ln〉 is isomorphic to
X. Furthermore it follows that H = NG(〈L1, . . . , Ln〉) contains a Sylow
p-subgroup of G and 〈L1, . . . , Ln〉 = F ∗(H). The proof of Theorem 1
shows that this method od argument is practical and demonstrates how
this also might be achieved in more general situations.

The result in [9] roughly says the following. Let X be a finite group
of Lie type in characteristic p and rank at least 3, the target group,
with Coxeter diagram Π and G be an unknown finite group. Let D be
a collection of subsets of size at least two of the set of vertices of Π
containing all connected ones of size exactly two. Set H = 〈GD | D ∈
D〉, where GD are certain subgroups of G having the automorphism
groups of the corresponding residue of the building belonging to X as
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a homomorphic image and in a compatible way. Adding a few technical
assumptions on the kernels of this homomorphism and Op(H) = 1, then
H ∼= X. Once such a subgroup H is constructed, it remains to show
that G = H, unless of course it is not. This is the main goal of the
work of the authors together with G. Pientka and A. Seidel in [11] which
identifies groups G of local or parabolic characteristic p provided they
contain a Lie type group F ∗(H) defined in characteristic p and such
that H = NG(F ∗(H)) is of p′ index. In this context Theorem 1 handles
one of the more difficult cases when it is possible that in fact G 6= H.

In the present paper, we start with a group G of parabolic char-
acteristic 2. We assume that the approach described in the previous
paragraph provides a subgroup H of G such that F ∗(H) ∼= Ω+

8 (2). In
this case, we know that H contains a Sylow 2-subgroup of G but it
may be that the 2-local subgroups of H are not 2-local subgroups of G
(the subgroups L1, . . . , Ln are chosen so that [9] is applicable). We know
that one possible conclusion of our theorem is that F ∗(G) ∼= PΩ+

8 (3). Of
course, this group is not a Lie type group in characteristic 2. Thus to ap-
ply [9] we need to develop the 3-local structure of G. We first pin down
subgroups F1, . . . , F4 of G, which share a common Sylow 3-subgroup
and satisfy, for i = 1, . . . , 4, CFi

(O3(Fi)) ≤ O3(Fi) and Fi/O3(Fi) re-
sembles a large part of the corresponding maximal parabolic subgroup
of PΩ+

8 (3). It is very important for the approach that they do not have
to contain a Sylow 3-subgroup of G. Indeed, recall that there is an
outer automorphism of order 3 of F ∗(H), which might be induced by
an element of order 3 from G and which is not contained in any of the
Fi. Application of [9] then gives us that 〈F1, F2, F3, F4〉 ∼= PΩ+

8 (3).
Before going into details of the proof we repeat that the paper has

two purposes, first it solves one of the most difficult cases of [11], which
is part of the MSS programme and secondly it shows how the method
of identifying groups using [9] is practical.

We now give a sketch of the proof of Theorem 1 which elucidates
the strategy of the proof while hiding the technical details. So suppose
that G is a group of parabolic characteristic 2 and that H ≤ G is
such that H = NG(F ∗(H)), F ∗(H) ∼= Ω+

8 (2) and |G : H| is odd. We
let S ∈ Syl2(F

∗(H)) and 〈r〉 = Z(S) (which has order 2). Note that
the subgroup structure of H is an open book whereas the subgroup
structure of G is a mystery. Because of Lemma 2.2, which is a general
fact about groups of parabolic characteristic p, we may assume that G
is a simple group. An elementary application of the Thompson Transfer
Lemma then shows S ∈ Syl2(G) and that |H : F ∗(H)| divides 3; a fact
that we have to carry through with us till the very end of the proof,
but surprisingly does not cause any real difficulty. Holt’s Theorem [7]
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(see also Theorem 2.7) provides a way to show that a subgroup of G
is in fact equal to G. We employ this result twice, the first time, in
Proposition 3.4, to show that if CG(r) = CH(r) then G = F ∗(H).
From this stage we know that CG(r) > CH(r).

Remember we know everything about CH(r) and CG(r) is to be dis-
covered. Here the fact that CG(r) satisfies condition (1) plays a pivotal
role and separates PΩ+

8 (3) from its counterparts L = PΩ+
8 (q) for q an

odd prime with q ≡ 3, 5 (mod 8) (these groups also contains Ω+
8 (2)).

In all these groups O2(CL(r)) = Ω+
4 (q) ◦ Ω+

4 (q) and only when q = 3
do we obtain a group which satisfies (1). Anyway, up to the discrep-
ancy caused by the possibility that H 6= F ∗(H), we find the explicit
structure of CG(r) in Lemma 3.5. Thus CG(r) has a normal subgroup
X = K1K2K3K4 where Ki

∼= SL2(3) and [Ki, Kj] = 1 when i 6= j. We
intend to build the 3-local structure of G. So for a ∈ I = {1, 2, 3, 4},
let 〈τa〉 ∈ Syl3(Ka) and set Ca = CG(τa). Our global hypothesis only
refers to 2-local subgroups, so 3-local subgroups have to be constructed
with some delicacy. As r centralizes τa, we can quickly show that
r ∈ Z(Ca/Da) and that r inverts Da/〈τa〉 where Da = O(Ca) is the
largest normal subgroup of odd order in Ca. It is this fact that al-
lows us to see that Da 6= 〈τa〉 as we shall see. Now Da turns out to
be normalized by an elementary abelian group 〈r, j〉 of order 4 with j
and rj conjugate in G. As r acts fixed point freely on Da/〈τa〉, we get
Da = CDa(j)CDa(rj). Now CH(j) has shape 26:Sym(6) and because we
know CG(r) is not contained in H, we can show that M = CG(j) is
not contained in H. A delicate argument involving two applications of
the Thompson Transfer Lemma shows that M has a normal subgroup
M∗ of index 4. We can also show CM∗/〈j〉(r〈j〉) has a structure and
embedding required to apply a theorem of Aschbacher (Theorem 2.8)
which then reveals that M∗ ∼= Ω−6 (3) ∼= 2.U4(3). Now the centralizer
of τa in M has a normal subgroup D which is extraspecial of order 35

and exponent 3. Furthermore, D = [D, r] and so, as rDa ∈ Z(Ca/Da),
we discover that D ≤ Da and this information can be further exploited
to show that Da is extraspecial of order 39. We gather all our facts
together to show in Lemma 3.11 that CG(τa) has a subgroup of index
dividing 3 of shape 31+8.21+6.33. This subgroup has the same shape as
the centralizer of a 3-central element of PΩ+

8 (3). We next embark on the
construction of further 3-local subgroups. This involves groups gener-
ated by various subgroups of Da as a varies through I. For example, one
important subgroup is E4 = E4aE4bE4c where E4a = 〈τa, τ4〉(Da ∩D4)
and {a, b, c} = {1, 2, 3}. Eventually we assemble a collection of sub-
group P1, . . . , P4 which correspond to the minimal parabolic subgroups
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of PΩ+
8 (3) and we control the groups generated by pairs of these sub-

groups. Once this is done we are ready to apply [9] to find a subgroup
P of G with P ∼= PΩ+

8 (3). A short final argument using Holt’s Theorem
again establishes our main goal.

Our notation is standard and is in line with that presented in [6].

Acknowledgements. The results reported in this paper were
conceived and researched while the second author was a Distin-
guished Visiting Fellow of the Institute of Advanced Study at the
University of Birmingham from 15 February to 29 March 2015.
Both authors are grateful for this valuable support. We also thank
the referee for reading our work very carefully and providing valu-
able suggestions which improved the paper substantially.

2. Preliminary results

We begin by collecting some results about groups of parabolic char-
acteristic p.

Lemma 2.1. Let p be a prime, G be a group and S be a Sylow p-
subgroup of G. Then G is of parabolic characteristic p if and only if
CG(Op(CG(z))) ≤ Op(CG(z)) for all z ∈ Ω1(Z(S))#.

Proof. Suppose CG(Op(CG(z))) ≤ Op(CG(z)) for all z ∈ Ω1(Z(S))#.
Let X be a non-trivial normal subgroup of S and set

E = E(NG(X))Op′(NG(X)).

Let z ∈ (X ∩ Z(S))# and put R = Op(CG(z)). Then EX acts on R.
We have CR(X) normalizes and is normalized by E, so [CR(X), E] is a
normal p-subgroup of E and is consequently contained in Z(E). Hence

[CR(X), E] = [CR(X), E, E] = 1.

But then E ≤ CG(R) by the A × B-Lemma. As CG(R) ≤ R by as-
sumption, we have E = 1 and so F ∗(NG(X)) = Op(NG(X)). This
means that

CG(Op(NG(X))) ≤ Op(NG(X))

as required. The converse is clear. �

Lemma 2.2. Suppose that p is a prime, G has parabolic characteristic
p and S ∈ Sylp(G). If G1 is a subnormal subgroup of G and Z(S∩G1) ≤
Z(S) is non-trivial, then G1 has parabolic characteristic p.

Proof. Let S1 = S ∩ G1 and let z ∈ Z(S1)
#. Then z ∈ Z(S) and so

CG(z) has characteristic p. Since CG1(z) is subnormal in CG(z) and G
5



has parabolic characteristic p, we have

F ∗(CG1(z)) ≤ F ∗(CG(z)) = Op(CG(z)).

Hence F ∗(CG1(z)) = Op(CG1(z)) and so CG1(Op(CG1(z))) ≤ Op(CG1(z)).
Thus G1 has parabolic characteristic p by Lemma 2.1. �

Lemma 2.3. If G has parabolic characteristic 2 and Z(G/O(G)) = 1,
then O(G) = 1.

Proof. Assume O(G) 6= 1. Let S be a Sylow 2-subgroup of G and
T = CS(O(G)). If CG(O(G)) 6≤ O(G), then T 6= 1 and T is normal in
S. But then [O(G), O2(NG(T ))] ≤ O(G) ∩ O2(NG(T )) = 1 and as G
has parabolic characteristic 2,

O(G) ≤ CG(O2(NG(T ))) ≤ O2(NG(T )),

which is a contradiction. Thus CG(O(G)) ≤ O(G). Now let z ∈ Ω1(Z(S))#.
Then F ∗(CG(z)) = O2(CG(z)) again asG has parabolic characteristic 2.
Hence CO(G)(z) = 1, so z inverts O(G) and then CG(O(G)) = O(G).
Since z inverts O(G), we have that z induces an automorphism of O(G)
which is central in Aut(O(G)). In particular,

1 6= zO(G) ∈ Z(G/O(G)) = 1,

a contradiction. �

The next lemma plays a central role in the proof of Theorem 1 when
we build CG(r) for a 2-central involution r ∈ H.

Lemma 2.4. Let V be an 8-dimensional GF(2)-space, X ∼= Sp2(2) o
Sym(3), and B = B1 × B2 × B3 with Bi

∼= Sp2(2) the base group of
X. For 1 ≤ i ≤ 3, let ai ∈ Bi have order 2 and let Wi be the natural
Bi-module. Then

(i) There is a unique faithful irreducible representation of B on V
and so V can be identified with W1 ⊗W2 ⊗W3. Furthermore,
this representation extends to X.

(ii) V admits a B-invariant quadratic form q of plus type preserved
by X, so X ≤ O(V, q).

(iii) (a) [V, a1] is totally singular of dimension 4.
(b) [V, a1a2] is totally singular of dimension 4.
(c) [V, a1a2a3] is totally isotropic of dimension 4 but is not

totally singular.

Proof. The tensor product W1 ⊗W2 ⊗W3 is an irreducible B-module.
Conversely assume that B acts irreducibly on V . Then, by Clifford’s
Theorem, V is a semisimple Bi-module for each 1 ≤ i ≤ 3. Fur-
thermore, each irreducible Bi-submodule is the natural module for
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Bi, which is absolutely irreducible. Therefore V is a homogeneous Bi-
module and indeed the tensor product module for B. As X = Aut(B)
and the representation is unique, it extends to X. This proves (i).

For i = 1, 2, 3, let Wi have symplectic basis {ei, fi} and associated
symplectic form ( , )i. Then V supports a symmetric bilinear form

( , ) =
3∏
i=1

( , )i

and an associated quadratic form q which is entirely defined by speci-
fying that all the pure tensors are singular. In this way B embeds into
O+

8 (2). This form is preserved by X. This proves (ii).
We may suppose that ai ∈ Bi centralizes ei and sends fi to ei + fi.

Then
[V, a1] = 〈e1 ⊗ x⊗ y | x ∈ {e2, f2}, y ∈ {e3, f3}〉

which is totally singular. Similarly

[V, a1a2] = 〈e1 ⊗ e2 ⊗ y1, e1 ⊗ f2 ⊗ y2 + f1 ⊗ e2 ⊗ y2 | y1, y2 ∈ {e3, f3}〉
is also totally singular. Finally

[V, a1a2a3] = 〈e1 ⊗ e2 ⊗ e3, f1 ⊗ e2 ⊗ e3 + e1 ⊗ f2 ⊗ e3,
e1 ⊗ e2 ⊗ f3 + e1 ⊗ f2 ⊗ e3,
e1 ⊗ e2 ⊗ f3 + f1 ⊗ f2 ⊗ e3 + e1 ⊗ f2 ⊗ f3 + f1 ⊗ e2 ⊗ f3〉.

We observe that this space is isotropic but that

q(e1 ⊗ e2 ⊗ f3 + f1 ⊗ f2 ⊗ e3 + e1 ⊗ f2 ⊗ f3 + f1 ⊗ e2 ⊗ f3) =

(e1 ⊗ e2 ⊗ f3, f1 ⊗ f2 ⊗ e3) = 1

which means that this space is not totally singular. This proves (iii)
(a), (b) and (c). �

Lemma 2.5. Suppose that V and B are as in Lemma 2.4 and let
C = 〈a1, a2, a3〉 ∈ Syl2(B). Assume that D is a subgroup of the isom-
etry group of V and that D > B. If |D : B| is odd, then there is
a perpendicular decomposition of V into non-degenerate 2-spaces of
minus-type

V = V1 ⊥ V2 ⊥ V3 ⊥ V4

which is preserved by D. Furthermore,

(i) D = O3(D)ND(C).
(ii) O3(D) is elementary abelian of order 34 or 33, contains O3(B)

and is inverted by a1a2a3.
(iii) 〈a1a2, a2a3〉 permutes {V1, . . . , V4} regularly.
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(iv) D = O3(D)C or |D : O3(D)C| = 3 with D/O3(D) ∼= 2 ×
Alt(4).

(v) O3(B) = [O3(D), [D,D]] is normal in D.
(vi) dimCV (C) = 1.

Proof. Set Y = O3(B) and U = O3(D). As |D : B| is odd and C ∈
Syl2(B), Lemma 2.4 (i), (ii) and (iii) yields that e = a1a2a3 is the unique
element in C such that [V, e] is not totally singular. Thus eD∩C = {e}.
Application of the Z∗-theorem [5] yields

eO(D) ∈ Z(D/O(D)).

In particular, we have

Y = [Y, e] ≤ O(D)

and so O(D)C acts irreducibly on V . By Clifford Theory, V |O(D) is a di-
rect sum of irreducible representations of O(D) all of equal dimension.
Let U be an irreducible summand. Then U ⊗ k, where k is an alge-
braically closed field of characteristic 2, is a direct sum of irreducible
kO(D)-modules W1, . . . ,Wm of equal dimension. Since |O(D)| is odd,
so is w = dimWj. Hence w divides dimV = 8 and so w = 1 and we
infer that O(D) is abelian. Since, by [4], elements of order 5 and 7 in
Ω+

8 (2) are not centralized by a group of order 33 = |Y |, O(D) = U .
Because Y is elementary abelian, V decomposes as a direct sum of

centralizers of maximal subgroups of Y and so, as Y S acts irreducibly
on V , there are maximal subgroups Y1, . . . , Y4 of Y such that

V = V1 ⊥ · · · ⊥ V4(2)

where Vi = CV (Yi) and Vi admits Y acting irreducibly. These subspace
are each normalized by U and so U is elementary abelian of order at
most 34.

Since e inverts each Y/Yi and B acts irreducibly on V , we also see
that C/〈e〉 permutes {V1, V2, V3, V4} regularly. Now CD(Y ) ≥ U fixes
each Vi and so we deduce that CD(Y ) = U and |U : Y | ≤ 3, U is elemen-
tary abelian and e inverts U . Furthermore D preserves the decomposi-
tion (2). It follows that D is isomorphic to subgroup of O−2 (2) o Sym(4)
and so D is a {2, 3}-group. Therefore, as C is abelian, UC = O3,2(D)
and the Fratinni argument implies

D = UND(C).

Since C ∈ Syl2(D), it only remains to remark that the action of e
together with (iii) yields dimCV (C) = 1 and we are done. �
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Lemma 2.6. Suppose that X = Sp6(2) and T ∈ Syl2(X). Then,
NX(T ) = T , Z(T ) is elementary abelian of order 4, Z(T ) ≤ Φ(T )
and every automorphism of T centralizes Z(T ).

Proof. As T is a Borel subgroup of X by Lie Theory, we have NX(T ) =
T . The character table of X [4, page 46] hows that X possesses three
classes of 2-central elements, in particular, as NX(T ) = T , Z(T ) has
order 4. In addition, the character table shows that the transvection
r in Z(T ) is not a square while the other two involutions in Z(T ) are
squares. In particular, the transvection in Z(T ) is centralized by every
automorphism of T and Z(T ) ≤ Φ(T ).

Let V be the symplectic space upon whichX acts. Then dim[V, r] = 1
and the stabiliser in X of [V, r] has shape 25:Sp4(2) [4, page 46] which
we write as UL with U elementary abelian of order 25 and L ∼= Sp4(2) ∼=
Sym(6). We have U/〈r〉 is the symplectic module for L, which is iso-
morphic to the irreducible 4-dimensional section of the 6-dimensional
permutation module, and T1 = T ∩L ∼= 2×Dih(8). Set D = [T, T ]〈r〉.
Then D is characteristic in T and

D = [UT1, UT1]〈r〉 = [U, T1][T1, T1]〈r〉
where |[T1, T1]| = 2. As in the permutation module U/〈r〉, the commu-
tator with T1 is a hyperplane of U1/〈r〉, we see [U, T1]〈r〉 has order 24.
Now 〈u〉 = [T1, T1] is an involution in Alt(6), which inverts elements of
order 5, so [U/〈r〉, u] = CU/〈r〉(u) is of order 4. This implies that [T1, T1]
centralizes a maximal subgroup in [U, T1]. Thus

|[[U, T1], [T1, T1]]| = 2.

It follows that |[D,D]| = 2, is characteristic in T and is not equal to
〈r〉. Thus any automorphism of T centralizes 〈r〉 and [D,D] and thus
centralizes Z(T ). �

As mentioned in the Introduction, the next result due to Holt [7] will
be used to show that certain potentially proper subgroups of a group
are in fact the entire group.

Theorem 2.7 (Holt). Suppose that K is a simple group, P is a proper
subgroup of K and r is a 2-central element of K. If rK ∩ P = rP and
CK(r) ≤ P , then K ∼= PSL2(2

a) (a ≥ 2), PSU3(2
a) (a ≥ 2), 2B2(2

a)
(a ≥ 3 and odd) or Alt(n) (n ≥ 5) where in the first three cases P is a
Borel subgroup of K and in the last case P ∼= Alt(n− 1).

Proof. This formulation of Holt’s Theorem can be found as stated here
in [10]. �

We also require the following theorem from Aschbacher’s book [3].
9



Theorem 2.8 (Aschbacher). Suppose that G is a finite group, z ∈ G is
an involution and H = CG(z). Assume that O2(H) = H1H2 with Hi

∼=
SL2(3), Hi normal in O2(H) and H1 ∩H2 = 〈z〉. Set Q = O2(O

2(H)).
If Q = F ∗(H), |H| = 27 · 32, zG ∩ Q 6= {z} and |Q ∩ Qg| = 4 for all
zg ∈ Q \ 〈z〉, then G ∼= PSU4(3).

Proof. The hypotheses of this theorem state that G is of type PSU4(3)
(a combination of [3, Hypothesis 45.1] and the additional requirements
on [3, page 244]). The theorem is then the content of [3, Lemma 45.11].

�

For the remainder of this article we assume that G satisfies the hy-
pothesis of Theorem 1. Thus G has parabolic characteristic 2 and H is
a subgroup of G such that

(i) H = NG(F ∗(H));
(ii) |G : H| is odd; and

(iii) F ∗(H) ∼= Ω+
8 (2).

We also fix the following

Notation 2.9. (i) S0 ∈ Syl2(H);
(ii) S = S0 ∩ F ∗(H) ∈ Syl2(F

∗(H));
(iii) r ∈ Z(S)#; and
(iv) Q = O2(CH(r)) = F ∗(CH(r)).

The next proposition introduces further notation which we shall also
adhere to for the remainder of the paper. The proposition concerns the
2-local structure of F ∗(H). We first of all recall that H/F ∗(H) embeds
into Out(Ω+

8 (2)) ∼= Sym(3). The elements of order 3 in Out(Ω+
8 (2)) are

called triality automorphisms.

Proposition 2.10. (i) F ∗(H) has five conjugacy classes of invo-
lutions. One is represented by r, there are three classes j1, j2
and j3 which are fused by the triality automorphism of F ∗(H)
and one further class j4. We choose representatives ji, 1 ≤
i ≤ 4, so that CS(ji) ∈ Syl2(CF ∗(H)(ji)) and observe that
|CS(ji)| = 210.

(ii) The group Q is extraspecial of order 21+8 and plus-type. Fur-
thermore

CF ∗(H)(r)/Q ∼= Ω+
4 (2)× SL2(2)

∼= Sym(3)× Sym(3)× Sym(3)

and Q/〈r〉 is the tensor product module of the natural modules
for Ω+

4 (2) and SL2(2) (as described in Lemma 2.4). Further-
more, CF ∗(H)(r) splits over Q.

10



(iii) There are three elementary abelian normal subgroups U1, U2,
U3 in S, such that NF ∗(H)(Ui)/Ui ∼= Ω+

6 (2) ∼= Alt(8). Fur-
thermore, as a GF(2)Alt(8)-module, Ui is the non-trivial irre-
ducible section of the 8-dimensional permutation module. These
subgroups are fused by the triality automorphism.

(iv) For i = 1, 2, 3, we have CF ∗(H)(ji) = UiLi where Li ∼= Sym(6)
and Ui are as in part (iii).

(v) For i = 1, 2, 3, every involution in Ui is F ∗(H)-conjugate to
either r or ji. In particular, Ui contains 35 F ∗(H)-conjugates
of r and 28 F ∗(H)-conjugates of ji.

(vi) |CF ∗(H)(j4)| = 210·3, |CU1(j4)| = 24 and CNF∗(H)(U1)(j4)/CU1(j4)
is isomorphic to the centralizer of a 2-central involution in
Alt(8).

(vii) For i = 1, 2, 3, 4, Z(CS(ji)) = 〈r, ji〉.
(viii) The second centre of S, Z2(S), is elementary abelian of order

4 and is normalized by a parabolic subgroup of order 212 · 3
in F ∗(H) (corresponding to the middle node in the D4 Dynkin
diagram).

(ix) There is an involution i ∈ Aut(F ∗(H)) \ F∗(H) such that
CF ∗(H)(i) ∼= Sp6(2) ∼= Ω7(2) and Z(S) = Z(S0).

Proof. We can read most parts of this proposition from [4, page 75].
In fact (i) and (iii) can be found directly in [4]. Indeed, for (iii), we
may assume that NH(U1) is the point stabilizer in the natural or-
thogonal representation of F ∗(H) and so U1 is the orthogonal mod-
ule for Ω+

6 (2) ∼= Alt(8). This module is isomorphic to the irreducible
section of the 8-dimensional permutation module. That the same is
true for all Ui follows from the fact that the three groups are con-
jugate under Aut(F ∗(H)). For part (ii), we have to argue a little
bit. By [4] we have that Q is extraspecial of order 29 and plus type,
CF ∗(H)(r)/Q ∼= Sym(3)×Sym(3)×Sym(3) and the extension splits. We
also use [4] to see that NH(Ui) is a split extension and so CNF∗(H)(U1)(r)

is also a split extension of U1 by a group H1
∼= 24:Ω+

4 (2), where H1 is the
point stabilizer in Alt(8) on U1. As CNF∗(H)(U1)(r)/O2(CNF∗(H)(U1)(r))

acts irreducibly on (U1 ∩ Q)/〈r〉 and on Q/(Q ∩ U1), we see that
CF ∗(H)(r) acts irreducibly on Q/〈r〉. Thus we may apply Lemma 2.4.
This proves (ii).

Now (iv) and (v) follow immediately from the action described in
part (ii).

For part (vi) we first note that by [4] we have |CF ∗(H)(j4)| = 210 · 3.
We may choose notation such that NF ∗(H)(U1) contains a Sylow 2-
subgroup of CF ∗(H)(j4). By (v), j4 6∈ U1. As there are no transvections
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in Alt(8) on U1, we see |CU1(j4)| = 24. Hence j4 = iu, where i is a 2-
central involution in Alt(8) and u ∈ U1. As any involution in the coset
U1i is centralized by an element of order three in Alt(8), we see that
j4 is centralized by such an element and so CNF∗(H)(U1)(j4)/CU1(j4) is

isomorphic to the centralizer of i in Alt(8), which yields (vi).
To prove (vii) assume that 1 ≤ i ≤ 3. Then by (iv), Z(CS(ji)) is the

centralizer of a Sylow 2-subgroup of Sym(6) in Ui, and so is equal to
〈r, ji〉.

We now consider CS(j4). As the centralizer of a Sylow 2-subgroup
of Alt(8) in U1 is one dimensional and CS(j4)/CU1(j4) is a Sylow 2-
subgroup of Alt(8), we get Z(CS(j4)) = 〈j4, r〉. This proves (vii).

By (ii), Lemma 2.4 and Lemma 2.5(vi), we see that |Z2(S)| = 4 and
CF ∗(H)(Z2(S)) ≤ S. Let P be the minimal parabolic subgroup of F ∗(H)
containing S and corresponding to the middle node in the D4 Dynkin
diagram. Then P/O2(P ) ∼= Sym(3). As P 6≤ CF ∗(H)(r), we have that
Ω1(Z(O2(P ))) = 〈Z(S)P 〉 6= Z(S). Hence |Ω1(Z(O2(P )))| = 4, which
gives Z2(S) = Ω1(Z(O2(P ))) and then P ≤ NF ∗(H)(Z2(S)), which is
(viii).

Finally (ix) follows from [4].
�

3. Proof of Theorem 1

In this section we will prove Theorem 1. We continue with the no-
tation introduced at the end of Section 2. By Lemma 2.3 we have
that O(G) = 1. Because |G : H| is odd and O2(H) = 1, we have
O2(G) = 1, so F ∗(G) = E(G). By Proposition 2.10 (ix) we have
Z(S) = Z(S0) = 〈r〉. As Z(S0) ∩ E(G) 6= 1 and Z(S0) = 〈r〉, we
obtain F ∗(H) = 〈rH〉 ≤ E(G). Using 〈r〉 = Z(S) is of order 2, it
follows that F ∗(G) is a simple group. Furthermore, as Z(S) = Z(S0),
Lemma 2.2 implies F ∗(G) has parabolic characteristic 2 and so we may
assume that G = F ∗(G) is a simple group.

Lemma 3.1. We have that O2(CG(r)) = Q is extraspecial of order
21+8. In particular, NG(Q) = CG(r).

Proof. We know that Q is extraspecial of order 21+8 and CH(r) acts
irreducibly on Q/〈r〉. Therefore, as O2(CG(r)) ≤ Q, if Q 6= O2(CG(r)),
then O2(CG(r)) has order 2. But this contradicts the assumption that
G has parabolic characteristic 2. Therefore O2(CG(r)) = Q. As 〈r〉 =
Z(Q), we then have NG(Q) = CG(r). �

Lemma 3.2. We have that r is not G-conjugate to j1, j2 or j3.
12



Proof. Suppose that for some 1 ≤ i ≤ 3, ji and r are G-conjugate.
Let Qi = O2(CG(ji)) and Si ∈ Syl2(CG(ji)). Then Qi is extraspecial
of order 21+8 and 23 ≤ |Si/Qi| ≤ 24. As CF ∗(H)(ji)/Ui ∼= Sym(6) by
Proposition 2.10 (iv), we have that Qi∩CS(ji) ≤ O2(CH(ji)) = Vi with
|Vi : Ui| ≤ 2 and |Si/Qi| ≥ |CS(ji)/Vi|, so |Si : Qi| = 24, and Ui ≤ Qi.
But Qi does not contain an elementary abelian subgroup of order 26,
a contradiction. Thus r and ji are not G-conjugate. �

Lemma 3.3. The group S is equal to S0 and S/Q is elementary abelian
of order 8. In particular, either H = F ∗(H) or |H/F ∗(H)| = 3.

Proof. Assume that the statement is false. Then |S0/S| = 2 and, by
Proposition 2.10 (ix) there is an involution i ∈ S0\S such that CH(i) ∼=
〈i〉×U , where U ∼= Sp6(2). Let T be a Sylow 2-subgroup of U . Since G
has no subgroup of index 2, the Thompson Transfer Lemma [6, Lemma
15.16] implies that i is conjugate to an involution x ∈ S ≤ F ∗(H)
such that CS0(x) ∈ Syl2(CG(x)). As CG(r) is of characteristic 2 and
|S0 : Q| = 16, we have that x is not conjugate to r. Therefore x is
conjugate in H to one of {j1, j2, j3, j4} and we have 210 ≤ |CS0(x)| ≤
211. Furthermore, as i does not centralize a subgroup of order 211 in
H, as Z(CS(x)) = 〈x, r〉 by Proposition 2.10 (vii) and |CS0(x)| ≥ 4, we
also have Z(CS0(x)) = 〈x, r〉. Because Z(T 〈i〉) = 〈i〉Z(T ) is elementary
abelian of order 8 by Lemma 2.6 and |T 〈i〉| = 210, we infer that CS0(x)
has order 211 and T 〈i〉 has index 2 in a Sylow 2-subgroup of CG(i). Let
T1 ≤ CG(i) with |T1 : T × 〈i〉| = 2. Then T1 normalize Z(T 〈i〉) and
Φ(T 〈i〉) ∩ Z(T 〈i〉). Since T1 centralizes i, T1 induce automorphism on
T 〈i〉/〈i〉 ∼= T . Lemma 2.6 implies that T1 centralizes Z(T 〈i〉)/〈i〉 and
so T1 centralizes Φ(T 〈i〉) ∩ Z(T 〈i〉) = Z(T ). This shows T1 centralizes
Z(T 〈i〉). However, this contradicts Z(CS0(x)) = 〈x, r〉 and therefore
completes the proof of the lemma. �

Proposition 3.4. If CG(r) ≤ H, then G = F ∗(H).

Proof. If
rG ∩H = rH ,

then, as G is simple and CG(r) ≤ H by hypothesis, we may apply
Theorem 2.7. As H is not soluble and not isomorphic to an alternating
group, this yields G = H and then G = F ∗(H). Thus we may assume
that r is G-conjugate to an element of {j1, j2, j3, j4} and so, by Lemma
3.2, r is G-conjugate to t = j4. We seek a contradiction.

Set Qt = O2(CG(t)) and note that CG(t)/Qt has elementary abelian
Sylow 2-subgroups of order 8 by Lemma 3.3. As |CS(t)| = 210 and
|S/Q| = 8, |CS(t) ∩Q| ≥ 27. Especially this means

〈r〉 = (CS(t) ∩Q)′ ≤ Qt.
13



Now |CQt(r)| = 28 and so we also have

〈t〉 = CQt(r)
′ ≤ Q.

The containment
(Qt ∩Q)′ ≤ 〈r〉 ∩ 〈t〉 = 1,

yields |Qt ∩Q| ≤ 25 and so |CQt(r)CQ(t)| ≥ 28 · 28/25 = 211. Because

CQt(r)CQ(t) ≤ CG(r) ∩ CG(t) ≤ H

and |CH(t)|2 = 210 by Proposition 2.10 (i) and Lemma 3.3, this is
impossible. This contradiction completes the proof of the proposition.

�

From now on we assume that

CG(r) 6≤ H

and intend to prove that F ∗(G) ∼= PΩ+
8 (3). To this end, our first aim

is to determine the structure of CG(r).

Lemma 3.5. We have that

CG(r) = XCH(r)

where X = O2,3(CG(r)). Furthermore there are normal subgroup K1, . . . , K4

of X such that Ki
∼= SL2(3), X = K1K2K3K4 is a commuting product

and we have the following structural information about CG(r)

(i) The subgroups Ki are the only subnormal subgroups isomorphic
to SL2(3) in CG(r).

(ii) The quotient S/Q is elementary abelian of order 8 and per-
mutes the subgroups Ki transitively.

(iii) There is some e∗ ∈ S/Q such that e∗ inverts X/Q. We have
S/Q = 〈e∗〉 × A, where A acts regularly on {K1, K2, K3, K4}.

(iv) Either H = F ∗(H) and SX = CG(r) or |H/F ∗(H)| = 3 and
CG(r)/X ∼= 2× Alt(4).

Proof. Set X = O2,3(CG(r)) and Y = O2,3(CH(r)). From Lemma 3.1
we have Q = O2(CG(r)) = O2(CH(r)). Set V = Q/〈r〉. Then by Propo-
sition 2.10 (ii), we have

CF ∗(H)(r)/Q = SY/Q ∼= Sym(3)× Sym(3)× Sym(3)

acts irreducibly on V which can be identified with an orthogonal space
of plus-type. Since CG(r) > CH(r) and since |CG(r) : CH(r)| is odd,
we may apply Lemma 2.5 to find the structure of CG(r). In particular,
we have

CG(r) = XNCG(r)(S),

V = V1 ⊥ · · · ⊥ V4
14



is preserved by CG(r) and Y is normalized by CG(r). If CG(r) = XS,
then we have CG(r) = XCH(r). Suppose that |CG(r) : XS| = 3.

Since Y is normalized by CG(r), NCG(r)(S) normalizes Y S. We need
to demonstrate that NCG(r)(S) ≤ H.

Let P be the minimal parabolic subgroup of F ∗(H) which contains
S and corresponds to the middle node of

Π =
1
◦ 4

◦2

◦
3
◦.

We know from Proposition 2.10 (viii) that the second centre of S,
Z2(S), has order 4 and is normalized P . Moreover, P induces SL2(2)
on Z2(S) and so all the involutions in Z2(S) are P -conjugate. Therefore,
as QO2(P ) = S and Q = O2(CG(r)),

P = 〈Qg | g ∈ G, rg ∈ Z2(S)〉S
is normalized by NG(S). Since F ∗(H) = 〈P, Y S〉 and NCG(r)(S) nor-
malizes Y S we now have

NCG(r)(S) ≤ NG(F ∗(H)) = H

as we require. Therefore CG(r) = XCH(r).
Since CG(r) 6≤ H, we now have |X/Q| = 34. Hence there exist sub-

groups F1, . . . F4 ≤ X of order 3 such that Fi centralizes V/Vi. It follows
that Ki = [Q,Fi]Fi ∼= SL2(3) and X = K1K2K3K4 is a commuting
product as claimed. �

Before we can start to construct the 3-local structure of G, we need
to determine the centralizers for the involutions ji, i = 1, 2, 3. We do
this through a sequence of three lemmas. Recall from Proposition 2.10
(iii) that j1 ,j2, and j3 are conjugate under the action of Aut(F ∗(H)).
Thus, by Lemma 3.3, for i = 1, 2, 3,

CH(ji) = CF ∗(H)(ji)

and, by Proposition 2.10 (iv), CF ∗(H)(ji) = UiLi with Ui elementary
abelian of order 26 and Li ∼= Sym(6). Furthermore, NH(Ui)/Ui ∼=
Alt(8). We fix the subgroups Kk, 1 ≤ k ≤ 4 and

X = O2,3(CG(r)) = K1K2K3K4,

from Lemma 3.5. Note that X has shape 21+8
+ .34.

Lemma 3.6. Suppose that j is H-conjugate to one of j1, j2 or j3. Then
CG(j) 6≤ H. Furthermore, if j is chosen so that CS(j) ∈ Syl2(CH(j)),
then
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(i) j ∈ Q and the elements j and jr are CG(r)-conjugate;
(ii) CS(j) is a Sylow 2-subgroup of CG(j); and
(iii) there are s, t ∈ {1, 2, 3, 4} with s 6= t such that

CG(r) ∩ CG(j) = CG(〈j, r〉) = KsKtCS(j).

Proof. We may assume that j is H-conjugate to j1 and is chosen so that
CS(j) ∈ Syl2(CH(j)). Thus CS(j) has order 210 and Z(CS(j)) = 〈r, j〉
by Proposition 2.10 (i) and (vii). If j 6∈ Q, then |CQ(j)| ≤ 25 by Lemma
2.4 (i), (ii) and (iii) and so |CS(j)| ≤ 28, a contradiction. Hence j ∈ Q.
Therefore, j is Q-conjugate to jr and, as Z(CS(j)) = 〈r, j〉, and as
r 6∼ j by Lemma 3.2, NG(CS(j)) is contained in CG(r). This shows
that (i) and (ii) hold.

The involutions in Q\〈r〉 are products of an even number of elements
taken from O2(Ki)\〈r〉 for different values of i ∈ {1, 2, 3, 4}. Therefore,
X acts on the involutions of Q \ 〈r〉 with one orbit of length 162 and
the remaining orbits have length 18. Recalling that CH(j) = U1L1 and
CL1(r)

∼= Sym(4)× 2, we obtain L1 ∩X has order divisible by 3 from
Lemma 3.5 (iv). Thus CX(j) has order divisible by 3 and consequently
j is in an X-orbit of length 18. In particular 32 divides |CG(j)∩CG(r)|
and so CG(j) ∩ CG(r) 6≤ H.

Furthermore as the involutions in Q \ 〈r〉, which are in an orbit of
length 18 are centralized by two of the Ki, we have that CG(j)∩CG(r)
contains a subgroup KsKt for suitable s, t. As CS(j) ∈ Syl2(CG(j)) we
have assertion (iii) via Lemma 3.5. Arguing similarly for j conjugate
to j2 or j3, we obtain Lemma 3.6. �

Let j be H-conjugate to one of j1, j2 or j3 be selected so that CS(j) ∈
Syl2(CH(j)). Define

M = CG(j).

Our intention is to show that F ∗(M) ∼= Ω−6 (3) ∼= 2.PSU4(3). Before
we can do this, we need to show that M has a subnormal subgroup of
index 4. We set

Xj = KsKt

so that
CG(j) ∩ CG(r) = XjCS(j)

is as in Lemma 3.6 (iii).

Lemma 3.7. The group M has a subnormal subgroup M∗ of index 4.

Proof. Again we may assume that j is H-conjugate to j1. The results
for j2 and j3 will follow similarly. From Proposition 2.10 (iv), CH(j) =
U1L1 with L1

∼= Sym(6), where U1 is the non-trivial irreducible part
of the GF(2)-permutation module for NH(U1)/U1

∼= Alt(8). Therefore
16



L′1
∼= Alt(6), U1 is isomorphic to the 6-point permutation module and

the “transpositions” from L1
∼= Sym(6) operate on U1 with commuta-

tors of dimension 2 containing 〈j〉. Put

J = CH(j)′ = CF ∗(H)(j)
′.

Then J/〈j〉 ∼= 24:Alt(6) and, as CH(j) = U1L1, CH(j)/J is elementary
abelian of order 4. Set

J1 = O2(J)L1.

Then J1 ∼= 25:Sym(6). Let L̃ ≤ L1, with

L̃ ∼= Alt(5)

and S ∩ L̃ ∈ Syl2(L̃) (so r ∈ [U, L̃ ∩ CS(j)]). More concretely, if Alt(8)

acts on {1, . . . , 8} and L′1 on {1, . . . , 6}, then we choose L̃ to act on

{1, . . . , 5}. In particular, L̃ induces the non-trivial section of the 5-
point permutation module on O2(J)/〈j〉. Then, as this Alt(5)-module
is projective, it follows that

U1 = [U1, L̃]× CU1(L̃)

with |[U1, L̃]| = 24, |CU1(L̃)| = 22 and j ∈ CU1(L̃). In NH(U1)/U1
∼=

Alt(8), L̃U1/U1
∼= Alt(5) is centralized by a 3-cycle ω = (6, 7, 8) which

acts trivially on [U1, L̃] and permutes the involutions in CU1(L̃) tran-

sitively. In particular, as r ∈ [U1, L̃], we obtain ω ∈ NCG(r)(CU1(L̃)).

Note that, as [U1, L̃] ≤ J and U1 6≤ J ,

CU1(L̃) 6≤ J.

Let u ∈ CU1(L̃) \ J . Then u 6= j and the elements u, uj and j are
〈ω〉-conjugate. If CCH(j)(u)/U1

∼= Sym(5), there is some non-trivial 2-

element x, which centralizes CU1(L̃) and induces L̃〈x〉 ∼= Sym(5) on

[U1, L̃], which gives that x acts as a transvection on [U1, L̃] and so also
on U1. As there are no transvections in L1 on U1, we get

CCH(j)(u) = U1L̃.

Because ω acts non-trivially on CU1(L̃), w ∈ CG(r) and j ∈ Q, we

obtain CU1(L̃) ≤ Q and the elements u, j, uj, ur, jr and ujr are all
G-conjugate. Therefore

Z(CCS(j)(u)) = 〈j, r, u〉
and this subgroup contains a unique G-conjugate of r by Lemma 3.2.

Notice that CU1L̃
(r) has shape 26:Alt(4) and this group embeds into

CM(r) = XjCS(j) by Lemma 3.6. Thus as an element τ of order 3 in
CU1L̃

(r) has commutator of order at least 16 on O2(CU1L̃
(r)), we infer
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that this element is actually a diagonal element in Xj = KsKt. There-
fore u ∈ CQ(τ) = CQ(Xj) = O2(KaKb) where {a, b, s, t} = {1, 2, 3, 4}.
In particular,

[Xj, u] = 1.

Suppose that M̃ has index at most 2 in M and contains U1L
′
1
∼=

26:Alt(6). We claim that M̃ has a subgroup of index 2. We claim that

u is not M -conjugate to an element x of S∩J1∩M̃ such that CCS(j)(x)

is a Sylow 2-subgroup of CM(x). As S ∩ J1 ∩ M̃ is a subgroup of index

2 in S∩M̃ , the Thompson Transfer Lemma [6, Lemma 15.16] will then

yield M̃ has a subgroup of index 2.

Assume that x ∈ S ∩ J1 ∩ M̃ is M -conjugate to u. Since u and j
are G-conjugate, u is not conjugate to r by Lemma 3.2. Notice that
Z(CCS(j)(x)) = 〈j, r, x〉. Assume that CCS(j)(x) is a Sylow 2-subgroup
of CM(x). Then there is g ∈M with xg = u and CCS(j)(u) ≤ CCS(j)(x)g.
Then rg centralizes U1 ≤ CCS(j)(u) and so, as G has parabolic char-
acteristic 2 and U1 is normal and self-centralizing in S, rg ∈ U1 ≤
CCS(j)(u). Hence

rg ∈ Z(CCS(j)(u)) = 〈j, r, u〉.
Because r is the only G-conjugate of r in Z(CCS(j)(u)), we have rg = r
and so g ∈ CG(r). Since [Xj, u] = 1 and Xj is normal in M ∩ CG(r) =
XjCS(j), we have [Xj, x] = 1 which means that

xg ∈ xCS(j) ⊆ xCH(j).

But xCH(j) is contained in J1, a contradiction as u 6∈ J . This proves the
claim.

Taking M̃ = M , we see M has a subgroup M̂ of index 2. If M̂ ,

contains U1L
′
1 then we may take M̃ = M̂ and obtain a subgroup of

index 4, establishing the lemma in this case. Thus we may assume M̂

is a subgroup of M of index 2 and M̂ does not contain U1L
′
1. Hence we

may assume that J2 = M̂ ∩ CH(j) > J has shape 25.Sym(6). Notice
that this group contains L′1 but might be a non-split extension. Let

U0 = U1 ∩ J2 = O2(J).

To simplify notation for the ensuing argument, we set

M = M/〈j〉.
With this notation we have U0 is elementary abelian of order 24, J ∼=
24:Alt(6) and J2 has shape 24.Sym(6).

As all involutions in a coset of U0 in J are J-conjugate, J contains
exactly two conjugacy classes of involutions.
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Since Xj = O2(Xj) ≤ M̂ , and O2(Xj) is non-abelian and is normal-
ized by CJ(r) where CJ(r)/U0

∼= Sym(4), we obtain

O2(Xj)U0 ≤ J

and

|O2(Xj)U0/U0| = 22.

In particular, every involution in J is conjugate to one in O2(Xj) ∼=
21+4
+ . Since Xj is transitive on the involutions in O2(Xj) \ {r}, we see

that all the involutions in J are conjugate to r.
Let ρ ∈ KsKt ∩CJ(r) have order 3, and P be a Sylow 3-subgroup of

J containing ρ. Then, as CU0(P ) = 〈j〉, we get NJ2(P ) ∼= Sym(3) o 2.
Hence there exists w ∈ J2 \ J with w2 ∈ 〈j〉 such that [w, ρ] = 1.
Furthermore,

〈ρ〉U0/U0 ≤ CJ/U0(w) ∼= Sym(4)

and as, w induces a transvection on U0 but not on U1, we have w and
wj are M -conjugate. As r and rj are not G-conjugate by Lemma 3.6
(ii), we have that w and r are not M -conjugate. This shows that w is

not conjugate to an element of J and therefore M̂ has a subgroup M∗

of index 2 by the Thompson Transfer Lemma [6, Lemma 15.16]. This
completes the proof of Lemma 3.7. �

We let M∗ be the subnormal subgroup of G of index 4 and prove the
following lemma.

Lemma 3.8. We have M∗/〈j〉 ∼= PSU4(3).

Proof. Set M = M/〈j〉. We intend to show that M∗/〈j〉 satisfies the
hypothesis of Aschbacher’s Theorem 2.8. Since M∗ is subnormal in G,
we have Xj = O2(CM(r)) ≤ M∗ and J = CH(j)′ = O2(CH(j)) ≤ M∗.
Furthermore, CS(j)M∗ = M and so |CS(j)∩M∗| = 28. Then as |J |2 =
28, CS(j) ∩M∗ = S ∩ J . Thus we have

|CM∗(r)| = 27 · 32,

and, as j 6∈ O2(Xj),

O2(CM∗(r)) = Xj = KsKt

with Ks
∼= Kt

∼= SL2(3) and Ks ∩Kt = 〈r〉.
Set

W = O2(Xj) = O2(KsKt) ∼= 21+4
+

and put

U0 = O2(J).
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Observe that for u ∈ U0 \ W 〈j〉 we have u 6∈ O2(Xj〈u〉). As J ∼=
24:Alt(6) and j 6∈ W , |WU0/U0| = 22 and (W ∩ U0)〈j〉 is a maximal
subgroup of U0. Then as CS(j) ∩M∗ = S ∩ J we infer that

O2(CM∗(r)) = CQ(j) ∩M∗ = W 〈j〉.

Hence

O2(CM∗(r)) = W ∼= 21+4
+

and |W ∩ U0| = 23. Since J acts transitively on the involutions in

U0, r
M∗ ∩W 6= {r}. To complete the verification of the hypothesis of

Theorem 2.8, it remains to show that if rg ∈ W \{r}, then |W ∩W g| =
22.

Assume that rg ∈ W for some g ∈ M∗. As all the involutions in
W \ 〈r〉 are conjugate in CM∗(r) and W ∩ U0 has order 23, we may

as well suppose that rg ∈ W
g ∩ U0. Since J acts transitively on the

involutions in U0 and W
g

= O2(CM∗(r
g)), we may also suppose that

g ∈ J . Since CW (rg) ∼= Dih(8)× 2, we have

〈r〉 = CW (rg)′ ≤ W
g

as CM∗(r
g)/W

g
has abelian Sylow 2-subgroups. Hence

|W ∩W g| ≥ 22.

Assume that WU0 = W gU0. Then CU0(W ) = 〈r, j〉 = 〈rg, j〉 which

means that r = rg and then W = W
g
, a contradiction. Thus WU0 6=

W gU0. As in J/U0
∼= Alt(6) two conjugate fours groups are either

equal or intersect in the identity subgroup, we now have W ∩W g ≤ U0.
Assume that W ∩W g

has order 23. Then W ∩U0 = W
g ∩U0. It follows

that

[U0,W ] = U0 ∩W = U0 ∩W
g

= [U0,W
g
].

But then 〈W,W
g〉 centralizes U0/[U0,W ] and this implies that W =

W
g
, a contradiction. Therefore |W ∩W g| = 4. We have verified all the

assumptions of Theorem 2.8 and so M∗ ∼= PSU4(3). �

We now establish more notation:

Notation 3.9. Set I = {1, 2, 3, 4} and let a ∈ I. Then

(i) 〈τa〉 ∈ Syl3(Ka);
(ii) e ∈ CG(r) has order 2 is chosen so that e inverts τb for all

b ∈ I (so e projects to e∗ from Lemma 3.5 and can be seen in
a complement to Q in CH(r));

(iii) Ca = CG(τa);
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(iv) Da = O(Ca) is the largest normal subgroup of Ca of odd order;
and

(v) Wa = KbKcKd where {a, b, c, d} = I.

From the structure of X = K1K2K3K4 = KaWa, we know that
Wa commutes with τa and we have Wa has shape 21+6

− .33. Also, from
Lemmas 3.3 and 3.5, we recall

|CG(r) : XS| = |H : F ∗(H)| divides 3

and CCG(r)(τa) = 〈τa〉 ×Wa if CG(r) = XS and otherwise 〈τa〉Wa is of
index 3 in CCG(r)(τa) and permutes the set {Kb, Kc, Kd} transitively.
We also note that Ka〈e〉 ∼= GL2(3). Our next objective is to determine
the structure of the centralizer Ca.

Lemma 3.10. Suppose that a ∈ I. Then rDa ∈ Z(Ca/Da). In partic-
ular,

Ca = CCG(r)(τa)Da

with |Ca : DaWa| = |H : F ∗(H)| and, if B ≤ Ca is normalized by r,
then [B, r] ≤ Da.

Proof. By definition Ca ≥ Wa and O2(Wa) is extraspecial of order
27. Hence, as O2(Wa) ∈ Syl2(CCG(r)(τa)), we also have O2(Wa) ∈
Syl2(CG(τa)). Assume that r is Ca-conjugate to t ∈ O2(Wa). Then
CO2(Wa)(t) has derived subgroup 〈r〉 whereas it is also contained in 〈t〉.
Hence r = t and we conclude

rCa ∩ CCa(r) = {r}.

Now the first assertion follows from the Z∗-Theorem [5]. Moreover, we
have

|Ca : DaWa| = |CCG(r)(τa) : 〈τa〉Wa| = |H : F ∗(H)|.
Finally, as r ∈ Z(Ca/Da), if B ≤ Ca, then [B, r] ≤ Da. �

Lemma 3.11. For a ∈ I, the subgroup Da is extraspecial of exponent
3 and order 39. Furthermore,

(i) Da/〈τa〉 is inverted by r; and
(ii) G has parabolic characteristic 3.

Proof. Let j ∈ Wa be an involution with j 6= r that commutes with
Kb for some b ∈ I \ {a}. Then j and jr are G-conjugate to one of
j1, j2 or j3 and 〈r, j〉 ≤ Wa acts on Da. Set M∗ = O2(CG(j)) so that
M∗/〈j〉 ∼= PSU4(3) by Lemma 3.8.

As

CDa(r) ≤ O(CCG(r)(τa)) = 〈τa〉,
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we see that r inverts Da/〈τa〉. Now coprime action gives

Da = CDa(j)CDa(rj) with CDa(j) ∩ CDa(rj) = 〈τa〉
and so

[CDa(j), CDa(rj)] = [CDa(j), [Da, j]] = 1

by the Three Subgroups Lemma.
To determine the structure of Da we consider CM∗(τa). We have

that τa ∈ M∗ and τa centralizes 〈r, j〉 and so, by [4, pages 52 and
54], O3(CM∗(τa)) is an extraspecial group of order 35 and exponent 3
extended by Kb = O2(Kb) for some b ∈ I. In particular, using Lemma
3.10 yields

〈τa〉 < O3(CM∗(τa)) = [O3(CM∗(τa)), r] ≤ Da

and so |CDa(j)| = 35. Similarly |CDa(rj)| = 35 and so Da is extraspecial
of order 39 and exponent 3.

If CCa(Da) 6≤ Da, then CCa(Da) has even order and is normal in
Ca. Thus r ∈ CCa(Da), whereas we know r inverts Da/〈τa〉. Hence
CCa(Da) ≤ Da, so, in particular, 〈τa〉 = Z(Sa) for Sa ∈ Syl3(Ca) and
then part (iii) follows from Lemma 2.1. �

We proceed to define some additional notation.

Notation 3.12. Assume that I = {a, b, c, d}. We make the following
definitions.

(i) For ∅ 6= J ⊆ I,

DJ =
⋂
k∈J

Dk.

(ii) Eab = D{a,b}〈τa, τb〉.
(iii) Ea = EabEacEad.
(iv) Va = 〈DI , τa〉.
(v) Ta = DaEa = Da〈τb, τc, τd〉.

Lemma 3.13. Assume that I = {a, b, c, d}. Then we have

(i) Eab is elementary abelian of order 36;
(ii) Eab is normalised by 〈Da, Db〉KcKd〈e〉 where the element e is

as in Notation 3.9.
(iii) Eab∩Eac = 〈τa〉D{a,b,c}, D{a,b,c} has order 32 and is normalized

by Kd.
(iv) Va is centralized by Ea, [Va, Da] = 〈τa〉 and [Va, D{b,c,d}] = DI .

Proof. To make the argument as clear as possible we assume that a = 1
and b = 2. Then

K3K4 ≤ C1 ∩ C2.
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In particular K3K4, which has shape 21+4
+ .32, acts on D{1,2}. Since r

inverts D1/〈τ1〉 by Lemma 3.11, and since τ1 6∈ D2, r inverts D{1,2} and
so D{1,2} is elementary abelian.

As D1 is extraspecial of order 39 and D1,2 is abelian, with τ1 6∈ D2

by Lemma 3.10, it follows that |D{1,2}| ≤ 34.
Since CD1/〈τ1〉(τ2) > 1 and is K3K4-invariant, using Lemma 3.10

delivers

1 6= [CD1(τ2), r] ≤ D{1,2}.

Then, as r invertsD{1,2},K3K4 acts faithfully onD{1,2} and so |D{1,2}| =
34 and

E12 = 〈τ1, τ2〉D{1,2}
is elementary abelian of order 36 as claimed in (i).

Part (i) yields CD1(τ2) ≥ D{1,2}〈τ1〉 has order 35. Since K2 = 〈τ2, τ k2 〉
for some k ∈ K2, r ∈ Z(K2) and r inverts D1/〈τ1〉, we have CD1(τ2) =
D{1,2}〈τ1〉.

The Three Subgroups Lemma yields [CD1(τ2), [D1, τ2]] = 1 and so,
as CD1(τ2) is a maximal abelian subgroup of D1, we have

[D1, τ2] ≤ CD1(τ2) ≤ E12.

In particular, D1 normalizes E12 and similarly so does D2. Thus we have
seen that E12 is normalized by 〈D1, D2〉K3K4. Finally, as e inverts τ1
and τ2, we have that e also normalizes D{1,2}. Therefore (ii) holds.

For the proof of the remaining parts of the lemma, we return to our
general notation. We have just proved that Eab = 〈τa〉CDb

(τa).
Since D{b,c} has order 34 and admits KaKd

∼= SL2(3) ◦ SL2(3) act-
ing irreducibly, we have CD{b,c}(τa) has order 32, admits Kd acting

faithfully and is inverted by r. Thus CD{b,c}(τa) ≤ Da by Lemma 3.10

and therefore CD{b,c}(τa) = D{a,b,c}. Similarly we can demonstrate that

DI = CD{a,b,c}(τd) has order 3.
Now we calculate

Eab ∩ Eac ≤ CEab
(τc) ∩ CEac(τb)

= 〈τa, τb〉CD{a,b}(τc) ∩ 〈τa, τc〉CD{a,c}(τb)
= 〈τa, τb〉D{a,b,c} ∩ 〈τa, τc〉D{a,c,b} = 〈τa〉D{a,b,c}
≤ Eab ∩ Eac.

This completes the proof of (iii).
By definition, Va = 〈τa, DI〉 ≤ Da and so [Va, Da] = 〈τa〉. Also, by

part (i), Eax centralizes Va for all x ∈ I \ {a}. Hence

Ta = DaEa = DaEabEacEad = Da〈τb, τc, τd〉
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normalizes Va. Now D{b,c,d} has order 9 and centralizes DI . Thus

DI = CD{b,c,d}(τa) = [D{b,c,d}, τa].

This completes the proof of (iv). �

By Lemma 3.13 (iv), for a ∈ I, Va is centralized byEa and 〈Da, D{b,c,d}〉
induces SL2(3) on Va. It follows that DI is conjugate to 〈τa〉. To build
a subgroup of G isomorphic to PΩ+

8 (3), we now specialize to a = 4 and
set

P4 = 〈T4, D{1,2,3}, r〉.
From the discussion above we have that V4 is normal in P4 and

O2(P4/CP4(V4))
∼= SL(V4).

Lemma 3.14. The following hold:

(i) P4 ≤ NG(Ea4) for all a ∈ I \ {4}.
(ii) CP4(V4) = E4 = O3(P4);
(iii) P4/E4

∼= GL2(3);
(iv) CG(V4) is a 3-group.

Proof. By Lemma 3.13 (ii), for a ∈ I \ {4}, Ea4 is normalized by D4

and Da. As D{1,2,3} ≤ Da, we certainly have 〈T4, D{1,2,3}〉 ≤ NG(Ea4).
Since r normalizes Ea4, we have proved (i).

As E4 = E14E24E34 it follows from (i) that E4 E P4. As remarked
above O2(P4/CP4(V4)) = SL(V4) and so

E4 ≤ O3(P4) ≤ CP4(V4).

Since O2(AutP4(V4)) = SL(V4) with r inverting DI and centralizing τ4
we see that

P4/CP4(V4)
∼= GL2(3).

Since τ4 ∈ V4, CP4(V4) ≤ C4. We have already pointed out that
E4EP4 and so CP4(V4)D4/D4 normalizes E4D4/D4 = T4/D4. Let C∗4 =
C4/〈τ4〉. Now NW ∗4

(T ∗4 ) = T ∗4 〈r∗〉. Since r inverts DI , r 6∈ CP4(V4) and
so CP4(V4)∩D4W4 ≤ T4. Let E = E14E24∩D4; by parts (i) and (iii) of
Lemma 3.13 we have |E| = 37. If E13 ∩D4 ≤ E then E = Ea4Eb4 ∩D4

for all distinct a, b ∈ I \{4}. But E is W4-invariant by Lemma 3.13(ii),
contradicting W4 acting irreducibly on D∗4. Therefore |E4 ∩ D4| ≥ 38.
Then as E4 ≤ CP4(V4) with |D4 : CD4(V4)| = 3, we conclude that (ii)
and (iii) hold.

We have CG(V4) ≤ C4. To prove (iv) it suffices to demonstrate that
CK1K2K3(V4) = 〈τ1, τ2, τ3〉. This follows as any non trivial subgroup of
O2(K1K2K3) normalized by 〈τ1, τ2, τ3〉 contains r and [V4, r] 6= 1. �

We have all the pieces of the puzzle needed to assemble what turn
out to be the minimal parabolic subgroups of PΩ+

8 (3).
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Notation 3.15. For {a, b, c} = I \ {4}, set

Pa = D4Eb4Ec4Ka〈e〉 = T4Ka〈e〉
and

Pa4 = 〈Pa, P4〉.
Then put

P = 〈Pa | a ∈ I〉.

Lemma 3.16. Assume that {a, b, c} = {1, 2, 3}. Then

(i) O3(Pa) = D4Eb4Ec4 and Pa/O3(Pa) ∼= GL2(3);
(ii) O3′(Pa)O

3′(Pb) = O3′(Pb)O
3′(Pa), O3′(Pa) 6= O3′(Pb);

(iii) Pa4/O3(Pa4) ∼= PSL3(3), T4 ∈ Syl3(Pa4); and
(iv) NPa(T4) = NPb

(T4) = NPc(T4) = NP4(T4) = T4〈e, r〉, in partic-
ular T4 is a Sylow 3-subgroup of P4.

Proof. Untangling the notation given in 3.9 and 3.12, we see that

Pa ≤ D4W4〈e〉 ≤ C4〈e〉
and so D4Eb4Ec4 = O3(Pa) and Pa/O3(Pa) ∼= Ka〈e〉 ∼= GL2(3). So (i)
is true.

In addition, (ii) follows as we have

O3′(Pa)O
3′(Pb) = D4Ec4KaKb = D4Ec4KbKa = O3′(Pb)O

3′(Pa).

And as Ka 6≤ Pb we also have O3′(Pa) 6= O3′(Pb).
Now consider part (iii). Set Va4 = Eb4 ∩ Ec4. Then, by Lemma 3.13

(iii), |Va4| = 33 and

V4 < Va4 = 〈τ4〉Dbc4 ≤ D4.

Furthermore, by Lemmas 3.14 (i) and 3.13 (ii), P4 and Pa both normal-
ize Eb4 and Ec4 . Therefore Va4 is normalized by Pa4. Hence Pa4/CPa4(Va4)
embeds into GL3(3). Since Va4 ≤ D4, Va4/〈τ4〉 is inverted by r, Ka〈e〉
acts as GL2(3) on Va4/〈τ4〉 and so

Pa/CD4(Va4)Eb4Ec4
∼= 32 : GL2(3).

As e inverts τ4 we see that e acts as an element of determinant 1 on
Va4. Thus Pa acts on Va4 as a maximal parabolic subgroup of SL3(3).
Since P4 moves 〈τ4〉, we have that Pa4/CPa4(Va4)

∼= SL3(3). Finally, we
observe that by Lemma 3.14 (iv) CPa4(Va4) ≤ CG(V4) is a 3-group. Then
CPa4(Va4) = O3(Pa4) and |T4 : O3(Pa4)| = 33. Hence T4 ∈ Syl3(Pa4).
This completes the proof of (iii).

Finally, from Lemma 3.14 we know that T4 is a Sylow 3-subgroup
of P4 and, by Lemma 3.11, Z(T4) = 〈τ4〉, so NG(T4) normalizes 〈τ4〉.
Therefore 〈e, r〉 is a Sylow 2-subgroup of NG(T4) and NG(T4) is a {2, 3}-
group. This forces the statement in (iv). �
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Proposition 3.17. We have P ∼= PΩ+
8 (3).

Proof. We are going to apply [9]. Let Π be the Coxeter diagram

Π =
1
◦ 4

◦2

◦
3
◦

indexed over I and D be all subsets of size 2 in I containing 4. Hence
D satisfies [9, Hypothesis 6.2(i)].

For D = {a, 4} ∈ D, we define PD = Pa4 as in 3.15.
Let L = PΩ+

8 (3). Then the building ∆ for L consists of the totally
singular subspaces of the orthogonal space V for Ω+

8 (3). We let c be
a fixed chamber of ∆. So c = {V1, V2, V 1

4 , V
2
4 }, where Vi and V j

i are
i-dimensional totally singular subspaces of V with V1 ≤ V2 ≤ V 1

4 ∩ V 2
4 ,

the latter of dimension 3. Then, for each D ∈ D, let ∆D be the D-
residue of ∆ containing c and set LD the group of automorphisms of
∆D induced by the stabiliser in L of ∆D. Then we have

LD ∼= PSL3(3).

By Lemma 3.16 there is a surjective homomorphism φD from PD onto
LD with kernel O3(PD). This gives [9, Hypothesis 6.2(ii)]. For a ∈ D,
we denote by PDa the preimage under φD of the stabiliser in LD of a
residue of type a containing the chamber c and BD =

⋂
a∈D PDa. Thus

{PDa | a ∈ D} = {Pa | a ∈ D}.

The existence of graph automorphisms of LD implies that we may
choose φD in such a way that for all D ∈ D and a ∈ D, we have PDa =
PaφD. The only 2-sets which are not a D-set are those in {1, 2, 3}. [9,
Hypothesis 6.2(v)] now follows from our Lemma 3.16 (ii). Finally [9,
Hypothesis 6.2(vi)] is obvious. As |O3(BD)| = 312 = |O3(L∅)|, where
L∅ is a Borel subgroup of L, and CPD

(O3(PD)) ≤ O3(PD) by Lemma
3.16 application of [9, Theorem 6.8] yields O3′(P ) ∼= PΩ+

8 (3). Finally,
as BD = NP (T4) ≤ O3′(P ), the Frattini Argument gives P = O3′(P ).
This completes the proof of the proposition. �

Proposition 3.18. We have G = P ∼= PΩ+
8 (3).

Proof. From the structure of P , we have XS ≤ P . We first claim that
CG(r) normalizes P . If H = F ∗(H), then CG(r) = XS ≤ P and there
is nothing further to prove. So suppose that F ∗(H) < H.

Let T = 〈τa | a ∈ I〉. Then from Lemma 3.5,

NCG(r)(T ) ∩ CG(e) ∩NG(〈τ4〉) = 〈e, r, θ〉
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where 〈θ〉 has order 3 and permutes {τ1, τ2, τ3} transitively. Let θ in-
duces (1, 2, 3). We have H = 〈θ〉F ∗(H), 〈θ〉 normalizes D4 and per-
mutes {D1, D2, D3} and {E14, E24, E34}. It follows that θ normalizes P4

and permutes P1, P2, P3. Hence θ normalizes P . Now P 〈θ〉 ≥ CG(r) =
XS〈θ〉.

By [4, page 140] P has just four conjugacy classes of involutions and
these classes have representatives r, j1, j2 and j3. Hence by Lemma 3.2
we have that PCG(r) controls G-fusion of r in PCG(r). Therefore we
may apply Theorem 2.7. As P is not soluble and not isomorphic to an
alternating group the simplicity of G implies that G = P . �

Finally Theorem 1 follows from Proposition 3.4 and Proposition 3.18.
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