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Abstract

We present three jargonaphasic patients who maokegbbgical errors in
naming, repetition and reading. We analyze targgibnse overlap using statistical
models to answer three questions: 1) Is thereglesphonological source for errors
or two sources, one for target-related errors aseparate source for abstruse errors?
2) Cancorrect responses be predicted by the same distributied tespredict errors
or do they show a completion boost? 3) Is nonelband lexical information
summed during reading and repetition? The answers clear. 1) Abstruse errors
did not require a separate distribution createthidyre to access word forms.
Abstruse and target-related errors were the entipofra single overlap distribution.
2) Correct responses required a special factoraecgmpletion boost or
lexical/phonological feedback, to preserve theiegnity. 3) Reading and repetition

required separate lexical and non-lexical contrdns that were combined at output.
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We present a study of target/response overlapeisploken output of three
jargonaphasic patients using data from readingjmgand repetition. We use
statistical models to address three related questidhe first question concerns the
striking phenomenon that gives jargonaphasia ilsenaJargonaphasic patients
sometimes make errors that are clearly relateddddarget word (target-related errors:
e.g. strawberry > strewberry), but they also makere that seemingly bear little
relationship to the target (neologistic errors: sigtcase > teligom). We ask if these
errors have two sources—one for related errorgdasn successful access to word
forms, accompanied by occasional minor segmentatsgrand a second, for abstruse
errors, based on a failure to gain access worddorm its clearest form, two sources
would produce a bimodal distribution of overlapheTalternative, a single segmental
source, would predict that some words will be re&y untouched by errors and
others will be completely altered, but the majonitiyl fall continuously between

these extremes.

Our second question is related, but involves conesponses, which have not
been a traditional concern of jargonaphasic studi®e ask if correct responses are
predictable from the level of overlap that charazes errors, as would be expected if
correct responses are just those where all segrascape the error generating
process unscathed.

Our third question concerns whether spoken resggare based on
combining lexical and non-lexical information. Thaes extensive debate in the
neuropsychological and modeling literature overrtiust appropriate architecture for
the reading process and a more limited discusditimeosame issues for repetition
(e.g. see reading discussion in Coltheart, RaBdgay, Langdon, & Ziegler, 2001; for
repetition see: Hanley, Dell, Kay, & Baron, 2004ty & Kay, 1997; Hanley, Kay,

& Edwards, 2002; Harm & Seidenberg, 2004; Zorziugloton, & Butterworth, 1998
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and associated references). We test the hypottinedithere are lexical and non-
lexical routes to repetition and reading and thasé sources sum together to produce
a response (Alario, Schiller, Domoto-Reilly, & Can@zza, 2003; Bi, Han, Weekes, &
Shu, 2007; Funnell, 1996; Hanley & Kay, 1997; Hgrdeal., 2002; Hillis &
Caramazza, 1991, 1995; Howard & Franklin, 1988;eMjcCapasso, & Caramazza,
1994; Tree, Kay, & Perfect, 2005; Ward, Stott, &kpa 2000).

We test these theoretical alternatives by formadizhem in a hierarchically
related set of mathematical models that predictlittgibution of shared phonemes in
targets and responses. We evaluate our set oflswasiag formal model selection.
Our case series, as a result, has methodologgaleth as empirical implications.
Formalising models and using model selection metloach be a good way to explore
specific quantitative consequences of theoriestamdnfront theories and data. Our
results will illustrate a point that others havedm#&efore, most frequently in the
domains of statistical theory and biological modell(see, specifically, Burnham &
Anderson, 2002): Model selection, which emphasieselativeability of a
collection of models to account for data, and titerpretation of the values of the
parameters required to fit the data, is a more@ppate perspective for comparing
theories than winner-take-all methods based onthgses testing, where binary
decisions sometimes reflect relatively minor diéieces in fit.

To situate our results in relationship to the emgspsycholinguistic and
neuropsychological literature, we will use termsd &vels defined by a large
literature on speech production (e.g. CaramazZ2/;1Bell, 1986; Garrett, 1980;
Kempen & Huijbers, 1983; Levelt, 1989; Levelt, Rufs| & Meyer, 1999; Rapp &
Goldrick, 2000), but abstracting away from soméhefdetails that differ between
accounts. In common with most neuropsychologindl asycholinguistic

architectures, we assume there is a semantic/ctuatépvel that accesses a distinct
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level where words are represented as unitary if€asamazza & Hillis, 1990; Dell,
Schwartz, Martin, Saffran, & Gagnon, 1997; HowardGé&tehouse, 2006; Levelt et
al., 1999). This is the level aford selection. A unitary word level is needed to
account for whole word errors in speech product®arrett, 1975) and for effects of
grammatical processes that apply to words andheat tomponent parts (e.g. effects
of grammatical class, gender, number: Badeckerzitip& Zanuttini, 1995; Bock &
Miller, 1991; Caramazza & Miozzo, 1997; Garrett729Henaff Gonon, Bruckert, &
Michel, 1989; Miozzo & Caramazza, 1997a, 1997b;lidaro, Antonini, & Garrett,
1997). In some accounts there are two unitary wewrels, connected to syntactic and
phonological information (lemma and lexeme, regpeblt; Levelt et al., 1999;
Vigliocco et al., 1997). In other accounts thera sngle level (lexeme; Caramazza,
1997; Caramazza & Miozzo, 1997; Vigliocco et a@97). Our data do not speak to
this issue, so we will refer to a unitary word lewghout prejudging whether a
syntactic level is accessedfore the level that is linked to phonemes (i.e. lemma
before lexeme). Unitary word representationscareected, at the next level, to
corresponding phonological segments. This is thel lef phoneme selection. These
are abstract phonemes, not completely specifiegrfmtuction, but specified for
contrastive features (e.g. Voicing, which differates /p/ and /b/ in English would be
specified, but not aspiration, which is not cortixasin English. The /p/ would not
have aspiration specified at this level). Finalhere is a level where all phonetic
dimensions are specified for articulation. Thesgictions are widely shared in
linguistics and psycholinguistics (Anderson, 19Géjdrick & Rapp, 2007; Laganaro,
2012).

We assume that the connections between semardienation and word
nodes, the word nodes themselves, and their caoneavith phonemes constitute the

lexical representation of a word. We also assumatthe abstract phoneme level that
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is part of the lexical representation is also assed by non-lexical conversion
processes for reading or repetition through inddpehconnections.

Our architecture for speech production is diagrachmé-igure 1. This is
identical to the architecture described by Goldackl Rapp (2007) except that they
assume that lexical and non-lexical informationvege later, at the level phonetic
encoding. In the interest of parsimony, we assume thatnsation occurs at the first
available level ghoneme selection in Figure 1), so that phonetic encoding is not
duplicated in lexical and non-lexical routes. @oesequence is the phoneme level
is accessed by both lexical and non-lexical praeessour architecture. To avoid the
confusion that could result from giving this a ledilabel (e.glexical phonology), we
refer to this level aphoneme selection following Romani, Galluzzi, Bureca and

Olson (2011).

Note that there is some disagreement in thealiiee over what is considered
post-lexical that is, naturally, related to which levels eomsidered to be part of
lexicon. Some people do not consider the connesti@tween word nodes and
phonemes to be part of lexical representations, thiedefore consider phonological
encoding to be a post-lexical level. We considetead, this level to be part of
lexical representations because a word is charaeteby its sequence of phonemes
as much as by its meaning (see also, Goldrick appR2007). To avoid potential
confusion, we will not use the tenpost-lexical and, instead, use the tepwost-access
to identify the levels after which a word node bagn correctly activated/selected.

We will describe the question of the locus of tleelngistic errors as a contrast



Target/error overlap in jargonaphasia 7

between a source at lexical access and a postsasoesce.

Sour ces needed to explain tar get/response overlap. Two alternative
accounts of jargonaphasic errors have been propdsethe source account attributes
target-related and neologistic errors to diffiestin phoneme selection which vary in
severity (Kertesz & Benson, 1970; Kohn & Smith, 49®liller & Ellis, 1987; Olson,
Romani, & Halloran, 2007; Robson, Pring, Marsh&lChiat, 2003; Schwartz,
Wilshire, Gagnon, & Polansky, 2004). The two tyjé errors result from the
extremes of what is, in fact, a continuous distitru According to this hypothesis,
damage may impact some words strongly and otheasklwebout errors with
intermediate levels of target overlap should bguemnt.

A two source account, instead, attributes neolmggstd target-related errors
to failures at two different loci: word selectiondaphoneme selection or, in other
words, at lexical access and post-access, respbc(Buckingham, 1981;
Buckingham & Kertesz, 1976). Neologistic erronsabecause word nodes have
either been lost or they have been disconnected tihe phoneme level. A random
source of phonemes “fills in” the response (Buckisng, 1981; Butterworth, 1979;
Moses, Nickels, & Sheard, 2004; for Buckingham,rdr@om source is syllables, for
Butterworth, it is morphemes, for Moses, Nickel$SBeard it is previous responses;
see Marshall, 2006). Target-related errors, instesslilt from failure to access a
limited number of the phonemes at phoneme seledtiersame locus where errors
arise in the one source account. This predicis@dtinuity in the distribution of
errors with some showing substantial overlap withtarget and others showing
minimum overlap.

What is at issue here is not whether failures afdngelection can occur at all.
We assume that word selection failure can occurtlaaidno response errors and

semantic errors are examples of this. Our questiomore specific. We ask whether
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the abstruse nonword errors seen in jargonaphasia can also result &eavord
selection failure.

Schwartz et al. (2004) present a general analysidnere nonword
phonological errors can arise in the speech awmthite. They conclude that there is
no support for anything but a single locus at el of phoneme selection, but they
define two other loci where erronsght have originated. One is at the level of word
selection, in line with the jargonaphasia acconmsitioned above, but through a
mechanism different than “filling in.” An abstruseologism could result if an
incorrect word was selected and then distortedhéurby errors at phoneme selection
(p 160, “errors of compound origin”). Like erraesulting from “filling in,” these
errors should have very low overlap with targeishallmark of this mechanism,
however, is that nonword errors should also berapamied by a substantial number
of word or near-word errors (which result whenwreng word is selected but not
distorted enough to be unrecognizable).

An alternative, second source of nonword erroet ishe level, after phoneme
selection. This is the source that Schwartz €pal04) explicitly argue against. They
find no evidence that errors with high and low &rgverlap differ in their serial order
effects, sensitivity to frequency, or sensitivityiength and conclude that all the errors
made by their 18 patients arise at phoneme sefeatibere phonemes are mis-
selected based on a correctly selected word. r@ugrb Schwartz et al., we believe
that nonword errors may also arise at a more pergiphonetic level and errors from
this level will have different characteristics (esge Galluzzi, Bureca, Guariglia &
Romani, in press; Romani & Galluzzi, 2010; Rom&igon, Semenza, & Grana,
2002). Our analyses here, however, do not consideguestion (none of our

patients have more peripheral/phonetic impairmenfgg focus on whether abstruse
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errors arise in phoneme selection (like targetteel@rrors) or at a previous word
selection level.

We have previously reported an analysis of targev@verlap for one of the
patients that we also present here (VS, Olsoh,&2@07). We found that it was not
necessary to hypothesize a second source for bygigtic errors. Target/error
overlap could be explained by a single distributioth an average overlap of about
50%. Here, we present new modeling results alatiytwo other patients who also
make neologistic errors, but who have differenfifge from VS. One, in particular
(JH), shows much less target/response overlapmneathan VS, and superficially,
at least, seems to be a good candidate for a patitna second, word-level, source
of error.

Predicting correct responses. In addition to the source efrors, we will
examine a related issue which has received litBeipus attention. We ask whether
all responses+oth correct and incorrect--come from a single distribution. If there is
a single segmental level where errors arise, tinebeu of items that are completely
free of errors should be predictable from the Ilk@bd that any one phoneme is
involved in an error. Correct responses will regiiien all phonemes emerge from
the error generating process unscathed. We astkeftine, whether all responses, both
correct and incorrect, form a continuous distribati The alternative is that correct
responses are not a predictable function of emaabilities because correct
responses benefit from an extra measure of cohresggeor a lexical boost.

Lexical and non-lexical contributionsto reading and repetition. There is a
substantial and on-going debate about the orgamizaf the general architecture for
reading and both aphasic patients and computatioadtls have contributed results
(Coltheart et al., 2001; Harm & Seidenberg, 200azet al., 1998). Descriptive

labels likesingle-route anddual-route aside, however, all alternative accounts
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distinguish two mechanisms for output and, theeeftwo potential sources of errors:
one mapping letters to sounds (the grapheme-phongdmeystem in the Dual Route
Cascaded, or DRC, model and the network linkingagtaphy and phonology in the
Triangle Model or Connectionist Dual Process, oifCBodel) and one mediated by
semantic or word-based knowledge (the connectiatrtins through input and output
lexicons in the DRC model, the "word-based" roateugh the hidden units in the
CDP model and the semantically mediated routeeriltiangle Model).

A consequence of having two contributions to outpuhat they must be
reconciled. Either one process controls outputmetaly, or the two contributions
are combined to produce a single output. Hereaskewvhether the distribution of
target/error overlap shows evidence of a procestscthmbines information at output.
This contrast has received little explicit attentio computational modelling,
although all of the major architectures have atitivécompetition mechanisms for
combining information from more than one sourcewtput (Coltheart et al., 2001;
Harm & Seidenberg, 2004; Zorzi et al., 1998). Ehleas been more discussion of this
issue in the neuropsychological literature, whesearmmation mechanism has been
explicitly proposed (Alario et al., 2003; Bi et,&007; Hillis & Caramazza, 1991,
1995; Howard & Franklin, 1988; Miceli et al., 19940zari, Kittredge, Dell, &
Schwartz, 2010; Tree et al., 2005; Ward et al. 0200

If lexical and non-lexical information is not comled at output, there is a
clear prediction about target/error overlap. Whsaors arise at the phoneme level,
the lexical contribution will be the same in namingading and repetition. Reading
and repetition also have a non-lexical route tgoythowever, which naming does
not have. So, output in reading and repetitionlmadetermined bsither non-
lexical information or by lexical information, babt by a combination of the two. If

lexical and non-lexical information can be combiniedtead, information from non-
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lexical repetition or grapheme-phoneme conversamfdl in additional correct
phonemes where this information is missing fromléxécal route (indexed by
naming). This means that overlap in word readingepetition can be higher than the
overlap predicted by naming alone (as an indextaitws available from the lexical
route) or by non-word reading/repetition alone.

Studies of repetition have directly addresseddhisstion. Hanley and
colleagues (Hanley & Kay, 1997; Hanley et al., 20@ported two patients who
repeated high imageability words better than lowgeability words. Despite nearly
identical levels of performance in picture namitingir repetition performance was
very different and was related to their abilityrépeat nonwords. Hanley et al. argued
that these patterns required a non-lexical routadfition to the lexical route, with
summation of outputs across the two routes. Theyedt that the patients’ patterns
would not be compatible with accounts that havmgle lexical route (Dell et al.,
1997; Foygel & Dell, 2000), and their theoreticims were confirmed by modeling
(Hanley et al., 2004).

Subsequently, Baron, Hanley, Dell and Kay (20080t that a model with
lexical and non-lexical routes to word repetitmuer predicted success for a series of
other patients who had relatively good nonword tiépa. In other words, a non-
lexical contribution boosted word repetition sucscabove the level that was actually
observed. Baron et al.’s conclusion was that pttieay differ in the extent to which
they are able to combine lexical and non-lexicdnmation. Some patients augment
lexical information with information from the noexical route and others do not.
This could allow several alternatives. It couldtbat either individuals allow
summation or they do not, in a binary fashion. eAiatively, lexical and non-lexical
information could be weighted differently in diféart individuals, with some people

allowing a larger non-lexical contribution than ets. We will return to this in the
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General Discussion. The analyses carried out mfeyfeet al. (2004) and Baron et al.
(2008) were based on the percentage of correcbmess. Here we will test the
predictions of a dual route/summation account baseal different and, possibly,

more sensitive measure: target/error overlap.

Case Studies

Patient VS. Detailed case study information about VS is rembite
Olson et al. (2007). We will summarise the maipeass of her performance here.
Patient VS was an 84-year-old right-handed woman kndd worked at the Cadbury
chocolate factory. Following two days of confusammd headaches in 1996, she was
found to have an extensive periventricular regiblow density in the left parietal
lobe with a possible recent infarct. Our data wekected from VS five years later,
in 2001.

VS suffered from a marked short-term memory impaintmpoor performance
distinguishing phonological minimal pairs, but telaly good spoken word-picture
matching. Visual lexical decision was relativelyop (91/120; 76%). She was within
the normal range (50/52; 96%) on the Pyramids alich Hrees test of semantics
(Howard & Patterson, 1992), but in other testsquened well with high imageability
words and poorly with low imageability words (syyamjudgments, PALPA 50; high
imageability, 27/30, 90%; low imageability, 20/:57,%;)(2(1):3.5, p=.06). Word-
picture matching from PALPA (Kay, Lesser, & Colthed992) was normal (38/40;
95% for both written and spoken versions), butBRReYS (Dunn, Dunn, Whetton, &
Pintilie, 1982) score was somewhat low (10 yeamsonths, confidence interval =9
years 11 months to 11 years 3 months). Our stuliyosus on her naming, reading
and repetition. In spontaneous speech VS spoketfiubut with frequent

neologisms and phonemic paraphasias. At timesdrgences or words were hard
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to understand, but generally one could recovegt$teof what she was trying to say
and a relatively normal conversation was possibie made neologistic errors in all
speech production tasks and nonword reading araitiep were poor. A summary of
VS’s performance on initial neuropsychological $astpresented in Table 1. Note
that repetition is more impaired than naming, dadgdiecause of her phonological

discrimination difficulties.

Patient JH. JH was a 69-yr-old right-handed man. He was aduthiib
Solihull Hospital in December, 1999, with a losspéech and a right-sided
weakness. A CT scan showed an extensive low ¢esrga affecting the grey and
white matter in the distribution of the left middierebral artery, suggestive of an
infarct. The low density extended to involve tlesdl ganglia on the left.

Data for the current study was collected in conjiamcwith JH’s speech
therapist at Solihull Hospital and in JH’s own homaA basic language assessment
was carried out between February and August 2006st of the tests reported below
were given towards the end of this period, witheékeeption of the minimal pairs
tests and the Pyramid and Palm Trees. JH’s pedoceremained stable while the
data for the experimental section of this papereveoailected in December 2000. JH’s
initial results are summarised in Table 1.

JH showed no clear difficulties with auditory diseination, performed
reasonably well on lexical decision tasks, but staba& mild to moderate impairment
of comprehension. On a written synonym judgemasi he performed at a similar

level to VS (77%). On a semantic association thskyas better with high compared
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to low imageability items (60% vs 40%; PALPA 51)tbhe difference was not
statistically significant)? (1) = 1.2, p>0.05). On the Pyramids and Palm Ttesisof
semantics, he performed well with pictures (96%0)%2) and slightly worse with
written words (88%y%(1)=1.2, p=.27).

JH made errors on all speech production taskshisutaming and reading
were worse than repetition. He was poor at narpiaires (0%) and reading items
(5%) from the Boston Naming Test (Goodglass, KapfaWeintraub, 1983) and he
made neologistic errors. Repetition was bette¥{Band errors had higher
phonological overlap with their targets (readingrepetition;*(1)=16.4, p<.001).

JH correctly repeated 53% of nonwords, and 96%artie/from PALPA 9. As with
VS, JH made fewer errors in spontaneous speechrlspeech production tasks. His
speech was fluent. There were fewer neologistmrethan in controlled single word
tasks and his speech was generally comprehensible.

To summarise, JH made errors on all speech pramutasks, but reading and
naming were affected more severely than repetitMards were repeated better than
nonwords, but many nonwords were repeated corressilyhe sublexical pathway was
not completely impaired. Overall, his performaisaggested severe problems with
lexical access. His relatively mild comprehengmooblems were not serious enough
to account for his severe impairment in naming r@adling.

Patient JW. JW was a 74-yr-old right-handed man who had wodsed
telecommunications clerk until he retired at the afj62. He suffered a left CVA in
October 1996. Unfortunately, no details from a<c@n were available to us. Data
for the experimental part of this study were cabelcduring the summer of 2001.
Results of initial neuropsychological tests are suamsed in Table 1.

JW’s initial assessment indicated a very mild caghpnsion problem. He

performed well on word—picture matching tasks (PAL4Y and 48), correctly
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matching all the pairs on both the auditory andtemi versions of the task. On the
written synonym judgement task (PALPA 50) he madcim®re high imageability
than low imageability pairs (28/30, 93% vs. 23/80%), but the difference was not
significant ¢*(1)=2.1, p=.15). On the auditory version (PALPA 48 matched 83%
and 73% of pairsxf(l):OA, p=.53). He showed a similar pattern awiord
semantic association task (PALPA 51), where heectiyr identified 73% and 53% of
pairs §*(1)=0.6, p=.45). On the Pyramids and Palm Trestshe performed slightly
better with three written words (94%) than witheiapictures (86%), but the
difference was not significangq1)=1.0, p=.32).

JW had only mild problems in auditory discriminatioHe scored 90% in a
minimal pairs task (PALPA 4). He also performedhtiwkely well in auditory lexical
decision (PALPA 5; 98% for words and 89% for none®r He was poor in naming
(PALPA 53; 20% correct), reading (PALPA 31, 26%rect) and repetition (PALPA
9, 45% correct). Errors in repetition and readirege closer to the targets than in
naming. He was also poor at nonword reading (PABBAand nonword repetition
(PALPA 8), only getting one item correct on eacsktaErrors were mainly incorrect
nonword responses, with a few lexicalisations. si¢fijontaneous speech was
influenced by his word-finding difficulties and lbéen made several attempts at a
target. Speech was slow, but well articulated. heié problems with sentence
construction, which often made his conversatiofiatift to understand.

To summarise, JW made errors on all speech pradutasks, but his errors in
naming were more severe than in reading or repetitReading and repetition of
nonwords was poor. Spontaneous speech was lab@arwlicould be difficult to
understand. He had mild problems with comprehensithese initial results suggest
JW had a problem at the level of lexical accegshmneme selection. The contrast

between naming and repetition was similar to anrao@attern, suggesting a failure
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in lexical access. However, anomic patients typia not make target-related
nonword errors like JW.
Experimental Study

Our purpose is to compare the errors made by V&niHIW in naming,
reading and repetition to establish: 1) if morentbae deficit is required to explain
the distribution of phoneme overlap between targatserrors; 2) i€orrect responses
and errors are part of a single distribution of qgroe overlap; and 3) if both lexical
and non-lexical contributions are needed to prodoeeverlap we see in reading and
repetition.

M ethod

Our test of picture naming, reading and repetitionsisted of 380 items.
Picture naming was done to coloured pictures. Regagdas done with individual
words on cards. Repetition was elicited by thesexpenter (i.e. not based on a
recording). Items were presented to patients agesgeral sessions, and individual
items were not repeated during a session. The auofbtems was not always the
same in each session. VS completed picture naaurggs two sessions. She
performed reading and repetition in the followimgptsessions, with half of the list
read and half repeated in each session. JH aleedpictures across two sessions.
He also read and repeated in two subsequent sessitth half the list being read and
half repeated on each occasion. JW named iterossfive sessions. Data for
reading and repetition were collected across tvilsasguent sessions, with half the list
being read and half repeated in each session.dishiéutions of frequencies and
lengths for the stimuli are displayed in FigureRtequencies were taken from
CELEX (Baayen, Piepenbrock, & Van Rijn, 1995). Namd/reading and repetition

stimuli were taken from PALPA tests.
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Figure 2 about here

Response analysis. Responses from all patients were tape recorded and
transcribed in broad IPA. Transcriptions were &leelcseveral times against the tape.
Only the first complete response was included énahalysis. Fragments with no
downturn in intonation that were then includedha following response or that were
altered by a single phoneme in the following resgowere not treated as the first
complete response. Each error was classifiedhasaord error (neologism), lexical
error or other error. Lexical errors included satiaerrors, formal errors,
semantic+formal errors, unrelated lexical errord @isual errors. Formal errors were
errors without an evident semantic relationship $hared at least one phoneme in the
same relative position in the syllable, independéméngth (e.g. hat > hen). Visual
errors were errors where a misidentification oftdnget picture seemed to have
occurred (pill > sweet). Unrelated lexical errarsre word responses that shared
neither semantics nor phonology with the targethe®errors included ambiguous or
mixed errors with a lexical part and a nonword [peug. suitcase>seatbluma).
Semantic errors, mixed errors with a semantic corapt visual errors based on a
misinterpretation of a picture, circumlocutions ardresponses were excluded from
the analyses of target/response overlap.

Note that excluding the errors with semantic areeotdentifiable sources is
necessary to properly evaluate whesaword errors arise. We assume that semantic
errors arise at word selection (e.g. when the tasgenavailable and a semantically-
related alternative, active based on the semagpiesentation, is produced instead;
Caramazza & Hillis, 1990; Vigliocco et al., 199f)these errors are included in the
analysis, they will raise the number of unrelatedrs, but not because a failure at the

level of word selection leads to selection of arelated set of phonemes (see the
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analysis in Goldrick & Rapp, 2007 for a similar t@n and motivation). In fact,

the presence of semantic errors (or errors witkrotlear sources like perseverations)
along with nonword errors would only complicateerpretation if a two-source

model were favoured. As we will see, this will &t an issue for our results.

We include other types of lexical errors, instdaebause their source is more
ambiguous. Formally related errors, in particuteaye a high level of overlap by
definition, and may only be formal errors by chan¥ée include unrelated lexical
errors, which have low overlap, to be conservadiveut excluding errors. The
percentages of different error types included amueled from the following

analyses are reported in Table 2.

There are several things to note in Table 2. Resg®included in the analysis
are a substantial majority of the errors in allessasThe number of included responses
for naming is lower (69-74%) because pictures dadentify their word targets
unambiguously. Beyond this, there are some impbd#ferences by patient or task.

VS makes more errors in repetition than namingrance errors in naming
than reading. She makes a substantial numbermiaidexical errors in all tasks, and
more in reading and repetition than naming, butoggsms are always the largest
category of error. VS produces more formal lelxareors in repetition, probably as a
consequence of her input difficulties (see Dellrtita & Schwartz, 2007 for an
analysis showing that input problems increase fbbuainot nonword errors). We
return to this below.

JH gets virtually nothing completely correct in nagiand reading, but shows

dramatically better performance in repetition.naming and reading his errors are
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virtually always neologisms, but in repetition hakas more formal lexical errors.

JW also shows task differences. He is betteraating and repetition than
naming. He makes some formal lexical errors irtaaks.

Across patients, naming produces mameelated lexical errors, reading and
repetition, generally moneslated lexical errors. It will be worth keeping this mind
when we discuss summation across routes below.

Model parameters. The statistical models that we compare will be
based on target/response overlap. To identifywthmber of segments that were
preserved in responses, we counted the numberooigoies from targets that also
appeared in responses (for example, if the targst Y@ pa/ (paper), and the
response was / [ppad/ an overlap of 3/4 was counted and if the respamad
pillda/ the overlap was 2/4). Because errors involvigy@ment of phonemes would
still require phonemes to have been selected basadcorrectly activated word, we
do not consider order in the scoring of overlapoveiment errors, in any case, are not
a major feature of the corpus.

The data we used for modelling was a matrix witluiems for different word
lengths and rows for numbers of phonemes preserivedexample, the first column
might tabulate values for 3-phoneme words, withgrggortion that had no phonemes
preserved in row 1 and proportions for 1, 2, oh8rmemes preserved in subsequent
rows. We compared models based on their abilifyrédlict these overlap matrices for
different tasks.

We will describe the model parameters in relatigméh the three questions
that we set out in the Introduction. The first sfien asked about the number of
sources for target-related and abstruse errorthel€ is a single locus, it will be at the
level of phoneme selection, and only one probgbiitl determine the level of

overlap in all tasks. This is the general segmegmtbability (GSP) that a phoneme
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from the target appears in the response becahss leen successfully selected.

The same process that produces errors could atssionally produce correct
phonemes by chance (chance segmental probaBhifp). If a phoneme is not
preserved through phoneme selection, it may gtpkar in a response because, for
example, it is picked at random from a set of weakitivated phonemes. To estimate
the probability of a phoneme appearing correctlghgnce, we randomly re-paired
all patient targets and errors a large numbemaési (1000 times) and calculated the
probability that phonemes were preserved by fitarignomial probability to the
overlap distribution created by re-pairing. Thiedwnial fit to the overlap distribution
was always extremely good (adjusted R-squared satuthe region of .99). This
method of calculating chance takes into accountidgingyncratic bias patients have
for particular segments and also the frequency whith segments occur in the
stimulus list. Across patients, the chance prdlighvas pretty stable (see Figure 3
for a typical example). Note that this probabilitgs set by re-pairing, and was not
an adjustable parameter (it will not, thereforgyeqy in tables of adjustable

parameters, e.g. Tables 4, 5 and 7).

A onelocus model. Our simplest model has only two probabilities for
modelling overlap in word tasks: an adjustable peater for general segmental
probability correct and a fixed parameter for segtalechance probability. These
parameters are used to derive overlap matrixethéodifferent patients. The
probability that different numbers of phonemes appe a respons(phoneme
correct)) is derived using the binomial distribution aheé following equation for

word repetition, reading and naming:
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(1) p(phoneme correct) = GSP + ((1-GSP) * ChSP)

This equation derives matrix 1 in Figure 4a.

The equations fanonword repetition and reading use different parameteatsdre
specific for each of the non-lexical conversiontesu This reflects the possibility that
the non-lexical routesould activate phoneme selection to different degrees,
depending on the level of damage to these rouftasrefore:

(2) p(phoneme correct) = NLSP_Rep + ((1-NLSP_Rep)* ChSP)
for non-word repetition, and

(3)p(phoneme correct) = NLSP_Rd + ((1-NLSP_Rd * ChSP)
for non-word reading.

A good fit using these equations would be conststgth a single source
model, with errors arising only at phoneme selectio

A two-locus model. The possibility that high overlap and low overkpors
arose atlifferent loci was modelled by adding a parameter that ahbwa proportion
of responses to result from word selection failk&F). When word selection fails,
no phonemes are activated through phoneme selextbthe whole response is
determined by random activation in the phonemerlayEherefore, the distribution of
overlaps is determined by a mixture of two matrixegtrix one, described above,
plus a second matrix where overlap is only at chdecels (see Figure 4b). The
proportion of responses where word selection &aild, therefore, the proportion of
responses that use matrix two rather than mat@xi®modelled by the WSF
parameter. The two matrices are combined as fstlow

(4) matrix3 = WSF * [ matriX2chance + (1-WSF)* [matrixlcsp]
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Note that th&VS- parameter modulates the proportion of responseseah
of the phonemes are selected by chance. Thiffesetit from the probability that a
single phoneme is correct by chance, which is n@reble parameter, as described
above. ThaVNSF parameter allows a portion of responses to hameloe overlap
and others to have higher overlap. At the extrenmeswould create a bimodal
distribution.

For non-word tasks, a similar logic applies, lmgfead of word selection
failure, there is a probability that the non-lexicautes for reading or repetition fail
for a whole response. Thus, instead oW parameter, there are the parameters,
NLF_Rd and NLF_Rep for whole-response failures in reading and rejoetit This
allows results for word and nonword tasks to bepahdent. Low overlap could
occur in some tasks but not others. The two somadels, therefore, have the
adjustable parameterd/SF, NLF_Rd andNLF_Rep in addition to the parameters
GSP, NLSP_Rd, NLSP_Rep used by the one source models.

Completion boost. Our second question was whether the numbeorwect
responses was accurately predicted by the errdapitity for each phoneme, or if it
was higher. A higher value implies a mechanisn itt@@eases the probability thait
phonemes in a word are correct together. To imeferthis mechanism we need to
combine our basic matrix of segmental probabilifreatrix one in Figure 4a) with a
matrix (labelled matrix four) where all the phonenage correct and then modulate
how often we use this matrix with a new parame@@m{pletion BoostCB, see
Figure 4c). The equation to combine matricesis inodel is:

(5) matrix5= CB* [matrixX4complete overlap] + (1-CB)* [matrixlesn]

The model involving a completion boost is theroriimage of a two source
model where &V/SF parameter modulates the contribution of a mativeng phoneme

overlap is at chance levels. The CB parameter tadide proportion of responses
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that are all correct, over and above the numbetigied by the general segmental
probability. Figure 4c shows a one source mod#i wicompletion boost. The
guestion of whether CB is necessary is orthogan#ie¢ question of whether we need
a source of low overlap errors at word selectioth @sing both matricies is possible.
Using both matrices together would test a modéh Wwidth word selection failures
(generating low overlap responses) and a compléast (generating completely
correct responses).

The way we implemented the completion boost isttttecally neutral
regarding the source of this effect. The boosia happen at the level of word
selection, through the interaction between wordesaghd phonemes, or at the level
of phoneme selection only. In the model by Defi§8), when words reach the
activation threshold for selection, they receiveeatra activation boost which
increases the probability that all phonemes wilkekected correctly. If a boost is
lacking, unboosted responses will be more prorphtmeme selection errors, and this
will separate correct responses from errors.

Alternatively, a completion boost could arise frieedback between words
and phonemes. Feedback from correct phonemesaidase correct word
activation which, in turn, will produce more actiia of correct phonemes. Errors
disrupt this reinforcing mechanism and increasausgon between correct responses
and errors. Finally, a completion boost couldeafiem a chaining component where
activation of phonemes later in a sequence depamdsrrect activation of previous
phonemes. When phonemes are correct at the begioha response, this increases
the probability that all phonemes will be corredtVe will return to these issues in the
General Discussion.

A summation model. The last question we introduced above asks if &xic

and non-lexical information is combined to prodaaesponse in reading and
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repetition. This model includes parameters derivem non-word repetition and
reading -NLSP_Rd andNLSP_Rep --to make predictions faxord repetition and
reading. Thug(phoneme correct) for word repetition with summation

(6) p(phoneme correct)= GSP + ((1-GSP) * NLSP_Rep) + ((1-GSP)* (1-
NLSP_Rep)* ChSP)
and for word reading with summation:

(7) p(phoneme correct) = GSP + ((1-GSP) * NLSP_Rd) + ((1-GSP)* (1-
NLSP_Rd)* ChSP)

Equations 6 and 7 implement the idea that if a phmahas insufficient activation
from the word level it may still be selected iféiaches sufficient activation as a result
of input coming from the non-lexical route. A su@iion account allows us to model
patients who do very poorly in naming, but betteraading or repetition, as long as
their non-word reading or repetition support thilsthe summation model it

correct, overlap imvord reading, naming and repetition will be unrelatedvhat
happens imon-word tasks.

How the adjustable parameters in our model map taoretical questions is
summarised in Table 3. Combinations of parametiéwss for more complex models
(e.g. completion boost with summation). Althoubhl seven adjustable parameters
and the fixed chance parameter are set individdatlgach patient, these parameters
are not varied for each task. For example, theggisegmental probability has one
value for all tasks. However, the non-lexical segtal probability for reading
influences only word reading (when there is sumomtand non-word reading. The
completion boost parameter influences word readigggtition and naming, but not
the non-word tasks. The seven parameters, for et complex model, and fewer

parameters for each simpler model, are set onpeetiict all tasks.
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Table 3 about here

Model selection. We will compare models using Akaike’s Infornaeti
Criterion (AIC; Akaike, 1973) . The AIC measurddreces model fit and parsimony
(as counted by the number of parameters in the NoA&C measures fit by
calculating -2 * sum of the log likelihood of thatd for any specific model. A model
that fits well makes the observed data more likpltgducing dower log likelihood
value (better models have lower AIC values). Tleasure that implements
parsimony is derived from the number of paramedacsis added to the likelihood, so
models with more parameters have their AIC valeegased by more than models
with fewer parameters). A more complex model, witbre parameters, usually
produces a better fit, if only because it allows thodel to fit variability that is due to
noise. The AIC measure is designed to answerubstipn of whether the increased
fit justifies the increased complexity. This batans important in order to arrive at
models which will generalise well to new data ratiran overfitting a particular
sample (and producing a model that is poor forrariee).

AIC is not a hypothesis testing measure. It da¢glivide models into
“winners” and “losers” that are “significantly” wee. There are well known
problems with approaching model comparison inway (see Burnham & Anderson,
2002). Instead, model selection is based oniffereht amounts of support that the
data provide for each model. It encourages atienio relative differences (in some
situations one model is clearly ahead of the othersthers alternatives are nearly
equivalent), to the meaning of parameter valuestarige importance of parameters
across a set of models. Analyses were carrietvititthe open source statistical

package R_(http://www.R-project.org). The modelsranked in terms of their AIC
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scores: The lower the score, the better the mddiéferences in AIC, rather than
absolute values, are meaningful for comparisonerdlis no fixed scale or cutoff,
but, as a rule of rule-of-thumb, Burnham and Ander&@002) advise that when two
models differ by less than 2, they are substagteduivalent. Differences between 4
and 7 offer considerably more support for the mad#i the lower AIC value and
differences greater than 10 offer clear for the et@dth the lower AIC value.
Results

The overlap distributions for each patient and dash are shown in Figures
5-7. Appendix 1 lists all the models that wereleated and their parameters. Tables
4,5 and 7 list the best fitting models for eactigrd. The preferred model is
highlighted in grey. Poorly fitting models are motluded.

Patient VS. The observed and predicted distributions of ovefdapatient
VS are plotted in Figure 5. Models are reportediable 4. R-squared values
measuring the fit between predicted and observeday across all tasks are reported
along with AIC and model parameter values. R-seglaalues for the best fitting

models are around 90%, indicating a good fit betwsredicted and observed values.

Consistent with our previous analysis, a two soamunt of jargonaphasia
was not supported. The second ranked model wgsldlAIC units away from the
simpler model and so essentially equivalent. Hwsd ranked modeld include a
parameter for word selection failure, but the weigfithis parameter was very low
(0.6% of responses would be based on purely cHamets of overlap). No model
included a substantial contribution from word setecfailures. Our new analyses,

however, also show that a non-lexical route sulbisincontributes to reading and to
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a lesser extent to repetition. Overlapping phorsethat arenot produced byexical
segmental processing have a probability of nedt® Bf being produced through
non-lexical processing in reading. This paramptedicts non-word reading and the
increase in overlap favord reading above the level predicted by naming.

There is also substantial support for the spetadilis of correct responses.
The preferred model predicts that 28% of respoasef a special category where all
of the phonemes are correct. Not just the preflemedel, but each of the top three
models includes this parameter, and each givadually the same value.

Note that there is some evidence of the impact®tWhild auditory deficit in
the model fits. The model over-predicts the nundogrect for repetition and under-
predicts the number correct for reading and nar(seg Figure 5). This is what we
would expect if repetition is affected by impaiie@ut processing, but the model
must predict the number correct for all three tdegether. The impact on the rest of
the overlap distribution is less strong. Thisassistent with results from Dell et al.
(2007) where they found that impaired input procesaffected the number correct
particularly strongly (patients made more formabes and got fewer items correct)
but had little impact on nonword errors.

Finally, the top two models included a parameteictomplete failure of the
non-lexical route for nonword reading and repetitiaround 24% of responses in
each task). Again, VS’s input processing problems a reduced STM span (PALPA
digit span of 2) may explain the value of this pae#er in repetition. Difficulties with
phoneme-grapheme conversion could explain failwre®nword reading. Itis
worth noting, however, that estimates based prignan nonword reading or
repetition need to be treated with some cautiomil®\the lexical tasks are supported
by a large corpus, our nonword data are basednomca smaller sample. Despite

some uncertainty about these parameters, it isweag to know that changes to them



Target/error overlap in jargonaphasia 28

do not drastically alter the other parameter esesaEven when failure of the non-
lexical routes is excluded (Model 3 in Table 4§ trarameters for general segmental
probability of error, completion boost, word selentfailure and non-lexical
contributions to reading and repetition are vityiahchanged.

Patient JH. Observed and predicted overlap distributiongpéotted in
Figure 6 and model results are presented in Tabl@&tient JH has strikingly
different levels of overlap in repetition compatedeading and naming. The
preferred model has only segmental level variafilesgeneral segmental parameter
+ the summation parameter), but provides a veryldib®o his data (adjusted r-
squared = .97). The two models with lower AIC ddude parameters for a
completion boost or word selection failures, betiticontributions are very small.
Moreover, these models differ from the preferredlaidy less than 2 AIC units.

Despite JH's very low levels of overlap in namimg aeading, the general
segmental probability of overlap is not zero, bubat 15% (before the chance
contribution). Chance overlap on its own fits le&dl, which is why word selection
failure does not account for JH's naming and repdimors. Better performance in
repetition than reading is accounted for by diffees in non-lexical contributions.
The non-lexical probability that segments are presis 9% for reading and 81% for
repetition (which means repetition is largely newrital, but not completely; see
columns five and six of the preferred model in Bab). This provides strong
evidence that a non-lexical route contributes todwepetition (Hanley et al., 2004,

Hanley & Kay, 1997; Hanley et al., 2002).

Note that our model fits are not an artefact ofwlag we calculated overlap.
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We use the number of shared segments divided byuimber of target segments.
This measure does not explicitly factor in respdesgth and one may worry that the
degree of overlap is inflated as a result. Oursues however, does not bias our
model fits or conclusions. The most fundamentasoa is because our chance
measure has the same basis. If overlap is higleuse response length is not
factored out, this is also the case in the chane@sore. The systematic contribution
above the level of chance will not be affected. A second reason that respdangth is
not a concern is because our data are not vulreetala length bias. Two patients,
VS and JW, do not systematically produce respotinsgsare longer or shorter than
the target. In fact, the overlap calculated wébpect to target length only (number of
phonemes preserved/target length) and with respeatget length plus response
length (2*number of phonemes preserved / targejtter response length) are nearly
identical (Table 6).

JH does produce long responses in haming, buthmatd be a more serious
concern if the level of overlap in these respongas high. Instead, overlap is low.
Moreover, we found that the pattern remains vamylar whether or not length is
taken into account: overlap is always low but kigher than expected by chance.
We calculated bootstrap confidence intervals ferdhance data (since they are not
normally distributed) and found that observed cyqeexceeded chance overlap no
matter which measure was used, confirming the madellts (Table 6). The reason
we have not adopted the target plus response lenggisure for modelling is that it
does not produce a smooth distribution appropf@ta modelling (the numerator

takes values that are multiples of two, but theod@nator takes continuous values).
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Patient JW. JW’s overlap distributions are plotted in Figurarid model
results are shown in Table Patient JW combines the main points that we hawedno
for patients VS and JH. Both lexical and segmevdabbles are needed to fit his
pattern and the resulting model provides a veryddadadjusted r-squared = .97).
Like VS, JW requires a substantial contributiomira completion boost parameter
(56% of responses are completely correct). Theeereasonably high segmental
probability that phonemes from the target will agupi@ the response (.3), but, like
JH, JW also requires a large contribution from teieal processing. Non-word
reading adds a contribution of 0.5, non-word rigjpetadds a contribution of 0.7.
These contributions explain JW's better performanaeading and repetition

compared to naming.

The models for JW, like those for VS, have paramsdta whole response
failures from the non-lexical routes. This is ck¥an nonword repetition (proportion
whole route failures = .3) than in nonword readjpigpportion failures = .1). JW had
some problems with phonological input processimgLfPA same/different minimal
pairs: 82%; minimal pairs with pictures: 85%), bhutse were milder than for VS
(65% and 73% correct respectively). Despite thigs estimate for the proportion of
non-lexical route whole-response failures is highieRemoving non-lexical failure
parameters gave a larger change in AIC for JW thakW'S (AAIC = 16.5 vs 8.1).

JW, then, provides evidence that the non-lexicaleonay fail, independent of input
problems. We note this, however, with the samé&i@aahat we mentioned for VS.
Nonword results were based on small samples and, they can only be considered

preliminary.
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Effectsof frequency, length and concr eteness. Effects of frequency, length
and concreteness were examined using binomialgsigre In line with our previous
modelling of the probability of overlap, we usee ttroportion of preserved
phonemes out of the total number of target phonexsesir dependent variable.
Models with a term for concreteness were alwayseheto we modelled only items
with concreteness ratings (smallest N=240). Weipted preserved phonemes
starting from a model with terms for length, freqog and concreteness and their
interactions and then proceeding to examine simptatels in the set. Since no
single model was dominant in the model outcomeslftghest Akaike weight of any
model never exceeded 0.45 on a scale of 0-1 amd)le slominant model would
require a value around 0.9, Burnham & Anderson2208e measured the
importance of frequency, length and concretenessibyming the Akaike weights for
each model that contained the term of interesa Viériable is present in all models
that have good support, the sum of the Akaike wsifdr all models containing the
variable will be high. If a variable is only preséen models with poor support, the
summed value will be low. These values measuraipertance of variables across
the full set of models; a more robust method thaa lmased on a single model, when,
as in our case, the best model may be essentaliyaent to several other models in

the same set.

Results reported in Table 8 show that lexical \des (frequency and
concreteness) and the variable associated withesgiggelection (length)
wereimportant across the full set of models, cdestswith the combination of lexical

and non-lexical contributions in our overlap modeBoth types of analyses--our
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statistical models of the probability of overlapdahe binomial regression analysis
using phonemes preserved/not preserved—conveeith showed that lexical and
non-lexical factors influenced outcome. Our resulere similar to those reported by
Nozari et al. (2010) who found that lexical vareb(especially frequency) and
segmental variables (length) both contribute to elody nonword errors in a group
of patients. They also found that the effect efjfrency did not change with task
(naming vs. repetition). We reported results facletask, because there was always
some effect of task in our data, but when we coegbarodels with and without a task
X frequency interaction, this was never significansistent with the Nozari et al.
results.

Across models, the absolute level of fit was somavow (the maximum
value for Nagelkerke’s Ror our models was .125). This is partly duéh® nature
of binomial data. The models will predict exadtig same proportion of preserved
phonemes for a unique level of length, frequenay@mncreteness, but we clearly do
not expect this level of consistency for individitams (e.g. a givep(phoneme
correct) would not be expected to produsectly the same level of overlap in all
words of one length). Despite this, all modeks there favoured were clearly
different from the null model, except for JH reagliwvhere no model fit well. Across
models, length made a greater contribution to repetthan lexical variables in both
JH and JW. This is consistent with a non-lexi@altdbution to repetition. In sum,
both lexical and segmental factors were importamur results, consistent with our
more specific models of the speech architectunegusverlap.

Syllabic smplifications. In a series of studies, Romani, Galluzzi and
colleagues have shown that, in Italian, patients wiake larger numbers of phonetic
errors, and, therefore, have articulatory planmiifficulties, also systematically

simplify syllabic structures when they make nonwerrs. Patients with low
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numbers of phonetic errors did not make errorssistematically simplified syllable
structure (Galluzzi et al., in press; Romani & @Gadi, 2005, 2010; Romani et al.,
2002). To test whether our patients made err@asssystematically simplified syllable
structure, we compared the syllabic complexityaofiets and errors, using only those
errors where the target and error had the sama&bdgllength. This avoids the
problem of aligning targets and responses whealggllengths differ.

Syllables were compared first on CV structure. bast/simplest syllable was
considered to be CV. Each change to this templateconsidered a complication
(e.g. CV>CVC, CV>V, CV>CCV etc.). If the CV structuwas preserved we then
looked at sonority. There is some debate ovedé#tails of the definition of sonority
(e.g. see Goldsmith, 1990), but there is broadesgeat on a sonority scale, where
vowels are considered to be highest in sonoritigvieed by glides (G), liquids (L),
nasals (N) and obstruents (O). The simplest sgllsbould have a maximal rise in
sonority in the onset of a syllable, whereas inacsldould have a minimal decline
(Clements, 1990). Our scoring follows the methaelscribed in the Romani et al.

papers cited above.

Numbers of simplifications and complications aresgnted in Table 9.
Where decreases in complexity exceeded increase®sted the significance of the
difference using?. There was only one case where simplificatioreeged
complications. VS made more simplification thamgdication errors in reading.
However, this pattern was not seen in the othésstasin the overall totals for VS's
errors. Her pattern is not consistent with sinigdifions that result from a deficit at

the level of articulatory planning. Neither JH 3 simplified syllabic structures
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with their errors. These results, together with tbsults from the analysis of
frequency, concreteness and length support a tlafithe level of phoneme selection

rather than articulatory planning.

General Discussion

We have presented results from three patients wdaterprimarily non-word
errors in speech production tasks, some of whiate iag from their targets.
Considering the mix of target-related and abstngevord errors in their responses,
these patients would be categorised as jargonagghadie have constructed statistical
models to account for distributions of target/res®overlap in naming, repetition,
reading, nonword reading and nonword repetitiore pMW/sed three general questions.
1) Was there evidence of two sources for jargonsiphiasponses: one with high to
medium target/response overlap and one with ordych overlap? 2) Was response
overlap continuous between errors and correct ress) such that correct responses
could be predicted directly from the overlap inoesf? 3) Was there evidence that
information was combined across lexical and nomebdxoutes for reading and
repetition? Using statistical models we obtainkedicanswers to each of these
guestions.

Our first question was whether failure to seleatond-level representation
could produce abstruse nonword errors. The questasnot whether a failure of
word selection could happen at all or produce srr&vhen word selection fails to
pick the intended word, patients may produce seicalhyt related or unrelatedords
or not respond at all. There is no question thesé errors occur as a result of failures
in word selection. The question addressed bystiidy was whethaabstruse
nonword errors mayalso result from word selection failures, or whethersé errors

arise at the subsequent stage of phoneme seleati@ne a variable number of
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phonemes from the selected word may be presemé&found no support for the
hypothesis that low overlap errors resulted fronmdiselection failure, and, therefore,
no support for a second source of errors in jargbasia. Where word selection
failure was implicated in successful models, thapprtion of predicted failures was
very small and there was always a competing madewas within a difference of 2
AIC units that did not include a parameter for weetdlection failure.

Our conclusion that patients did not require a wexkal source to explain
abstruse nonword responses is in agreement witkastier analysis that only
examined VS's neologistic errors (Olson et al.,7Z200here, as well, we found that a
single source of error at phoneme selection coctdunt for the level of overlap in
both abstruse and target-related nonword errors.

Our statistical models were not designed to diyesidtinguish sources of
error at phoneme selection and articulatory plagpnut we found no evidence of
articulatory difficulties in our patients. Theymsted no tendency to simplify target
phonology, contrary to what has been reported yd&o and colleagues for patients
with an articulatory-planning deficit (Galluzzi &k, in press; Romani & Galluzzi,
2005, 2010; Romani et al., 2002).

Moreover, we found lower overlap in naming thamapetition and/or reading.
This is consistent with a phoneme selection probAdnch can benefit from a non-
lexical input in repetition and reading, but notwan impairment downstream from
phoneme selection, where the probability of corpd@ineme production should be

the same across taskBinally, all patients showed effects of lexicatiaales

! Our results also showed that the converse pategrmivalent performance in
naming and reading and/or repetition-- does natseif, support a deficit at a level
that is more peripheral than phoneme selection.faltéxample, does very poorly in
both reading and naming, but this does not mearhthhas a deficit that after the
level of phoneme selection. A difference with nagnis only predicted when non-
word reading or repetition are good enough to bawst reading or repetition
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(frequency and/or concreteness) across tasks.nflbence of these variables should
be stronger at the level of phoneme selection &tdnrther levels (see Goldrick and
Rapp, 2007 for similar claims but related to forrabrs).

We have assigned the errors made by our patieat$eteel of phoneme
selection which is clearly post lexical access. eildbr this level should be considered
a lexical level is more debatable and beyond tbesof the present study. As
highlighted in the Introduction, what is meant byast-lexical locus is different in
different accounts. Goldrick and Rapp (2007) deaghstinction between abstract
phonological representations and a subsequentdéyElionological encoding where
all dimensions are specified. In the Levelt et@l999), architecture, syllabification
Is outside the mental lexicon, and, therefore,q@dtal, while in Romani et al.

(2011) syllabification is part of fully specifiedxical representations. Although our
results do not speak directly to the precise boyndatween lexical and non-lexical
representations, they indicate a number of progethat a level of phoneme selection
must have. Our results show an influence of ldxdoaensions such as frequency
and concreteness, which indicate that this leveitiger part of lexical representation
proper, or close enough to be influenced througlcade. Our results, however, also
show non-lexical influences, through summatiomédimation from sub-lexical
routes. Our proposal, where there is a combinaifdexical and non-lexical
influences at this level, is more efficient thatealatives that have additional abstract
phonological levels. It means, however, that lgnel would not be exclusively
“lexical.” We can’t rule out the possibility thdtere is more than one abstract
phonological level--an initial lexical level andsabsequent post-lexical, but still

abstract, level—but our results do not require. this

through summation. Instead, his non-lexical rdateeading functions poorly,
making little contribution to boost word reading.
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Although we didn’t find that errors in our patierose at the level of word
selection or articulatory planning, we cannot egelthese levels gtential sources
of error in jargonaphasia. The results from Itaj@tients (Romani & Galluzzi, 2005,
2010; Romani et al., 2002), in fact, show cleahnlgttthere are systematic differences
between kinds of patients who make nonword eraord,these result from different
levels of deficits, including articulatory plannifgee also Buchwald & Miozzo,
2011). Similarly, it may be too soon to say thaffidts at word selection carever
contribute to jargonaphasia, even though our resuitl those of Schwartz et al.
(2004) did not support this source. What is ciedhat quantitative modelling is
necessary to decide the issue and the simple @isgarmof some near and some far
responses is not sufficient. Our patients weredigually quite different, but on this
guestion their model results were similar.

A second important aspect of our results was tleel b@ combine
contributions from lexical and non-lexical routaesorder to model response overlap
in reading and repetition. Models where respomsge based exclusively on a
lexical or a non-lexical route were clearly inferto models where lexical and non-
lexical information was combined (Alario et al.,(&) Bi et al., 2007; Hanley et al.,
2004; Hanley & Kay, 1997; Hanley et al., 2002; Hi§. Caramazza, 1991, 1995;
Miceli et al., 1994; Nozari et al., 2010; Tree ket 2005; Ward et al., 2000). A
summation account is also consistent with otheeetspof our patients’ performance.
In particular, JW makes a numberunk elated lexical errors in naming, but almost
exclusivelyformally related lexical errors in reading and repetition, as wdogd
expected if non-lexical information about the foofrtargets constrains the set of
lexical errors that are possible. The summatiomacthas often been supported by
noting a higher number of semantic errors in nani&eg the reading and naming

performance of the original Hillis & Caramazza, 19patient along with others cited
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above) and the increased percentage correct imgeadd repetition (e.g. Hanley &
Kay, 1997; Hanley et al., 2002). Here we contrto this support by modelling the
overlap between targets and responses.

Our evidence for summation converges nicely witlults from a different
type of analysis reported by Nozari et al. (2010hey found, in an analysis of 59
aphasic patients, that frequency had a comparé#elet en the likelihood of making
an error in repetition and naming, pointing toxddal component of both tasks. They
also found, however, that nonword errors were ligey in repetition than naming,
pointing to a contribution from the non-lexical teuhat boosts accuracy. Our
analysis and theirs, one based on analysis of ayyétween targets and responses
and the other based on an analysis of number ¢poc@tverge on the same
conclusion: lexical and non-lexical informationcismbined to determine a response.

Our model assumes that input is combined constelgtibut not
destructively. That is, if a phoneme is not addeenough via lexical processing it
may reach threshold through non-lexical input,rmr-lexical processing does not
interfere with lexical processing. Theoretically, a nonik input could add noise
to the phoneme level and disrupt, as well as imprperformance. In our patients,
performance was generalbgtter in the tasks with non-lexical input which means
they are not a strong test of this possibility. '8/@petition was worse than naming,
but this is more likely to reflect poor auditoryutt than disruption from a non-lexical
route.

Similarly to us, Nozari et al. (2010) did not fidesruptive effects of
summation. They were measuring the influence ofreation on frequency effects
and found no attenuation of the frequency effeamtinere was a non-lexical
contribution to recognition. This is consistenttwa summation that leaves the

lexical contribution intact. Exploring other mog@f summation would be
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particularly useful with future patients that haliferent characteristics (good input
processing but poor non-lexical processing) antl wikarger sample of nonword data.
We noted in the introduction that Baron et al. @0€uggested that
individuals may differ in whether they combine leadiand non-lexical information.
An extension of the modelling approach introduceckttould allow this to be
explored more fully. First, it would be possibtesee, with a larger sample of
patients, if the population divides into patientsowvequire summation and patients
who do not. Second, for patients that require satian, it would be possible to add
a parameter that weights the contribution of lekaral non-lexical information in
reading and repetition. Looking at the populatdmveights, it will be clear whether
weights are concentrated at only the high and legls@f the specturm (associated
with a binary distinction), or distributed widelggsociated with variable weighting).
Finally, a novel and important aspect of theseltesvas the larger than
expected numbers of completely correct responsegaf the three patienfsThe
best model for both VS and JW included a largerdmution of what we have called a
completion boost that allowed correct responses to exceed the nupmbdicted by
the level of overlap in the errotsWe have mentioned different possible
interpretations of a completion boost. One poBsibs that it occurs at the level of
word selection, as hypothesized in the original 86) model. When words are

selected from a semantic specification, they rexaijolt of activation (a selection

>Note that given our measure, it is possible fopoeses to preserve all the target
phonemes but not be correct (when errors rearrphgeemes or insert erroneous
phonemes). There were, however, only a small nusrdfehese errors. The great
majority of cases with complete overlap were cdrresponses (VS naming: 115/120;
VS reading: 187/197; JW naming: 127/132; JW read26§/278; JW repetition:
314/318). The exception was for VS’s repetitioroes, where a somewhat larger
proportion of these responses were errors (53/&bakct). Even in this case,
however, the number of words completely correct stdisa clear majority of the
errors. Since the model must use a single paranteset the number of completely
correct responses in all tasks together, the pagansedriven mostly by responses
which are, indeed, completely correct.
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boost) which further separates them from competiémd reduces the possibility that
phonemes from competing words are wrongly selectét: separation of correct
responses from errors could arise if some resparetebe selection boost (responses
destined to be correct), but others, as a resulanfage, do not. Without the selection
boost, cascading activation would still activatemémes for output, but more errors
would be expected. This account does re-intre@ufactor that influences errors at
the level of word selection (presence or absentkeotompletion boost), but it is a
different source than word selection failures @&sditrors themselves arise at phoneme
selection. A failure of word selection meammsphonemes are activated successfully,
leading to only chance-level overlap. A failureesofompletion boost increases the
probability of errors, but would not lead to onlyanice-level overlap and abstruse
errors. In all other accounts of a completiondipthe determinants of nonword
errors are at the level of phoneme selection aoi@ased numbers of all-correct
responses arise from interaction or chaining mashan

Feedback interaction between word and segmentelsiég.g. see Dell, 1986;
Rapp & Goldrick, 2000) would increase probabilitatall phonemes are correct.
When the correct segments are activated, theydeteation back to the correct item
at the word level which, in turn, produces a cqrogsling increase of activation at the
segmental level. When incorrect segments areaatithe segmental level, instead,
they feed activation back to words that are pot¢ctmpetitors of the target, which,
in turn, activate segments that are not in theetangrd, increasing the likelihood of
errors. Interactive feedback instantiates a rectiloop that pushes apart the level of
overlap found in correct responses and errors.

Another similar mechanism is compound chainingretieach segment
produced correctly provides a context that helpdritce correct production of the

next segment (see discussion in Botvinick & P12006; Goldberg & Rapp, 2008).
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When an error occurs, this disrupts the contextshauld trigger the next segment,
making a subsequent error more likely. If anotireor follows, the context is further
disrupted leading to an even greater chance of.eBoth feedback and chaining
introduce an all-or-none element into productidireverything proceeds smoothly, a
correct response is produced. Once errors bediagpen, further errors are more
likely, introducing a gap between the overlap seesrrors and correct responses.

How to distinguish these different accounts of mpletion boost is not easy.
For example, our data show a stronger separatioveba correct responses and
errors in word than nonword tasks. VS (in readeag) JW (in reading and
repetition) have many completely correct respons@grd tasks and fewer in
nonword tasks. This, however, is consistent witlbfahe described accounts
because existing words will provide a strongerc#la jolt, they are necessary for a
feedback loop between words and phonemes and stpessentations are required
for chaining. Future studies should use diffeientls of evidence to adjudicate
between these accounts, looking at positional effeceffects of previous errors. For
example, chaining predicts that probability corneould increase with number of
previously correct phonemes and decrease as adaraftprevious errors. Feedback
predicts an influence of neighbourhood densityware. What is important here is
that we have demonstrated the need for some typeofianism which increases the
probability of completely correct responses.

In sum, our data have shown the utility of puttingoretical alternatives into
an explicit form that can be captured by statisticadels and then using model
selection procedures to select the best alternafites process provides more
information and gives a more nuanced view of thta tiegan binary hypotheses testing
procedures. We found no evidence that jargonapleasors came from two sources:

one based on random phonological material basddilones of word selection and
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another based on failures of phoneme selectiosingle segmental source was
sufficient to explain both low and high overlapazs:.

Our data also clearly required that informatiomiri@xical and non-lexical
processing be combined to produce a response.hd¥eesl that nonword
performance could not be judged only by the reddyicrude measure of percentage
correct. Even when nonword reading or repetiti@s wot particularly good, as
measured by percentage correct, nonword targetinespoverlap helped to explain
why word reading and repetition produced higherlaypethan naming.

Finally, we showed that errors and correct respodsggnot form a continuous
distribution. Correct responses were too numetolxe from the same overlap
distribution as errors. This requires a 'complétedfect which pushes apart the
overlap in errors and completely correct respon3éss effect could arise from a jolt
at lexical selection, word/segment interaction@ampound chaining. More data and

theoretical exploration will be needed to clarifydadistinguish these alternatives.
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Table 1.

Results of initial neuropsychological testing for patients VS, JH and JW.

VS JH JW

N % N % N %
phonological discrimination
Same-different minimal pairs-words (PALPA 2) 47/72  (65) 70/72 (97) 59/72 (82)
Minimal pairs-pictures (PALPA 4) 29/40  (73) 37/40 (93) 34/40 (85)
single word comprehension
Auditory lexical decision (PALPA 5) 122/160 (76) 145/160 (91) 149/160  (93)
Visual lexical decision (PALPA 25) 91/120 (76)
Spoken word-picture matching (PALPA 47) 38/40  (95) 31/40 (78) 40/40 (100)
Written word-picture matching (PALPA 48) 38/40  (95) 35/40 (88) 40/40 (100)
Pyramids & Palm Trees-pictures 50/52  (96) 50/52 (96) 45/52 (87)
Pyramids & Palm Trees-words 50/52  (96) 46/52 (88) 49/52 (94)
Written synonym judgements (PALPA 50) 47/60  (78) 46/60 (77) 51/60 (85)
Auditory synonym judgements (PALPA 49) 29/60  (48) chance 47/60 (78)
speech production
Picture naming (PALPA 53) 18/40  (45) g 8/40 (20)
Word reading (PALPA 31) " 12/80  (15) 21/80  (26)
Word repetition (PALPA 9) 20/80  (25) 77/80 (96) 36/80  (45)
Boston Naming Test - naming 0/40 (0)
Boston Naming Test - reading g 3/40 (8)
Boston Naming Test - repetition 22/60 (37)
Nonword reading (PALPA 36) 0/24 (0) g 1/24 (4)
Nonword repetition (PALPA 8) " 1/30 (3) " 1/30 (3)

Nonword repetition (PALPA 9) 42/80 (53)




Table 2.
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Number correct and errors of different types in naming, reading and repetition for patients VS, JH and JW. Numbers in parentheses are percentages.

Patient VS Patient JH Patient JW
naming reading repetition naming reading repetition naming reading repetition

correct 127 (33) 187  (49) 54 (14) 1 (0)] 5 (D) 244 (64) 127 (33) 268 (71) 314 (83)
% correct asa (45) (49) (15) (0) (D) (64) (49) (72) (84)
proportion of
included errors
included errors

formd lexica 37 (10) 90 (24) 116 (31) 10 (©)) 19 (5) 51 (13) 36 9 52 (14) 30 (8)

unrelated lexica 33 (9 8 (2) 15 4 23 (6) 14 4 1 ()] 21 (6) 1 0) 0 (0)

neol ogisms 85 (22) 93 (24) 186 (49) 247 (65) 331 (87) 83 (22) 77 (20) 57 (15) 32 (8)
included subtotal 282 (74) 378 (99) 371 (98) 281 (74) 369 (97) 379 (100) 261 (69) 378  (99) 376  (99)
excluded errors

semantic or

semantic+other 49 (13) 2 (1) 4 D 6 2 2 (D) 0 (0)) 62 (16) 1 (0)) 1 (0)

visua or

visud+phonologicd 1 (3) 0 (0) 0 (0) 0 (0) 0 (0) 0 (0) 5 (1) 0 (0) 0 (0)

perseveretion 23 (6) 0 (0) 4 D 0 (0)) 9 (2 0 (0)) 15 4 0 (0)) 0 (0)

no response 6 2 0 (0) 0 (0)) 2 (D) 0 (0)] 0 (0)] 29 (8) 0 (0)) 0 (0)

ambi guous/mixed/

circumlocution 8 (2 0 (0) 1 (0) 91 (24) 0 (0)) 1 (0)) 8 2 1 (0)) 3 D
excluded subtotal 98 (26) 2 (@)} 9 2 99 (26) 11 3) 1 0) 119 (31) 2 1) 4 @




Table 3.

List of adjustable parameters, the unit they apply to and the hypothesis that each tests. Phoneme parameters are in white and whole response parameters are in grey.

Parameter

Description

Relevant unit

Hypothesis tested
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Model needing
this parameter

GSP

WSF

NLF_Rd

NLF_Rep

cB

NLSP_Rd

NLSP_Rep

general per phoneme probability of error

Proportion of responses where there is
word selection failure

Proportion of responses where there is
failure of non-lexical reading route

Proportion of responses where there is
failure of non-lexical repetition route

Proportion of responses where all
phonemes are correct as a result of a
completion boost

Per phoneme probability of error -- non-
lexical route reading

Per phoneme probability of error -- non-
lexical route for repetition

phoneme

whole response

whole response

whole response

whole response

phoneme

phoneme

Segmental parameter used in all models,
but main parameter in a one-locus model

Is there a second source of error? Errors
have only chance overlap with target

Is there a second source of error for non-
word reading?

Is there a second source of error for non-
word repetition?

Are there more than the expected number

of correct responses because of a
completion boost?

When this parameter contributes to word

reading, it tests a summation account.
Otherwise, it only applies to NW reading.

When this parameter contributes to word

repetition, it tests a summation account.

Otherwise, it only applies to NW repetition

All; but esp one
locus model

Two locus model
(word tasks)

Two locus model
(for nonword
reading)

Two locus model
(for nonword

rep)

Completion boost

Summation-
reading

Summation-
repetition




Table 4.
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Model fit and selection results for Patient VS. Model selection was based on AAIC and models are ordered by their differences from the minimal model. Adjusted r-squared
values were based on observed and predicted overlap in tables summarising the number preserved target segments for each word length. Models from that do not appear

here had a AAIC value greater than the value for the worst fitting model shown here. The preferred model is highlighted in grey.

Patient VS
NLF_Rd
Adjusted NLSP_Rd  NLSP_Rep CB (NL route NLF_Rep
R- (summation  (summation WSF (completion failure- (NL route
Model AlC AAIC squared GSP in reading) in rep) boost) reading) failure-rep)
Summation for reading and rep
Completion boost 399.7 0.0 0.9021 0.2609 0.5085 0.1681 - 0.2768 0.2356 0.2542
Failure of non-lexical routes for reading/rep
Summation for reading and rep
Completion boost o 4015 18 0.9033 0.2656 0.5160 0.1664 0.0061 0.2747 0.2470 0.2580
Second locus at word selection failure
Failure of non-lexical routes for reading/rep
Summation for reading and rep
. 407.8 8.1 0.8972 0.2598 0.4932 0.1395 - 0.2822 - -

Completion boost
Completion boost
Second Locus at word selection failure 500.4 100.7 0.8107 0.4682 - - 0.0643 0.2987 0.0027 0.3664

Failure of non-lexical routes for reading/rep




Table 5.
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Model fit and selection results for Patient JH. Models from Table 4 that do not appear here had a AAIC value greater than the value for the worst fitting model shown here.

The preferred model is highlighted in grey.

Patient JH
NLF_Rd
NLSP_Rd NLSP_Rep CB (NL route NLF_Rep

Adjusted (summation (summation WSF (completion failure- (NL route
Model AIC AAIC R-squared GSP in reading) in rep) boost) reading) failure-rep)
Summation for reading and rep 3065 - 0.9739 0.1492 0.0894 0.8109 - 0.0073 - -
Completion boost
Summation for reading and rep 3078 13 09732 0.1556 0.0874 0.8119 0.0018 i i i
Second locus at word selection failure
Summation for reading and rep 307.9 1.4 0.9727 0.1553 0.0872 0.8108 - - - -
Summation for reading and rep
Completion boost . 3105 40 09739 0.1485 0.0904 0.8111 i 0.0071 0.0000 0.0000
Failure of non-lexical routes for reading/rep
Summation for reading and rep
Failure of non-lexical routes for reading/rep
Summation for reading and rep
Completion boost o 3124 5.9 0.9744 0.1498 0.0892 0.8120 0.0016 0.0073 0.0000 0.0000
Second locus at word selection failure
Failure of non-lexical routes for reading/rep
Completion boost

Failure of non-lexical routes for reading/rep
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Table 6.

Comparing overlap calculated in two different ways. Confidence intervals for chance overlap and observed mean overlap calculated with regard to target length only (shared
length/target length) and target length plus response length (2 * shared length) / (target length + response length).

Naming Reading Repetition
Patient Overlap method Confidence interval Observed Confidence interval Observed Confidence interval Observed
for chance overlap mean for chance overlap mean for chance overlap mean
lower upper lower upper lower upper
VS Target length only 0.13 - 0.16 0.53 0.13 - 0.16 0.82 0.13 - 0.16 0.53
Target + response 0.12 - 0.15 0.52 0.12 - 0.16 0.86 0.12 - 0.15 0.52
length
JH Target length only 0.14 - 0.18 0.27 0.15 - 0.18 0.34 0.15 - 0.18 0.86
Target + response
0.12 - 0.15 0.17 0.12 - 0.15 0.3 0.12 - 0.15 0.86
length
JW Target length only 0.12 - 0.16 0.67 0.12 - 0.16 0.86 0.12 - 0.16 0.92
Target + response
0.12 - 0.16 0.67 0.12 - 0.15 0.86 0.12 - 0.15 0.92

length
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Table 7.

Model fit and selection results for Patient JW. Models from Table 4 that do not appear here had a AAIC value greater than the value for the worst fitting model shown here.
The preferred model is highlighted in grey.

Patient JW
NLF_Rd NLF_Rep
Adjusted NLSP_Rd NLSP_Rep CB (NL route (NL route
R- (summation  (summation WSF (completion  failure- failure-
Model AlC AAIC  squared GSP in reading) in rep) boost) reading) rep)

Summation for reading and rep
Completion boost 379.7 0.0 0.9689 0.3029 0.4993 0.7044 0.5628 0.0988 0.2916

Failure of non-lexical routes for reading/rep

Summation for reading and rep
Completion boost

. . 381.3 16 0.9699 0.3063 0.5037 0.7179 0.0025 0.5581 0.1054 0.3036
Second locus at word selection failure
Failure of non-lexical routes for reading/rep
Summation for reading and rep
396.2 16.5 0.9594 0.3001 0.4566 0.5968 0.5976

Completion boost

Completion boost
Second Locus at word selection failure 477.4 97.7 0.9270 0.6064 0.0502 0.6254 0.0393 0.0951

Failure of non-lexical routes for reading/rep




Target/error overlap in jargonaphasia 58

Table 8. Summed Akaike weights across all models, predicting preserved phonemes using word frequency, concreteness and phoneme length. Weights are based on AIC

values for each model and summed across the full model set. The scale is from 0-1 and higher weights indicate stronger support. Nagelkerke’s R* values are pseudo-r
squared measures of the fit between models and observed data.

'S

JH
Nagelkerke's

Nagelkerke's

JW

Nagelkerke's

R”for best R*for best R*for best
Task Frequency Length Concreteness model Frequency Length Concreteness model Frequency Length Concreteness model
Naming 0.993 0.648 0.692 0.069 0.492 0.762 0.809 0.025 0.824 0.707 0.757 0.052
Reading 0.996 0.995 0.957 0.125 - - - 0.006 0.949 0.984 0.603 0.079
Repetition 0.849 0.829 0.908 0.057 0.494 0.992 0.576 0.034 0.477 0.961 0.889 0.069
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Table 9. The percentage of errors that decrease, increase or do not change syllable complexity. Only responses with the same number of syllables as targets were scored. )(2

values are reported when simplifications (decreases) exceeded complications (increases).

VS

JH

JwW

Naming
Reading
Repetition

Total

Naming
Reading
Repetition

Total

Naming
Reading
Repetition

Total

2

Increase Equal Decrease X

25 (34) 36 (49) 12 (16) .

22 (17) 69  (53) 40 (31) 5.22 p=.02

75 (36) 83 (39) 53 (25)

122 (29) 188 (45) 105 (25) 1.27 p=.26
34 (57) 12 (20) 14 (23) .

50 (33) 44  (29) 57 (38) 0.46 p=.50
14 (12) 91 (78) 12 (10)

98 (30) 147 (45) 83 (25)

15 (21) 43  (60) 14 (19) .

14 (17) 50 (62) 17 (21) 0.29 p=.59
9 (20) 26 (59) 9 (20)

38 (19) 119 (60) 40 (20) 0.05 p=.82




Target/error overlap in jargonaphasia 60

Appendix 1. The set of models that were evaluated for each patient. Ticks indicate parameters that were estimated.

Non- Non-
lexical lexical Non-lexical Non-lexical
General segmental segmental Word wholeresp  whole resp
segmental prob - prob - selection Completion failure - failure -
prob reading repetition failure boost reading repetition
v v v v v v v
v v v v v v
v v v v v v
v v v v
v v v v
v v v v v
v v v v
v v v v
v v v




Target/error overlap in jargonaphasia 60
Figure Captions
Figure 1. The speech production architecture that forms the basis for the model tests.
Figure 2. Distributions of word frequency and length for stimulus items.

Figure 3. Typical distribution of chance overlap. This is taken from VS results, but others were
very similar (JH binomial probability = .144, JW binomial probability = .148).

Figure 4. One-locus, two-locus and completion boost models and their parameters.

Figure 5. Overlap distributions for patient VS. The model values are taken from the preferred model (see
Table 5).

Figure 6. Overlap distributions for patient JH. The model values are taken from the preferred model (see
Table 6).

Figure 7. Overlap distributions for patient JW. The model values are taken from the preferred model (see
Table 7).
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lexicon
Non-lexical Semantics
repetition
* Goldrick & Rapp (2007):
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Word selection
Levelt et al. (1999)

Lexical selection/lemma
Goldrick & ¢

Goldrick & Rapp (2007):

Rapp - non-lexical Lexical phonological
repeflition
- Phone_me processing
selection
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Figure 1.
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Phoneme length-Experimental list

mean phoneme length = 3.71

phoneme length
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Chance overlap
chance binomial probability = 0.143
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Figure 3.
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Predicted overlap matrix
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