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Abstract

Cognitive problems following stroke are typicallgadysed using either short but relatively
uninformative general tests or through detailedtbné consuming tests of domain specific
deficits (e.g., in language, memory, praxis). Hewe present an analysis of
neuropsychological deficits detected using a scoeEsigned to fall between other screens by
being ‘broad’ (testing multiple cognitive abilitiedut ‘shallow’ (sampling the abilities
briefly, to be time efficient) — the BCoS. Assessinusing the BCoS enables the relations
between ‘domain specific’ and ‘domain general’ atiga deficits to be evaluated as the test
generates an overall cognitive profile for indivadipatients. We analysed data from 287
patients tested at a sub-acute stage of stroken@i®hs). Graphical modelling techniques
were used to investigate the associative struchmed conditional independence between
deficits within and across the domains sampled 8p8 (attention and executive functions,
language, memory, praxis and number processingg. gatterns of deficit within each
domain conformed to existing cognitive models. Hoeare these within-domain patterns
underwent substantial change when the whole dateseimodelled, indicating that domain-
specific deficits can only be understood in relatio linked changes in domain-general
processes. The data point to the importance ofgusiver-arching cognitive screens,
measuring domain-general as well as domain-spepificesses, in order to account for
neuropsychological deficits after stroke. The paptso highlights the utility of using
graphical modelling to understand the relationsvbeh cognitive components in complex

datasets.



INTRODUCTION

Cognitive problems are highly prevalent after sésoiccurring in up to 70% of the sub-acute
stroke population (Humphreys et al., 2012; Nyd.eQ05). Furthermore, these problems are
strongly predictive of poor recovery of functiorvea after the presence of motor problems
have been taken into account (e.g., see Bickert@i.,e2011, 2012; de Haan, Nys, & Van

Zandvoort, 2006; Narasimhalu et al., 2009; Nyalgt2005; van Zandvoort, Kessels, Nys,
de Haan, & Kappelle, 2005). Given their importaf@epredicting outcome, and given the

costs of poor recovery, it is critical that cogwati deficits are diagnosed early so that
diagnosis can inform rehabilitation.

Current attempts to screen for cognitive deficfterastroke typically take one of two
forms. There exist several short screens whichbeaadministered relatively easily but can
be relatively unspecific in diagnosing domain-speadileficits. Examples here include the
mini-mental state examination (MMSE), the MOCA d@hd ACE-R. One limitation of these
tests is that they were designed to aid the diagnaflsdementia. As cognitive problems
following stroke differ from those in dementia, ttests are insensitive to particular deficits
after stroke (Demeyere et al., in press). For examgpraxia and neglect are both relatively
common consequences of stroke (affecting above 80%e left and right hemisphere
populations; Humphreys et al., 2012) and both ptddnhger-term outcome (Bickerton et al.,
2011, 2012), but neither are systematically detebiethese screens. Contrasting with these
short screens are neuropsychological tests suétABBA (Kay, Lesser & Coltheart, 1993),
the Behavioural Inattention Test (Wilson, Cockbw&nHalligan, 1987), the Doors and
Peoples test (Baddeley, Emslie & Nimmo-Smith, 19843l so forth. These tests analyse
deficits in different cognitive domains (respechivé&anguage, attention and memory in our
examples) but require administration times thattaoelong for many clinical settings. These

assessments also encourage a focus on the spegfitive domain the test examines.



In order to overcome these problems, we (Humphetyal., 2012) developed the
BCoS (Birmingham Cognitive Screen). The BCoS isigied to sample domain-specific
deficits in 5 areas of cognition (attention andaie function, language, memory, number
abilities and praxis) but in a relatively time eféint manner — taking about 1 hour to
administer. Test scores can be used to diagnosé&digeitive profile’ of a patient across
several cognitive domains, measured relative toaageeducation match control data, which
can be used in clinical case management (Humphetyal.,, 2012). For clinical case
management, the cognitive profile is reported fga@endix 1).

One other attribute of BCoS is that it is desigt@di) measure some of the deficits
frequently found after stroke (including spatiagleet, poor number processing, apraxia) and
(ii) the tests are designed so as not to be couediy the presence of some common post-
stroke problems (e.g., when the tests do not aimdasure language or spatial attention are
affected by the presence of aphasia or unilatexglect). These design attributes distinguish
BCoS from some of the other general cognitive swem the field (e.g., the MMSE,
MOCA), which do not measure some of the criticdiailis and which are largely language

dependent and which can be affected by spatiakneg|

Domain-specific and domain-general factors.

The domain-specific analysis of cognitive probleafter brain injury has historically
characterised neuropsychological assessment andchesat the treatment of
neuropsychological problems in clinical textbook&idrewes, 2001; Heilman & Valenstein,
2011; Rapp, 2001). However, there are grounds dobting that domain-specific analyses
are sufficient for giving an appropriate charadation of patients. For example, within the
domain of spatial attention, there is considera®ence indicating that clinical deficits

such as unilateral neglect are greatly exacerbdtquhtients have ancillary deficits in



sustained attention and working memory (Malhotraaket 2005). Similarly, language
problems in patients are increased when executidensorking memory deficits are present,
which can disrupt a patient’s ability to controkileal selection and to maintain phonological
codes during sentence processing (Brownsett eR@l4; Fillingham et al., 2005; Francis,
Clark & Humphreys, 2003). Corbetta et al. (2015)ehalso recently argued that the variance
across stroke patients can be substantially captuye¢hree domain-general factors covering:
(i) language, verbal and spatial memory, (ii) kfte motor weakness, right visual field bias
and attention shifting, and (iii) right side moteeakness and left visual field bias. They note
that deficits across multiple domains are assatiatith damage to ‘cross road’ regions of
white matter, where multiple white matter tracte @resent. Co-occurring impairments in
different cognitive processes can have an impa@mhmodulate the expression of what are
typically treated as domain-specific deficits. ®ere such as BCoS can offer a different
approach to the discrete, domain-specific analg$isognitive deficits, since the screens
emphasise the ‘cognitive profile’ for a patient andude measures of co-occurring problems
in different domains alongside any domain-spedafgnitive impairments (e.g., measures of
sustained attention and working memory are takengalwith measures of language; see
Appendix 1). This then makes screens such as B@aSitwe to the interaction between
what we will term ‘domain-general deficits’ (e.gvprking memory and sustained attention,
which are required to support processing in seveiférent domains such as language,
spatial attention etc.) and what are putatively dionspecific impairments (language,
memory, spatial orienting of attention). Here welaate whether the cognitive profiling
approach, promoted by BCoS, can provide new insigitb the nature of domain-specific
deficits when domain-general processes are takenacctount. We report data from a large-
scale screening programme of cognitive problenes attoke, conducted using the BCoS.

To bring out our argument about the contribution dofimain-general as well as



domain-specific processes we introduce a relatinely way of analysing data from large
datasets involving multiple different cognitive tsesgraphical models analysis. Traditional
approaches to analysing data from neuropsycholbgstibatteries have conducted factor or
cluster analyses (e.g., see Corbetta et al., 20llygke et al.,, 2000; Verdon et al., 2010).
Each of these approaches has its virtues — for pbearfactor analysis is useful for bringing
out hidden factors which may contribute to sevei@nains and for assessing which tests
combine together to generate particular resultapfranalyses go beyond these other
approaches, however, by testing the conditionakpeddence of different assessments
directly, without making assumptions about undedyhidden factors. Moreover, graphical
models tell us more than cluster analysis becausmn provide information about the
strength of the links between different variablebereas clustering only creates groups of
similar variables. Graphical models also go beyomndtiple regression approaches which
assess the linear dependency of a measure on s@ha@atory variables; in graphical model
analysis we capture the interactions between all/riables.Here the analysis evaluated the
relations between the different sub-tests of theo8CGvhen patient performance was
considered both at (i) a domain-specific level &daring language separately from spatial
attention and so forth) and when (ii) domain-geher@asures could contribute, when all the
tests were considered together. We assessed wite¢éhdata patterns that emerged between
the tests when they were analysed within a donaains standardly done, were substantially
changed when a domain-general analysis was uneéertédking all of the tests into account.
Performance on the BCoS was also evaluated inael&d measures of motor performance
(the Barthel index; Mahoney & Barthel, 1965) andeetf (the Hospital Anxiety and
Depression scale; Zigmond & Snaith, 1983), to emsliat changes introduced by a domain-
general analysis were not confounded by co-vargnofplems outside of cognition (in motor

function or affect, captured by the Barthel and H\Ecores respectively).



Graphical model analysis
Graphical modelling is a form of multivariate argdy that originated from the fields of
physics (Gibbs, 1902) and genetics (Wright, 1923¢e( Hgjsgaard et al., 2012, for an

overview on the methods and their implementatiathiwithe statistical software R, available

at http://cran.r-project.org/). Graphical models combine the notion of a staastmodel with

a mathematical object, a graph. In particular, gigestudy of interest, every random variable
is represented via a vertex (node) in a graph.ndues can be connected by different types
of ‘edges’ (which may be undirected or directeéflecting the statistical relations between
the variables — in this case the sub-tests of t®3B In this paper we will focus on
undirected graphical models, i.e., graphical modéisre graphs have only undirected edges
(not assuming directed relations between any twsis}e Undirected edges represent
associations between random variables and a missigg reflects the fact that random
variables are conditionally independent.

The notion of conditional independence is importéort understanding graphical
modelling. Given three random variablesY andZ, X andY are conditionally independent
givenZ, if for each value of Z, X andY are independent in the conditional distributiovegi
Z = z. Essentially if the value taken % is known, information abouy is irrelevant for
knowledge oiX while information abouk is irrelevant for knowledge &f. For a continuous
distribution, this is equivalent to saying that tjoent distribution of the three random
variables can be factorised as

fx z(x,2)fy 7(y,2)

fX,Y,Z (x Y, z) = t,(2)

As an illustration, consider the example of a gtoflhealth and social characteristics
of 70-year-olds taken at two intervals (e.g., i61@nd again in 1984; see Edwards 2000).

Edwards refers to the distribution of body masein(BMI) between males and females, and

7



between the two years of sampling. If males andafemhave differing distributions of BMI,
but there has been no change in these distribusiomss time, then the variable BMI is
conditionally independent of the variable Yearegivthe variable Gender: essentially, if we
know Gender, information about Year is irrelevamtknowledge of BMI. On the other hand,
if males and females have the same distributiddNF, but this changes from 1967 to 1984
then BMI is conditionally independent of Genderegiwear. In this case, if we know Year
then information about Gender is irrelevant for\wiexige of BMI. The conditional
dependence between any two factors can also cleenggher factors are added into the
model. For example, the conditional dependencedmtviBMI and Year may reduce if,
across the years, individuals differed in heighd baight is included in the full model

analysis.

The key tool in graphical modelling is the deperadegraph. A graph, denoted by
G = (V,E) consists of a finite séf of vertices and a finite sé& of edges. In a dependence
graph the vertices represent random variablesmiiltivariate distribution, and two vertices
either have one edge or no edge between them anchidsing edges represent conditional
independences between the random variables inotluaving way. If two verticesA andB
are separated in the graph by a vertex (or a setrtites)S, then the corresponding random
variablesA and B are conditionally independent givén Hence conditional independence
relations are directly read off the graph. Thishis so called global Markov property and it
establishes the correspondence between nodes maph @nd conditional independence
relations between the variables of the multivaridigtribution under consideration (for a
detailed exposition of Markov properties and thenguivalence, see Edwards, 2000;
Whittaker, 1990 or Lauritzen, 1996).

Over the past 20 years, the development of grapmwmadelling has enabled

researchers to explore the complex structure df-Hignensional data using both visually and
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computationally powerful tools. This analysis oé tstructural relations between tests enables
graph modelling to extend traditional approachesearopsychology, where the relations
between the sub-tests are not precisely specifi€dir objective was to apply graphical
modelling techniques to the BCoS data set, to asbesrelations between domain-specific
and domain-general analyses and to test whetbeethtions between the different cognitive
measures hold even when variance reflecting clirdeficits in motor abilities and affect is
extracted.

We report the data in two parts. First, we analybedstructure of the results within
each of the putative domains of the BCoS. This iges/the kind of domain-specific analysis
that is derived when researchers focus on one aggfecognition such as language or
memory. Second, we analysed the structure ofabelts when all of the test domains were
reviewed together, to examine the extent to whiehdomain-specific organisation remained
when performance on the other tests and domainstakas into account. Using the graph
modelling approach we ask whether the structuridtioms between tests changes when

cross-domain data are included?

Methods

The dataset

The data set contained the cognitive profile of 28bke patients with complete BCoS
scored. There were 41 variables in the data set with ¥squeal information variables, 9
clinical information variables and 28 test variab(¢ghe cognitive test scores). The personal
information variables included age, gender, edoodgvel, and handedness.

The clinical information recorded was divided infthysical and behavioural

! Researchers interested in accessing the datasdtstontact Glyn Humphreys:
glyn.humphreys@psy.ox.ac.uk



variables. The physical variables included thegmd8 stroke history (previous stroke, TIA,
head injury, dementia etc.), the type of strokeetharrhagic, ischaemic), the visible presence
of a lesion on CT scan, the side of the lesiont,(lefht), the lesion location (cortical,
subcortical) and whether more general vascular ggmnvere noted. Behavioural variables
included information about the general physical pagchological condition of the patients
with scores generated using the Barthel ADL Indect the Hospital Anxiety and Depression
Scale (HADS).

The six physical variables reflected factors thatld exert a direct impact on
patients’ test performance. Jgrgensen et al. (1986ywed that the type of stroke could
determine the severity of the patients’ conditidnsaddition, cognitive abilities are likely to
deteriorate more if patients suffer from repeatedkes (Bickerton et al., in press; Jgrgensen
et al., 1997). Variance due to these clinical fextoas taken into account within the graph
analyses. In addition, we took two behavioural ickh measures reflecting the patients’
general physical and affective condition. The BalrkDL Index (Mahoney & Barthel, 1965)
provides a measure of performance in activitieslafy living (ADL)(score 0-20, where a
high score = more able). The HADS (Zigmond & Smait983) provides measures of
anxiety and depression, with higher scores indigatncreased symptoms. We included
these physical and affective measures within thleghaph analysis reported below, so we
could depict their relation with the cognitive meges provided by the BCoS.

The central information of the BCoS dataset ispdormance of the patients in different
cognitive sub-tests. There are 23 sub-tests i teiamphreys et al., 2012), with between 3
and 5 cognitive tests in each putative domain. mlagority of the test variables measure the
absolute level of abilities with a higher scorengliag for better performance. In some cases,
test measures reflect relative differences betwamsrditions — examples being the relative

performance on left and right side stimuli in theasures of unilateral neglect (the Apple
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Cancellation Asymmetry score) and extinction (ie tisual and tactile extinction tasks).
Higher scores in these tests stand for a strongyanmetry rather than better performance.
Full details of the tests making up the BCoS apored in Humphreys et al. (2012) and

short descriptions are given in Appendices 1 and 2.

Results

Patients’ personal traits

Male patients slightly outnumbered female patigdfg6 vs. 111). About three quarters
(74%) of the patients had secondary school edutatsotheir highest education attainment
and 16% graduated from college. 3% had a non-usityediploma, and 7% went to
universities. A small proportion of patients (2%jlyohad primary school education. 89.2%
of the patients self-reported as right-handed, &i#?6 reporting as being pre-morbidly left-
handed and 2.1% as ambidextrous.

80.1% of patients had ischemic stroke and a mantra-cerebral haemorrhage
(18.1%), confirmed on CT scan. 58% had a unilateghit side lesion and 42% a unilateral
left-side lesioA. Only cortical damage was noted in 34.8% of thputation, while 35.5%
had sub-cortical lesions followed by the subcoltiegion and 11.5% of the patients suffered

from grey and white matter lesions.

Structural learning on domain-specific tests
When working with graphical models, the processalécting a model that best fits the data
is called structural learning because the aim imfier the structure (the dependence graph)

that best describes the conditional independenceés agsociations between the random

2 patients with bilateral lesions or without a lesemnfirmed on CT scan were omitted from the datyesis.
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variables. Based on the dependence graph obtaieedaw then obtain estimates for the
model parameters. In Section 1 we used model gmbestrategies for continuous variables
based on sub-sets of the BCoS dataset. We lookmatagely at models for the clinical
behavioural variables and the cognitive test véegmin Section 2. Given the moderate size of
each subset, we investigated graphical models siepprocedures using the Bayesian
Information Criterion (BIC) (Schwarz, 1978) (seejstmard et al., 2012, for details). The
idea was to start from an initial model (e.g., tbenplete independence model, with no edges
between nodes) and at each step add or deletelgjectieat gives the largest decrease in the
significance testing via BIC. If there is no chamgé¢he significance test, the process stops.
For each subset of variables we first provided acdgtive measure of their
association, and then, via the model selectionquoe, we provided the dependence graph
and the estimated partial correlation matrix ofsbkected model. Since all the variables were
continuous, the estimated models are Gaussianigedphodels (See Hgjsgaard et al. (2012)
for the implementation in the statistical softwd&® To save space we do not report the
estimated partial correlations. Note however that the results were in all cases very close

to the empirical partial correlations.

Section 1: Within-domain BCoS data

As highlighted in the Introduction, the BCoS wasigaed to assess cognitive performance
within 5 different domains. We first examined tredations between the tests within each
domain, to determine the within-domain structurewkonsidered in isolation.

Attention and executive function tests The empirical partial correlation matrix of the

attention and executive function tests variablesas in Table 1 reflects the correlation of

each pair of variables after taking into accouhtha remaining ones in the domain. What is

noteworthy is that the partial correlations weratreely sparse. Overall performance on the
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Apple cancellation task (a non-lateralised meastispatial selection; Bickerton et al., 2011,
in press), correlated with a measure of lateralgaggmmetry on the same task (the Apple
asymmetry score), measures of extinction and tleefinding and switching task from BCoS.
However the Apple asymmetry score, a measure otesgoc neglect (Bickerton et al.,
2011), had minimal correlation with the other testsluding the measures of spatial
extinction. The scores for left visual and tacahdinction partially correlated, and there was
also a partial correlation between the auditorerdibn test and the rule finding and

switching task.

APC ASY LVE RVE LTE RTE AUD RUL
100.00 —25.96 -14.62 -16.76 —24.63 2.14 572  29.86
100.00 1.50 —7.40 1.85 -9.52 =716 251

100.00 —4.61 37.10 -0.09 -087 -7.51
100.00 -10.01 7.83 —5.29 7.86

100.00 5.70 -1.17 -0.93

100.00 —4.58 —0.45

100.00 25.97

100.00

Table 1: Empirical partial correlation matrix oktAttention variables. APC = Apple cancellatiortdtscore); ASY = Apple
cancellation page asymmetry; LVE = left visual egtion score; RVE = right visual extinction scotdE = left tactile

extinction score; RTE = right tactile extinctiorose; AUD = total score on the auditory attentiostt&kUL = total score on
the rule finding and set shifting test (measurirgoaitive functions). In this and all other tabléstistically reliable partial

correlations are shown bold.

The estimated dependence graph (Figure 1), shoatsritiht extinction scores (for
both visual and tactile tests) were isolated frova dther variables. Note that these deficits
are associated with left hemisphere lesions while other deficits have greater right
hemisphere involvement (see Bickerton et al., 2@1press). Within the other variables in
the attention/executive function domain there was association between the Apple
cancellation task (overall performance) and (a)Jefual and left tactile extinction (LVE and

LTE), (b) the Apple asymmetry score (ASY) and (® tule finding and shifting task. These
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associations suggest that the overall Apple caatomil score is related to 3 factors: (i) a left
spatial asymmetry that is detected under extinatmmditions (LVE and LTE); (ii) measures
reflecting executive function (RUL); and (iii) a mmsure of spatial neglect (ASY).
Interestingly, once the overall Apple score wasetalnto account, there was no direct
relationship between the left extinction measutdd&(and LTE) and the neglect measure
(ASY), suggesting some distinction between extorctand neglect and that extinction does
not merely represent ‘mild neglect’ (e.g., Chechlatal., 2013; Karnath et al., 2003). Indeed
the independent link between the non-lateralisedcatation score (Apple overall
cancellation, APC) and extinction suggests thainetibon may reflect the ability to select
competing targets over and above effects basetespatial positions of the stimuli. There
was also no relation between the spatial bias mesge.g., LTE and LVE) and performance
on the executive rule finding test (RUL), once tiverall APC score was taken into account.
The deviance of the model was 24.70 with 22 degoédéreedom (p-value 0.31) providing a

good fit.

Figure 1: Dependence graph for the Attentional/BXee Function domain. We illustrate how to intefpthe graph with
one example. In Figure 1 the graph shows that x¢& and LVE are separated from vertex ASY by ARG means that
LTE and LVE are conditionally independent of AS¥en APC.

Language testsThe empirical partial correlation matrix for tleguage variables (Table 2)

indicates several features. The Instruction congmsion score (ISC) had generally low
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partial correlations with the remaining variablesieln might reflect relatively low sensitivity
for this measure and/or that this provides the dplye’ test of language comprehension.
Picture naming (PIC) on the other hand was assatiaith several other variables requiring
language production including sentence construc{l®@S), sentence reading (SRD) and
writing words/nonwords (WWN). The tests requiringpoken production (sentence
construction and reading) however were not strorggyrelated with written production
(WWN), consistent with a dissociation between spo&ed written production. The nonword
reading test (RNW) was correlated with sentencalinga (SRD) and writing (WWN),
consistent with nonword reading requiring both speeutput and non-lexical phonological

processing.

PIC SCS SRD WWN ISC RNW
100.00 36.69 32.11 23.05 -0.12 4.31
100.00 29.06 —5.88 10.63 15.08
100.00 2.31 1.38 34.35

100.00 6.35 34.74

100.00 —4.95

100.00

Table 2: Empirical partial correlation matrix withithe Language domain. PIC = picture naming; SCSentesice
construction score; SRD = sentence reading; WWNitingrwords and nonwords; ISC = instruction compmgion; RNW

= reading nonwords.

The dependence graph (Figure 2) showed a closeciatsn between sentence
construction (SCS) and: sentence reading (SRDjungicnaming (PIC), nonword reading
(RNW) and instruction comprehension (ISC). Howewace the sentence construction score
was known, the measure of comprehension (ISC) wasditonally independent of all the
remaining variables. The deviance was 3.04 withegreles of freedom (p-value 0.88),

indicating a good fit for the model.
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Figure 2: Dependence graph for the analysis withénLanguage domain.

Memory tests The empirical partial correlation matrix for ttmemory test variables is
shown in Table 3. There were reliable correlatitve$ween (i) two aspects of personal
memory orienting - recall of occupation, age, duadtions (PER) and correct report of
where the patient is, time and date (TSFR), (i§ tmmediate and delayed recall scores
(SImF and SDeF) and (iii) the delayed memory téstsognition, TAR, and SDeF involving

recall) and also the test of being oriented in tand space (TSFR).

PER TSFR NOS SImF TAR SDeF
100.00 29.35 22.19 6.45 2.25 -1.17
100.00 1.74 6.80 20.22 15.68

100.00 0.14 1.31 9.18
100.00 0.56 60.52
100.00 31.17
100.00

Table 3: Empirical partial correlation matrix ofriables within the Memory domain. PER = Person&brimation recall;
TSFR = time and space free recall; NOS = nosogn8&mE = story immediate free recall; TAR = taskaguition; SDeF =

story delayed free recall.

The dependence graph for the memory tests is @epint Figure 3. The most challenging
measure of long-term memory, delayed recall (SDeg} linked to task recognition (TAR),

memory for location in space and time (TSFR) anovkedge of why the patient was there
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(NOS). Recall of personal information (PER) waskéid to memory about the current
situation (TSFR), to knowledge of symptoms (NOSJ emimmediate recall (SImF). In each
case performance depends on good maintenanceasmiafion about the current situation
(the patient’s own situation and also recently enésd words). The deviance was 1.98 with 7
degrees of freedom (p-value 0.96), giving no eweeto reject the model. Long-term
memory for personal information (PER) was not diserelated to long-term delayed recall

(SDeF).

Figure 3: Dependence graph within the Memory domai

Number processing testsThe empirical partial correlation for the numlipeocessing tests
(Table 4) indicated some association between allvériables. This was confirmed by the
estimated dependence graph (Figure 4) where NMRmljedprice reading), NMW
(number/price naming) and CAL (calculation) formadcomplete graph. This analysis
indicates that the number processing tests wetdyhigter-related when analyzed in a single

domain.

NMR NMW CAL
100.00 50.67 12.46
100.00 38.83
100.00

Table 4: Empirical partial correlation matrix fdret graph analysis within the Number domain. NMR smber reading;

NMW = number writing and CAL = calculation perforntam

The dependence graph here represents a saturatddl mith no conditional

independences between the variables and therdferestimated partial correlation matrix is
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the same as the empirical correlation matrix aeddtviance of the model was 0.

Figure 4: Dependence graph for the Number domain.

Praxis tests The empirical partial correlation matrix for theaxis tests (Table 5) indicated
generally reliable partial correlations across tb&ts with the strongest correlations being
between the multi-step object test (MOU) and thenglex figure copy (CFC), the complex
figure copy and the gesture imitation test (GERd between gesture production (GEP) and
gesture recognition (GER) and gesture imitation IjGEhe multi-step object test and the
complex figure task both involve sequential behariorhe complex figure and gesture
imitation both demand memory for action. The gespnoduction, recognition and imitation

tasks all involve the coding of hand actions.

MOU GEP GER GEI CFC
100.00 17.24 19.11 7.37  33.26
100.00 21.09 32.95 —7.25

100.00 13.53 -—2.02
100.00 36.12
100.00

Table 5: Empirical partial correlation matrix fdret Praxis domain. MOU = multi-step object use; GEgesture production;

GER = gesture recognition; GEI = gesture imitatiBRC = complex figure copy.

Figure 5 shows the dependence graph for the ptagis. The analysis indicated close inter-
relations between the three gesture tasks (GER, @iP GEIl), and between the tasks
dependent on stored gesture knowledge (GER and @E®&)the multi-step object test

(MOU). The complex figure copy (CFC) was linkedth@ multi-step object use test and the
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gesture imitation test, perhaps reflecting its aeleace on both multi-step planning and
visual memory (see Bonivento et al., 2013, for emmk of the relations between visual
memory and the ability to imitate meaningless gesfu The deviance of the fitted model
was 4.45 with 3 degrees of freedom (p-value 0.2} there was no evidence to reject the

model.

Figure 5: Dependence graph for Praxis tests.

Discussion

The results of the within-domain analyses genedilgw patterns of connectedness between
tests designed to tap different parts of the cognisystem. For example, in the attention
domain there is a separation between tests whéeft apatial bias is evidence (e.g., the
Apples Asymmetry and the left extinction tests) amehsures of executive function, and both
are distinct from spatial attention biases assediatith left hemisphere damage (right-side
extinction). In the language domain the measurdéanfuage comprehension (Instruction
comprehension) separated from tests requiring gbgimal output processes, and tests
requiring phonological production differed from #@oinvolving written production. In the
memory domain no direct edges connected the imneediae recall measures and the
delayed recognition measures, once delayed reealltaken into account, consistent with the

involvement of distinct immediate and longer-terramory processes which might draw on
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common retrieval processes (tapped by the delageallrmeasure). In the number domain
reading, writing and calculation were highly inteiked, suggesting a dependence on a
common representation for number (though see b&own alternative proposal following
the across-domain analyses). In the praxis dontengesture production, recognition and
imitation tasks were closely linked while there evéinkages between the multi-step object
and complex figure tasks - consistent with theithbeeing dependent on action sequencing.
These results are broadly consistent with cognitmeeiropsychological models in each
domain (e.g., Ellis & Young, 1988). In Section 2 geeon to evaluate if these within-domain
relationships are maintained when the full pattefnvariance is taking into account,

involving performance on tasks in other domains.

Section 2: Across-domain BCoS data

In high dimensional settings, graphical models loarparticularly useful because they allow
visual inspection of the structural relations bedwesets of variables. In Section 2 we
analysed the relations between all the subtegt®iBCoS in an interaction modébllowing

the procedure introduced by Edwards et al. (2050 (implemented in the ‘gRapHD’
package; Abreu et al., 2010, in the statisticalveafe R). This procedure involves finding an
initial structure (the minimal forest) and then fpeming stepwise model selection starting
from that. Stepwise selection starts from the pnesty found forest using forward search by
adding edges that improve the model (using BICE 3élection stops if there is no such edge
available. When extra factors are entered intoaihalysis, is it possible that some of the
edges in the original domain-specific models masappear because partial correlations
between the variables are absorbed into correlatoth the additional factors.

Figure 6 shows the graph obtained after perforniegstepwise selection on all the

% A stepwise procedure starting from the indepenel@maph, as performed in the previous section, is
computationally impractical.
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BCoS variables plus also the measures of initialomtunction (Barthel index) and affect
(HADS), with each domain labelled by a differentoro”. The figure illustrates two points.
At a general level, many of the nodes making uphedomain remained integrated,
supporting the reality of the different cognitivendains. On the other hand, there were
substantive changes in the details of the modelsioveach domain. Notably, over 50% of
the edges between the tests within each domaippmisaed in the domain-general analysis.
In the domain-general analysis there was separatibhin the following domains: (i)
memory (where the personal memory and anosagrestmdeparated from the other memory
tests), (ii) attention and executive functions (rehéhe auditory attention test linked more
strongly to aspects of number processing, langaagememory, while right extinction (RVE
and RTE) remained distinct from left extinction aneglect (LVE, LTE, ASY)) and (iii)
praxis, where the gesture recognition test linkecguditory attention more than the other
gesture tasks. In addition, the cognitive test exowere separated from the affective
measures (HADS) and only connected to the Baritmlesin relation to the complex figure
copy, which likely carries a motor control componenhis result confirms that cognitive
problems after stroke can be distinct from problemsaffect and are unlikely to reflect a
general deficit reflecting the severity of the ko

Within the new analysis there were several intergshew across-domain links:

1) Number/price reading (NMR) was connected with thi@®guage tests - sentence
reading (SRD), sentence construction (SCS) anduneichaming (PIC), consistent
with all the tests depending on spoken word pradaoct

2) Number/price writing (NMW) was connected with tlaadguage writing test (WWN),

consistent with both requiring the output of writtgymbols.

* We included the Barthel and HADS measures herstris important to rule out that any changes in
cognition did not reflect factors such as depressiothe impact of poor motor function (e.g., foe imeasures
of apraxia).
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3) The complex figure copy (CFC) was connected witlo taf the attention and
executive function tests - apple cancellation (ARGJ rule finding and set switching
(RUL) — along with other tests of praxis (MOU, GEBuggesting that the test
involves both praxic and attentional componentg.(¢he scanning and switching of
spatial attention and the maintenance of a spaaksentation; see Chechlacz et al.,
2014, for further evidence on the neural basisoofifglex figure copying).

4) The auditory attention test (AUD) connected witlles from all other domains. From
Figure 6 we can see that the node for this test{AkAs 11 connecting edges; picture
naming (PIC) has 10 and number/price reading (NMRJ complex figure copy
(CFC) both have 7 connecting nodes. The links betwecture naming and the other
tests likely reflect the demands on spoken languiagenumber of the assessments.
However, the cross-domain links found for the augitattention and complex figure
tests suggests that these might be useful markemhpgairments across different
domains, and might be adopted as initial tests sviieere is limited time to assess
patients.

These data with the auditory attention test aresistent with it having several
components — working memory for the target and-al$dr words, sustained attention across
the trial blocks, and response inhibition to préverroneous responses to distractors (see
Humphreys et al., 2012). These cognitive proceésesking memory, sustained attention,
response inhibition) will modulate many other tadkss noticeable also that the measure of
understanding the task instructions (ISC), thoughatovely a language task was not
connected to the other language tests, but didtbnthe measure of auditory attention and
long-term memory (SDeF). The result suggests tbatpctehension of task instructions may
be as reliant on sustained attention and the wyhditconsolidate information in long-term

memory as upon language abilities per se (see iSrahal., 2003).
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Figure 6: Stepwise selection on all variables (@lthical behavioural information variables; greytention and Executive
attention test variables; green: Language tesabbas; dark green: Number skills variables; broMiemory test variables;
violet: Praxis variables.

Discussion

Graphical models allow us to understand complex@agons between different variables.
We have shown here that graphical model analysesr@ezeal the structure of the tasks
included in the BCoS by demonstrating conditiomalependence relations between different
groupings of the variables. One set of relations exddent in the within-domain analyses.
Interestingly, however, there were substantial gleann the underlying relations between the
tests when all the measures were considered togaihiake domain-general factors into

account.
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Domain-specific analyses

Our first analysis revealed the structure betweshdcores within each of the sub-domains of
the BCoS, when considered in isolation. The resotigated that the overlap in test scores
varied across the domains. For example, the numtoeessing tasks (reading, writing and
calculation) were all interlinked suggesting subs#d inter-relations even though the reading
and writing tasks required number transcriptionhaitt necessarily requiring access to
semantic information about number magnitude (untigzleulation). The subsequent full test
analysis is helpful here since this showed thatoperance on the number tasks was closely
related to that on the Auditory Attention task. §m turn suggests that holding information
in working memory may be critical to performance the number tasks (even number
reading, where several digits may have to be maiedawhilst being recorded into a
phonological form).

In the praxis domain, the complex figure task eda the gesture imitation task and
the multi-step task, all of which require sequenakaction to be maintained and produced.
The gesture recognition and production tasks warelated to this component however, and
deficits in these sub-tests more likely reflectesmscto representations for the recognition and
production of single actions.

In the memory domain close inter-connectivity viasnd between the verbal recall
tasks (delayed and immediate) and the recall dfgmadl information (PER) and information
about why the patient was in the hospital (NOS)sTits with all of these tasks demanding
verbal retrieval processes. Delayed recall was ragglg related to task recognition and
recognition in time and space. These last taskseappo depend more on memory
consolidation processes, required to recall aftdelay, to recognise items used in the tests
and to which day or month it was (a task that coubd be cued by recognition of the

environment, unlike recognising being in the haajit
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There were also sub-divisions within the languag®ain. One cluster of inter-linked
tests was concerned with reading (words and norsyomdriting nonwords and picture
naming. On the other hand, reading (words and nasvagain), picture naming and
sentence construction were also linked. Thesendistiusters raise the question of what were
common underlying factors. Here the across-domaalyaes are again useful because, in
these cases, the instruction memory linked to tditery attention task and there was a
separate link to auditory attention for the tasureng the writing of words and nonwords.
For the auditory attention task incoming target dgomust be consolidated into verbal
working memory, and this short-term consolidationogess may be important for
understanding instructions from verbal sentencée. dn-line maintenance of phonological
representations for the target words, however, bwynore critical for writing words and
nonwords. Thus, we distinguish between on-line ingldof phonological representations
(writing words and nonwords) and the consolidatidnnput phonological representations
(comprehending verbal instructions). On the othand, the lack of relation between
instruction comprehension and nonword writing ie thverall model, suggests that some
form of common output phonology was not a crititzadtor. It may be that writing depends
on small phonological units (especially for nonwg)rd/hile instruction comprehension relies
on larger units, and this leads to the lack ofti@abetween instruction comprehension and
writing in the overall model.

The distinction between instruction comprehensiond picture naming, reading and
sentence construction in the overall model can nuobearly be linked to the distinction
between input and output phonological represemtatigHoward & Nickels, 2005).
Instruction comprehension, linked to auditory ditem and the consolidation of auditory
words, may be strongly weighted for phonologicabun representations while picture

naming, reading and sentence construction taskghiveutput phonology.
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The relations between the tasks within each subaitorcan broadly be
conceptualised in terms of cognitive neuropsychobkignodels of cognition (Ellis & Young,
1988) — for example discriminating between immexiaecall and recognition, the

sequencing and recognition of action, input angbeiphonology.

Domain-general analyses

In contrast to the domain-specific results, the diorgeneral analyses revealed that several
tests can account for data outside their spectfroan. Notably, the complex figure copy test
along with the auditory attention task has multipennections outside of their originally
designated domains. The complex figure task lirkdsomly to measures of praxis but also to
measures of attention (particularly spatial attenindices on the Apples cancellation task).
This fits with a recent lesion-symptom mapping gtwd Chechlacz et al. (2014). These
authors took conducted a voxel-based morphologinalysis of the relations between brain
lesions and performance on the complex figure tabley found distinct lesion sites were
associated with contrasting measures — whethersewere lateralised on one side of the
figure (linked to posterior parietal damage), wieetthere was poor positioning of local
features across the entire figure (linked to moeetsal visual lesions) and so forth. The
results suggest that several factors contribufgetéormance on this test and, consistent with
this, we show that scores on the complex figurerela@ed to attention as well as praxis in
our overall analysis.

Consider also the auditory attention test. Whileegarized into the attention and
executive function domain, performance on this isstlso related to patients’ memory
abilities within our overall model (see also thetgee recognition test). This is not surprising
given that the auditory attention test was desigteedneasure several factors including

working memory and sustained attention as wellhasability to select targets and reject
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distractors.

The overall analysis, then, helps to show the Uyithgr factors that contribute to the
performance of such multi-faceted tests. Note thest highlights that graphical modelling
reveals directly the relations between tests, winlleconclusions about the relations between
underlying cognitive components is deduced (indiy¢&érom the structural relations between
the tests. Thus we should not conclude that theegmnof auditory attention is necessarily
closely related to memory, but rather that thithes case in the BCoS battery (where the test
was designed to assess working memory and nothasability to select targets and reject
distractors). We presume that different tests Wwidlight’ contrasting conceptual components
to varying degrees. The analysis does reveal drex anportant thing though. This is that the
sub-tests which link across several domains mighteswell as initial probes of performance,
if a clinician wishes to gain a ‘quick and dirighalysis of cognition before setting off to
track-down which more specific processes mightofalse impaired — through subsequent
analyses at the sub-domain level. In the audittignaon test here, the focusing on more
specific sub-domains can be guided by the sepamatsures of selection, working memory
and sustained attention. The complex figure test pravide some initial indication of poor
spatial attention (neglect), alongside the probieirawing construction.

A further critical aspect of the overall model aysad was that the connectivity evident
within the domains was greatly reduced when vammtinked to the tests in other domains
was taken into account. For example, once co-wvaniah working memory consolidation
linked to the auditory attention task was extractdebn the instruction comprehension
measure became decoupled from other language +tagkshese other language tasks there
may have been some component of working memoryt luds less strongly weighted (e.g.,
in sentence construction). The results suggest ttle@atdomain-specific models linked the

language tests through co-dependence on workingomerdowever, the relations between
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these tests and the instruction comprehension measduced when a test accounting for
more of the variance associated with working memng auditory attention test) was
introduced.

The full model analysis reveals that associatiars lze strengthened or weakened or
even reversed — a phenomenon referred to in statias Simpson’s paradox (Simpson’s
1951) — when the variance linked to other factsrgaken into account. There are clinical
implications. Notably we suggest that clinical asseent should incorporate domain-general
as well as domain-specific assessments, preciséBase apart the relative interplay between
domain-specific and domain-general processes iivengatient. For example, our results
indicate that a clinician should be cautious in mgkan association between poor language
(e..g, on picture naming) and poor comprehensionnsfructions, concluding that the
language impairment is responsible for the poorm@mension. Our cross-domain analysis
indicates that instruction comprehension could timkmpaired working memory rather than
poor language per se. Indeed, given the presence-eérying domain-general and domain-
specific deficits, then the domain general defiatsght be the principle target for
rehabilitation given that any improvement in domaeneral processing may generalise
more. Consistent with this, Francis et al. (2008)vled evidence that training working
memory improved sentence comprehension in pati@ntsvnsett et al. (2014) also reported
that the activation of frontal brain networks comesl with executive attentional control was
associated with the communicative abilities of aph@atients — over and above effects of
lesion size. Brownsett et al. propose that damagehé frontal executive network is
predictive of the degree of language impairment$esed by aphasic patients, and such
domain general problems need to be taken accounalmigside the domain-specific
impairments in language. The present results condtlr this and indicate that cognitive

processes assessed using the auditory attentioof 8€0S likely contribute to any language
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impairments in the patients — we suggest that tipgeeesses include working memory
consolidation (see above) but perhaps also susdtattention and the ability to suppress
irrelevant distractors. We conclude that it is impot to document the cognitive profile of
individual patients, as is done by the BCoS battsoythat their domain-general impairments
are noted along with any domain-specific problems.

Within cognitive neuropsychological models of cdgm, the stress has been on the
input-output transformations that can operate betwsocessing modules in a given domain
— for example how input lexical information is maplponto stored semantic knowledge. The
role of domain-general processes has been less teasgnceptualise (e.g., the role of
working memory and sustained attention), and pexliapthis reason many of the standard
cognitive neuropsychological tests (e.g., the PALRAy, Coltheart & Lesser, 1992) do not
assess such processes alongside the domain-spgeaigtormations. We believe this can be
misleading, given that domain-specific problemsvaoy with the presence of the domain-
general impairment (e.g., Bickerton et al., in preBrownsett et al., 2014; Corbetta et al.,
2015) even with lesion size taken account of. ddgnitive profiling approach of the BCoS
provides one solution.

The relations between what we are terming domanexge processes and cognitive
resources is also worth considering. Shallice ()9&8nongst others, has noted the
importance of taking account of resource defigit:iéuropsychological patients along with
any domain-specific processes. Here the idea gbtree’ can be operationized in terms of
the average proportion of neurons functioning ndiyma a particular sub-system, which are
needed to produce a given level of performancelli&gal979), with the effects of a brain
lesion being to reduce the proportion of operafiorarons. It may be indexed by abnormal
effects of task difficulty in a given patient. Oargument, for the importance of domain-

general as well as domain-specific componentsemdiffrom this however. Notably we
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highlight the role of cognitive processes that spauttiple domains (e.g., sustained attention,
working memory) but do not simply reflect task wiéfity or the proportional loss of neurons

in critical domain-specific regions. Corbetta et @015) propose that the domain-general
deficits may stem from white matter damage to l@gss road’ regions containing multiple

fibre tracts which support cross-talk across cagmilomains. Here critical lesions may not
necessarily be large but would affect the critigalhways supporting this cross-talk. Indeed
in their data analysis Corbetta et al. extractadiuei effects of lesion size.

Bickerton et al. (in press) also report that fumacél recovery in patients relates to the
presence of co-occurring cognitive deficits meagwsing the BCoS battery, so that (e.g.)
recovery is worse if patients had poor executiterdgibn alongside a memory deficit (see
also Brownsett et al., 2014). The effect of theocourring problem again arose when effects
due to lesion size were extracted. These resuligesti that simple loss of ‘resource’, in
terms of the overall proportion of brain tissuéeetfed, is less critical here than the loss of
additional support structures (domain-general dpmers) that underpin domain-specific
cognitive operations.

Other forms of multivariate analysis, for exampte dxtract underlying principal
components, have been used in the analysis of lasion data (correlating the weighting on
the given component for an individual against tHesion results; Corbetta et al., 2015;
Chechlacz, Rotshtein & Humphreys, 2014; Verdon.e2810). Here it has been argued that
the critical conceptual component can be localisdtie area(s) where a correlation with the
lesion is shown. One question for future work isettier the graph analysis being proposed
here can also be used to guide our understanditigeafeural basis of cognition, for example
by being incorporated into lesion-symptom mappitglies. As we have noted, the graph
analyses we present are focused on the relatidngeée tests rather than on the underlying

conceptual components, and to some degree it may lnaited help to localise a test using
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lesion-symptom mapping procedures. However it mighof interest to attempt to localise
some of the edges in a model especially where tlygesecan more clearly be linked to
conceptual processing components. To do this wddvoeed to derive information about
how well an individual correlates with the groupaasindex of the strength of the ‘edge’ for
an individual, which can then be used as a regreassmodelling lesion-symptom relations.
In this way we may be able to extract the neuratetates of a particular ‘edge’. This
proposal awaits future research.

One final point is that our overall analysis indezhthat the cognitive measures were
largely independent of variation in anxiety, depres and initial motor function (Barthel
index), consistent with the cognitive problems eigeced by patients not being determined
by low affect (see also Nys et al., 2005). The daiggest that cognitive problems following
stroke can be dissociated from poor affect andainmotor function, but that it is helpful to

take the presence of domain-general cognitive prablinto account.
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APPENDIX 1

BCoS is design to provide a cognitive profile opatdient covering 5 areas of cognition and

including both domain-specific and domain-generedcpsses. The administration takes

around 1 hour.

Areas

Tests

Domain classification

Attention and executive
function

Auditory attention test

General (working memory, sustained
attention, target selection)

Rule finding and concept
shifting

General (rule finding, set shifting)

Apple cancellation

Specific (spatial orienting)

Visual extinction

Specific (visual selection)

Tactile extinction

Specific (tactile selection)

Language Picture naming Specific (object recognition, naming)
Sentence construction Specific (syntax)
Instruction comprehension Specific (sentence comprehension)
Sentence reading Specific (word recognition, naming)
Reading nonwords Specific (honlexical processing)
Writing words and nonwords | Specific (lexical and nonlexical

production)
Memory Orientation Specific (contextual orienting)

Story recall and recognition

Specific (immediate and long-term
verbal memory)

Task recognition

Specific (long-term visual memory)

Number skills

Number reading

Specific (number recognition, naming

Number writing

Specific (hnumber production)

Calculation

Specific (arithmetic operations)

Praxis

Complex figure copy

General (working memory, spatial
representation)

Multi-step object use

General (recognition, sequencing,
planning)

Gesture production

Specific (gesture retrieval)

Gesture recognition

Specific (gesture production)

Imitation

Specific (nonlexical transcription)
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The cognitive profile for BCoS, used for case réipgr Each domain is assigned a separate
colour in the pie chart. A black edge indicates thpatient has performed at a normal level.
A white edge indicates a score falling below thesldor age- and education-matched
controls. Where the edge segment is missing, therpidnas not been tested. Here the patient
has deficits in memory but some preserved aspétasguage and praxis.
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APPENDIX 2

BCoS Task descriptions

The BCoS is designed to provide an overall ‘cogaiprofile’ for patients after brain injury,
covering 5 areas of cognition: (i) attention andaxive function; (ii) language; (iii)

memory; (iv) number processing and (v) praxis/ekilaction. The sub-tests aim to measure
both domain-specific abilities (primarily affectifgst one of the areas listed above) and
domain-general processes (processes that impaatiilities outside the targeted area — an
example being executive functions which can affeeguage, memory etc.). The tests are
designed in order to gain maximal inclusion forigrats whilst also being time efficient in
their delivery. Time efficient delivery is estalblesd by having sub-tests generate separate
measures linked to distinct cognitive functiong (esee the Auditory attention task).
Inclusivity is gained by making the tests ‘aphdsaad ‘neglect-friendly’. Thus for non-
language tests the BCoS uses high frequency wordifoaced-choice testing procedures
where possible — so that aphasic patients cargstikérate responses. For tests not aimed at
assessing spatial attention, the stimuli are cdrdrethe page and multi-modal presentations

are used.

1. ATTENTION AND EXECUTIVE FUNCTIONS

1.1. Auditory attention task. The task consists of 6 high frequency words presk8ttimes
each. Half are target words to respond to, halfl&stactors words which have to be ignored.

Each target word (“no”,

hello”, “please”) has asely related distractor (“yes”, “goodbye”,
“thanks”). The words are presented in random orelgch being preceded an equal number of
times by a 2 sec, 3 sec or 4 sec. silence gaptabhkas performed in 3 blocks, providing a
measure of how well patients caustain their attention across the blocks. It also measures
whether the patients can selectively attend tdalget words and prevent themselves from
responding to the related distractdes @et selection). In addition, patients are asked to recall
the target and distractor words at the end ofdBk,tproviding a measure of whether they can
store items in memory over the short-term when #reyengaged in another activity (a
measure oWorking memory).

1.2. Rule finding and concept switchingeach stimulus consists of a grid made of 6
columns and 6 lines with 32 grey cells, 2 red 2mpleen. The task is to learn to predict the

movement of a black marker across the grid. Thekemanoves in a lawful manner but then
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switches the rule by which it is operating eithieng a single dimension (position) or across
dimensions (position to colour). The taskasures the ability to find an abstract rule and to

switch the rule across stimuli within and across dimensions.

1.3. Apple cancellation The task consists of an A4 sheet presented in ¢tapasorientation
containing complete apples along with distractonsctv are apples with a left or right part
missing.Egocentric neglect is measured by whether patients misstta(gdole apples) on
one side of the pagallocentric neglect is measured by whether patients make falsitive
responses by cancelling a ‘bitten apple’ distraetbere the bite is taken from one side.

1.4. Visual extinction.The task consists of 4 unilateral left visual stinfiinger wiggles by

the examiner), 4 unilateral right and 8 bilatetaims. Performance is scored according to
whether unilateral stimuli are missed (a measumgegfect or a field defect), and whether
there is a spatially selective drop in detectiorona side when two relative to one stimulus is

presented (a measure of extinction).

1.5. Tactile extinction.The task consists of 4 unilateral left, 4 unilateight and 8 bilateral

items. Performance is scored as with the testsafaliextinction.

2 LANGUAGE

2.1. Picture naming.The task uses 14 grey shaded hand drawings, Wial§ land half non-
living. Half of the items’ have a long name in Esgl(6 to 9 letters) and half a short name (3
to 5 letters).

2.2. Sentence constructionThe participant sees a photograph of a personingrout an
action and is given two written word. The taskagbnstruct a sentence which describes
what the person in the photograph is doing usiegwo written words.

2.3. Instruction comprehension This is an index based on the clinical judgenoéibhe
examiner, who is asked to rate how well the patienterstands the instruction on 4 target
tasks and on the number of times the instructianttidoe repeated.

2.4. Sentence readingl'he task consists of two sentences including begllar and
exception words, as well as suffixed and prefixends.

2.5. Reading nonwordsThere are 6 pronounceable nonwords, 5or 6 letba. |

2.6. Writing words and nonwords.The items consist of 4 familiar words (2 regular, 2

exception) and one nonword.

3 MEMORY
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3.1. Orientation. The task assesses access to personal informaéoratic autobiographic
knowledge), orientation in time and space and ames® of deficits (hosognosia).

3.2. Story recall and recognition.The story consists of 15 segments that have tedsdled
immediately then after a delay. Each recall tefllswed by tests of recognition.

4. NUMBER SKILLS

4.1. Number/price/time reading.The items consist of 3 complex numbers (with uofts
hundreds and thousands, additive and multiplicaglations, and embedded zeros), 3 prices
(all in pounds and pence) and 3 times (digital@spntation of hours and minutes). The price
and time questions are aimed to provide functiomedsures of the processing of numbers in
everyday situations.

4.2. Number/price writing. The items are of the same kind as for the nurabérprice

reading task.

4.3. Calculation Four complex calculations are presented, ondiaddbne subtraction, one

multiplication and one division.

5. PRAXIS

5.1. Complex figure copyThe figure to copy contains a middle structure anditional
structures to the left and right. The number ofredats to the left and right are equated to
balance the probability of left and right negléidte scoring measures organisation of the

figure and associated constructional apraxia akagghe presence of visual neglect.

5.2. Multi-step object useThe task requires the patient to perform a sequehactions
with 2 objects (a battery and a torch) in ordecday out an instruction (light the torch)..

Scoring discounts problems due to motor problennsipilegia.

5.3. Gesture production. With the least affected hand, the patient is retpeeto produce 6
actions, 3 intransitive (communicative gestures) aransitive (object-oriented) actions, on

verbal command.

5.4. Gesture recognitionThe patient is requested to recognise 6 actioimgransitive and 3
transitive actions, that are acted out by the eramiThe patient is asked to make a choice
from 4 stimuli for their response, and the stinauk presented as written words and read

aloud by the examiner.
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5.5. Imitation. Four meaningless gestures are presented. Twivanacsequence of 2 hand
positions in relation to the head and 2 involvéngle finger position. The patient is asked to

mimic with the least affected hand..
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