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Articles 
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A B S T R A C T   

Writing proficiency is associated with linguistic complexity. We used measures of linguistic complexity to 
investigate the development of children’s narrative writing using a large corpus of short stories (N>100,000) 
written by children aged 5–13 in the UK. Linguistic complexity was assessed using both lexical (N = 30) and 
syntactic (N = 14) measures. Most measures were associated with age, with writing by older children showing 
greater lexical density, sophistication, and diversity than writing by younger children. Older children also used 
longer sentences, and longer T-units and clauses, and the density of smaller syntactic units inside larger units was 
also higher. Principal Component Analysis identified a number of dimensions associated with complexity, with 
the first two dimensions capturing nearly 50 % of variance. Lexical diversity was mainly represented on the first 
dimension and syntactic complexity on the second. Across the age range, there was wider variation in syntactic 
complexity than in lexical diversity, suggesting that syntactic development is subject to more individual dif
ferences than the ability to use a diverse set of lexical items. Our findings quantify the nature and content of 
children’s writing through mid-childhood, and we discuss the utility of analysing children’s writing using a 
computational, data-driven approach.   

A corpus-based developmental investigation of linguistic complexity 
in children’s writing 

A good writer communicates clearly and coherently, and with a tone 
and register that is appropriate for the communication context. Unlike 
conversation that happens in the here and now, aided by facial expres
sion, gesture, intonation and a shared context, written language is 
typically de-contextualised and remote. As such, writing is a form of 
communication that requires words and sentences to be crafted with 
precision so that the mind of the writer is recreated for the reader and as 
a consequence, written language is generally more complex than spoken 
language (e.g., Biber, 1988; Roland et al., 2007). Notably, this holds for 
children too: child-directed print is lexically and syntactically more 

complex than child-directed speech (Dawson et al., 2021; Hsiao et al., 
2022; Montag, 2019; Montag et al., 2015; Montag and MacDonald, 
2015). These differences start early and are present in books written for 
pre-school children to listen to in the context of shared reading (for 
review, see Nation et al., 2022). 

When do these linguistic features emerge in children’s own writing 
and how do they build with development? Relatively little research (for 
reviews, see Crossley, 2020; Durrant et al., 2021) has charted the 
emergence of linguistic complexity in young children’s writing, quan
titively and at-scale, certainly in comparison to the large evidence base 
that links linguistic complexity and writing proficiency in second lan
guage (L2) or English as a Foreign Language (EFL) learning. Our aim was 
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to fill this research gap by analysing a large developmental corpus of 
stories written by 5–13 year-old children in the UK. In the following 
sections, we describe measures of lexical and syntactic complexity 
developed in previous studies in L1 and L2. We consider how these have 
informed our understanding of writing development and we identify the 
research gaps which we aimed to fill with the current study. 

Measures of linguistic complexity 

Length of basic units 

Zipf’s law states that word frequency is highly influenced by word 
length (Zipf, 1949). That longer words tend to be lower in frequency and 
later aquired (with r’s of − 0.40 (Brysbaert and New, 2009) and 0.40 
(Brysbaert and Biemiller, 2017), respectively) is a potential consequence 
of communicative pressure that reflects working memory constraints in 
interaction with the complexity of information content (Piantadosi, 
2014). It is therefore reasonable to expect that children produce longer 
words in writing with age, yet previous studies have provided mixed 
evidence. Evidence is also mixed for the hypothesis that better writing is 
associated with longer words. For example, Deno et al. (1982) found 
that for 7–12 year-olds, word length was constantly and strongly 
correlated with grade level. In another study, Olinghouse and Leaird 
(2009) asked 2nd and 4th grade children to produce two written nar
ratives. One narrative revealed developmental increases in word length 
and an association with subjective writing quality, but there was no age 
difference for the other narrative, and only an association with quality 
for the 2nd grade children. 

Sentence length and text length also appear to index writing matu
rity. These two measures are related: when sentences in a text contain 
more words, the text is necessarily longer by word count. Older children 
tend to produce longer sentences, and therefore longer texts. These 
length measures could be viewed as a proxy of writing “flu
ency”(Chenoweth and Hayes, 2001; Durrant et al., 2021). In fact, they 
do not always correlate with age: older children are more likely to have 
learned to write within a word limit (in standardised assessments for 
example), and to have been instructed to be concise rather than verbose 
(Deane and Quinlan, 2010; Myhill, 2008), whereas younger children are 
more inconsistent in marking sentence boundaries (Golub and Freder
ick, 1970). Thus, the validity of sentence and text length measures 
remain unclear. 

Measures of lexical complexity 

Lexical complexity refers to the breadth and quality of vocabulary 
use and has been linked to the overall quality of writing (Engber, 1995). 
Lexical complexity comprises three components: lexical density, lexical 
sophistication and lexical diversity (Durrant et al., 2021; Lu, 2012; 
Read, 2000). Lexical density is generally operationalised as the ratio of 
the number of lexical words (i.e. nouns, verbs, adjectives and adverbs 
derived from adjectives) to the total number of words in a text (Ure, 
1971). Not all studies find age differences in lexical density (Berman and 
Nir, 2010) and greater lexical density does not always correlate with 
judgements of writing quality (Uccelli et al., 2012). Berman and Nir 
(2010) reported that children’s writing was more lexically dense than 
their spoken productions, but they found no age differences in written 
lexical density. Similarly, Uccelli et al. (2012) found no correlation be
tween lexical density and either age or writing quality in their analysis of 
academic writing in a high school sample. These mixed findings might 
be associated with small sample sizes, which calls for larger-scale 
developmental data. 

Lexical sophistication refers to the proportion of advanced or difficult 
words in a text. This tends to be indexed by frequency, with rare words 
being identified as those beyond a certain frequency rank in a reference 
corpus (Finn, 1977). In general, lexical sophistication is associated with 
writing quality. For example, Deno (Deno et al., 1982) found that the use 

of mature words (i.e. words not in a common word list) by Grade 3 and 6 
children was linked with higher writing quality, as assessed by a 
standardised instrument. This study also observed an increase in lexical 
sophistication from Grade 3 to Grade 6, consistent with there being a 
general association between lexical sophistication and age. While this is 
supported by some studies (e.g., Olinghouse and Leaird, 2009; Oling
house and Wilson, 2013), the evidence base points to more complex 
relations. Some studies have failed to find an overall association with 
age (Crossley et al., 2011; Durrant and Brenchley, 2019). Part of speech 
and genre also influence variation in lexical sophistication, as does 
whether the unit of calculation is based on word token or by type (e.g., 
Durrant and Brenchley, 2019). This complex picture again suggests that 
further research is needed. 

Lexical diversity refers to vocabulary range and breath, and it is 
generally associated with writing quality and proficiency (Engber, 1995; 
Lu, 2012; Treffers-Daller et al., 2018; Zenker and Kyle, 2021). It is 
typically operationalised as the ratio of number of unique word types 
relative to the total number of word tokens in a text (Templin, 1957). 
Type-to-token ratio (TTR) is heavily dependent on text length as words 
are more likely to be repeated in longer texts. That is, as the number of 
tokens increases linearly, the increase in types steadily decreases. To 
illustrate, consider two sentences from a piece of writing in the corpus 
used in this study, written by the same child: “I wonder if I can have 
pancake” and “I wonder if I can pick my nose with my elbow”. The first 
sentence has 6 unique word types and 7 word tokens, resulting in a TTR 
of 0.86. The second sentence has 9 unique word types and 11 word to
kens, with a TTR of 0.82 (see also Table 1 for calculation). The lower 
TTR of the second sentence is due to its longer length (i.e., larger de
nominator) and the larger number of repetitions of words within the 
sentence (i.e., smaller nominator). In an attempt to correct for text 
length, studies have applied transformations (e.g. log transformation) or 
used a variety of sampling approaches (e.g. mean TTR for every 50-word 
window) (for reviews, see Lu, 2012; McCarthy and Jarvis, 2010; Zenker 
and Kyle, 2021). Using the same example sentences, after applying log 
transformation, both sentences would return a log TTR of 0.92. There is 
ample discussion in the literature as to the robustness of this type of 
measure with regard to variation in text length, text genre, and whether 
the text is produced by L1 or L2 speakers. For example, Zenker and Kyle 
(2021) applied TTR along with eight other indices of lexical diversity 
(all developed to address the issue of text length) to a large corpus of L2 
argumentative essays. They found that Moving-Average TTR (MATTR) 
and Measure of Textual Lexical Diversity (MTLD) (see Table 1 and 
Zenker and Kyle, 2021, for definitions) yielded highly stable values 
across text length. The authors argued that these metrics should be used 
to assess writing, in preference to the other lexical diversity measures. 
This serves as an example of the utility of a large-scale data driven 
approach to assess L2 writing. In our study, we followed a similar 
approach to address writing development in L1 writing. 

Measures of syntactic complexity 

Turning to syntax, complex syntactic structures allow people to ex
press complicated ideas or relationships, and to do so in a more precise 
and sophisticated manner (Beers and Nagy, 2009). Syntactic complexity 
is typically quantified using sentence-level length of production units (e. 
g., T-units, clauses), the amount of subordination or coordination, and 
the number of particular syntactic structures (Ortega, 2003). There is 
evidence showing that older children produce longer syntactic units and 
more varied and complex syntactic structures than younger children 
(Beers and Nagy, 2009; Crossley et al., 2011; Durrant et al., 2020, 2021; 
Durrant and Brenchley, 2019; Hunt, 1965; Myhill, 2008), as do second 
language learners by proficiency level (Lu, 2010; Ortega, 2003). 

T-unit is important in the assessment of language proficiency. The 
definition of a T-unit is a dominant clause and its dependent clauses: it is 
the “minimally terminable unit” into which sentences can be split 
(Hunt, 1965). A sentence with a coordinating conjunction structure like 
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“There was a boy in my class, and he liked playing football” has two T-units, 
whereas a sentence clause like “There was a boy in my class who liked 
playing football” has only one T-unit because the relative clause (“who 
liked playing football”) is a dependent clause attached to the dominant 
main clause (“there was a boy in my class”). Both sentences have two 
clauses but differ in number of T-units. T-unit length therefore signals 
the ability to use subordination to combine clauses. Subordination al
lows for the relationships between elements to be expressed, without the 
use of coordination (e.g., “and”). It is therefore a way of avoiding long 

run-on sentences, like those typically produced by younger children 
(Crosson et al., 2008). 

Density measures or measures based on ratios are useful to capture 
this complexity as they are based on the concept that “complexity is a 
product of number of component parts within a feature and the number 
and nature of connections between those parts” (Durrant et al., 2020, 
p.422). For example, consider the metric T-unit complexity ratio as a 
measure of the density of clauses in a T-unit. A sentence involving 
coordinating conjunction like “There was a boy in my class, and he liked 

Table 1 
The 30 lexical richness measures used in this study. Calculation is illustrated using an example sentence.  

# Code Measure Definition Calculation using the example sentence I 
wonder if I can pick my nose with my elbow 

Lexical Density     
1 ld lexical density number of content word tokens/number of all tokens 4

11
= 0.36(content words: wonder, pick, nose, 

elbow) 
Lexical 

Sophistication     
2 ls1 lexical sophistication by 

token 
sophisticated tokens/all tokens 2

11
= 0.18 (sophisticated tokens: nose, elbow) 

3 ls2 lexical sophistication by 
type 

sophisticated types/all types 2
9
= 0.22 (sophisticated types: nose, elbow) 

4 vs1 verb sophistication 1 sophisticated verb types/all verb tokens 0
2

= 0 

5 vs2 verb sophistication 2 sophisticated verb types/square root of 2 * number of all 
verb tokens 

0
̅

2∗2=
√ 0 

6 cvs1 verb sophistication 3 square of number of sophisticated verb types/all verb tokens 02

2
= 0 

Lexical Diversity     
7 ndw types number of different words 9 
8 ndwz types in first 50 words number of types in the first 50 tokens 9 
9 ndwrtz types in 50-word samples mean number of types in the 10 samples of 50 random tokens 9 
10 ndwesz types in 50-word sequences mean number of types in the 10 samples of 50-word 

sequences 
9 

11 ttr type-token ratio number of all types/number of all tokens 9
11

= 0.82 

12 msttr mean segmental TTR splitting the text into 50-word segments, mean TTR of all 
segments 

9
11

= 0.82 

13 cttr corrected TTR types/square root of 2 * tokens 9
̅

2∗11=
√ 1.92 

14 rttr root TTR types/square root of tokens 9
̅

11=
√ 2.71 

15 logttr logarithmic TTR log(types)/log(tokens) log9
log11

= 0.92 

16 uber uber TTR (Square of log(tokens))/log(tokens/ types) (log11)2

log(11/9)
= 12.44 

17 MATTR moving average TTR TTRs for a moving window of tokens (e.g. 50 words) from the 
first to the last token, computing a TTR for each window 

9
11

= 0.82 

18 HDD hypergeometric distribution 
diversity index 

for each word type, the probability of encountering one of its 
tokens in a random sample of 42 tokens 

0, as there is only one sample, with less than 42 
tokens 

19 MTLD measure of textual lexical 
diversity 

the average number of words in a row for which a certain 
TTR is maintained 

16.94 (see McCathy & Jarvis, 2010, for 
operationalisation) 

20 MTLD-MA- 
wrap 

moving-average wrapped 
MTLD 

MTLD but instead of calculating partial factors, it wraps to 
the beginning of the text to complete the last factors 

13.0 (see Zenker and Kyle, 2021, for 
operationalisation) 

21 MTLD-bi moving-average 
bidirectional MTLD 

MTLD in each direction using a moving window 0 (see Zenker and Kyle, 2021, for 
operationalisation) 

22 lv lexical word variation content word types/all content word tokens 4
4

= 1 

23 lv1 verb variation 1 verb types/all verb tokens 2
2

= 1 

24 svv1 verb variation 2 verb types/square root of 2 * all verb tokens 2
̅

2∗2=
√ 1 

25 cvv1 verb variation 3 square of number of verb types/all verb tokens 22

2
= 2 

26 vv2 verb variation 4 verb types/all content word tokens 2
4

= 0.5 

27 nv noun variation noun types/all content word tokens 2
4

= 0.5 

28 adjv adjective variation adjective types/all content word tokens 0
4

= 0 

29 advv adverb variation adverb types/all content word tokens 0
4

= 0 

30 modv modifier variation adjective + adverb types/all content word tokens 0 + 0
4

= 0   
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playing football” has a score of 1: the clause count of 2 is divided by the 
T-unit count of 2. A sentence with a relative clause like “There was a boy 
in my class who liked playing football” has a score of 2: the clause count of 
2 is divided by the number of T-units, in this case 1. In this example, the 
sentence with a relative clause is quantified as more syntactically 
complex than the coordinated sentence with a conjunction. 

Finer-grained analyses of clausal or phrasal features show that 
adverbial clauses (e.g. “He was happy if he could play football”) and 
complex nominals (e.g. “The involvement of football in his life makes him 
happy”) predict language development and writing quality, both in L1 
and L2 (Durrant et al., 2020; Durrant & Brenchley, 2023; Kyle and 
Crossley, 2018; Li et al., 2023; Lu, 2010). These indices are also sensitive 
to genre and communicative purpose. For example, Durrant et al. (2020) 
detailed analysis of adverbial clauses and Durrant and Brenchley’s 
(2022) analysis of complex noun phrases present a complex develop
mental picture in which usage varies as children transition with age 
from mainly fiction writing to more expository or persuasive writing. 

Recent advances in Natural Language Processing (NLP) techniques 
also facilitate the development and application of more sophisticated 
and accurate assessment of syntactic complexity. Previously, quanti
fying relative clause usage required laborious manual annotation by 
skilled linguists. Naturally, this served to limit sample size. With auto
matic parsing and analysis software readily available, researchers can 
process much larger language databases and perform standardised an
alyses, making it easier to compare findings across studies. 

The current study 

We took a data-driven approach to analysing a large corpus of chil
dren’s writing (over 100,000 pieces) across a large developmental 
window (5–13 years of age). As outlined above, lexical and syntactic 
complexity can each be captured in many different ways, as to be ex
pected given the multidimensional nature of linguistic complexity. This 
breadth has not been applied to children’s first language writing across a 
range of proficiency levels and within the same study (cf. the larger 
literature on writing by second language learners, e.g. Ortega, 2003), 
using automatic analysis tools. Our first aim was to fill this research gap. 
Rather than focusing on one or two features, we calculated 48 different 
metrics tapping production unit length, lexical and syntactic complexity 
and used these to examine developmental change in children’s writing 
through the primary and early secondary school years, as they transition 
to more academic-like language (Durrant and Brenchley, 2019, 2023; 
Nippold, 2007). 

From this, we took a statistical approach and used Principal 
Component Analysis (PCA) to identify the underlying relationships be
tween the different measures and components that best explained lin
guistic complexity in children’s writing. We then considered 
developmental change in these markers of linguistic complexity by 
comparing the writing of younger and older children. In summary, our 
overall aim was to describe the nature of linguistic complexity in a large 
cross-sectional corpus of children’s writing and to discover whether this 
‘macro’ approach (in terms of number of measures as well as size of the 
corpus and its developmental range) has the potential to complement 
the insights provided by detailed analyses of individual aspects of lin
guistic complexity in particular age ranges, noting that previous work 
with smaller samples might generate subtle and unreliable findings (e.g., 
Durrant and Brenchley, 2019; Myhill, 2008). 

Method 

The corpus 

We used the writing component of the Oxford Children’s Language 
Corpus, held by Oxford University Press. In total, this contains over one 
million stories written by 5–13-year-old children in the UK. The stories 
were sourced from BBC Radio 2 500 Words, a national children’s writing 

competition that ran annually for 10 years, 2011–2021. Each year, 
children were invited to submit entries on any topic – the only constraint 
was that they must be no more than 500 words. The competition had 
significant media attention across national TV and radio, and it was also 
promoted within schools. As such, this resource provided a naturally 
occurring language sample (Goldstone and Lupyan, 2016) not generated 
for assessment purposes, nor contaminated by experimenter prompts or 
cues. This allowed us to analyse children’s own free writing, without 
constraints from time, place, instruction, or topic. This bottom-up 
approach to analysing language can reveal patterns in how people use 
language, and from this, help address psychological questions about 
children’s development (Jackson et al., 2021). 

We selected all the stories submitted in 2019 (N = 107,273 stories; 
approximately 55 million words). We used the Key Stage information 
available as metadata for each story to approximate developmental 
stage. Key Stage refers to bandings within the education system of En
gland and Wales, with 5–7-year-olds falling within Key Stage 1, 7–11- 
year-olds into Key Stage 2 and 11–14-year-olds into Key Stage 3. The 
majority of entries (59 %) came from children in Key Stage 2; 39 % of 
entries came from children in Key Stage 3 and only 2 % from the 
youngest children in Key Stage 1. We note the relative imbalance in 
sample size between Key Stage 1 and the others. Nevertheless, the total 
number of stories written by Key Stage 1 children was 3625. This still 
represents a substantial sample of children at the early stages of learning 
to write. 

The Key Stage information is educationally useful as it relates to the 
curriculum. Clearly, however, the age bands within a stage are large, 
and there are likely large differences between, say, 5-year-olds and 7- 
year-olds within Key Stage 1. To capture development in a more fine- 
grained way, we repeated all analyses and replaced Key Stage with 
age in years. The results were similar and for simplicity in reporting and 
visualising the data, this report focuses on the results based on Key 
Stage. All analyses by age are openly available on OSF (https://osf. 
io/wuzaf). Any differences between findings by Key Stage and those 
by age in years are highlighted in the Results section. 

Measures of linguistic complexity 

Length of basic units 

Under the assumption that older children would produce more words 
and longer words, and longer sentences, we adopted four measures to 
capture length of production units: number of letters per word, number 
of words per sentence, number of words per story and number of sen
tences per story. 

Measures of lexical complexity 

The three components of lexical complexity (density, sophistication, 
diversity) have been captured in numerous ways. Lu (2012) used 24 
different measures in a corpus investigation of the quality of L2 
speakers’ oral narratives. We adopted these in our study, and added six 
more designed to be less sensitive to text length (Zenker and Kyle, 2021). 
Table 1 summarises all 30 measures. 

Lexical density was defined as the ratio of the number of lexical words 
(i.e. nouns, verbs, adjectives and adverbs derived from adjectives) to the 
total number of words in a text (Ure, 1971). This single measure was 
used to quantify lexical density. Lexical sophistication, following Lu’s 
(2012) methodology, used the frequency of rare word types not featured 
in the top 2000 types in the British National Corpus (BNC) as a proxy 
(Leech et al., 2001). Note that the BNC is predominately an adult corpus, 
but it represents a cross-section of British English from a wide range of 
sources and following Durrant and Brenchley’s assumption that “so
phistication should be gauged with reference to the sort of discourse 
towards which children’s education aims” (2019, p. 1934), we retained 
its use here. We also calculated verb sophistication (Harley and King, 
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1989), defined as the ratio of verb types to the total number of verbs. 
Overall, we examined children’s lexical sophistication using five 
different measures, as listed in Table 1. 

Lexical diversity was captured through type-to-token ratio (TTR), as 
well as several other methods that attempt to correct for text length, 
such as those that apply transformations (e.g. log TTR, root TTR, Maas 
Index) or use a variety of sampling approaches (e.g. MTLD, MSTTR, 
MATTR, HDD) (for reviews, see Lu, 2012; McCarthy and Jarvis, 2010; 
Zenker and Kyle, 2021). Our study provided an opportunity to examine 
these different metrics at the same time in the context of children’s 
narrative writing. We also considered lexical diversity for different parts 
of speech by calculating separate type-to-token measures for nouns, 
verbs, adjectives, and adverbs. In total, 24 measures were used to esti
mate lexical diversity. 

Measures of syntactic complexity 

We analysed 14 syntactic complexity measures (Table 2), building 
from Lu (2010) who developed automatic computing software for 

assessing L2 writing. These included three indices of length of syntactic 
production units, i.e., length of sentences, length of T-units, and length of 
clauses. 

Alongside these holistic measures of production unit length, we also 
included 11 measures of syntactic complexity ratio, listed in Table 2. 
These provide an indication of clause density within a production unit. 
Ratios were calculated with the number of specific types of syntactic 
structure as the nominator and a production unit (e.g., number of T- 
units) as the denominator. Syntactic structures were concerned with 
subordination (e.g., complex T-units, dependent clauses), coordination 
(i.e., coordinate phrases) or other types of fine-grained complex clauses 
or phrases (e.g., complex nominals). 

Procedure 

We pre-processed the corpus by removing stories that were very 
short or possibly contained mainly nonsense words, i.e., those that 
contained only one sentence, or less than 30 words, or with average 
word length of over 10 letters, or average sentence length of over 50 
words. For lexical complexity measures specifically, we removed 
punctuation and converted all characters to lower case to ensure that the 
same words in different cases were counted as the same type. After pre- 
processing, the final sample available for analysis comprised 105,065 
stories (47.7 million word tokens). Each story was tagged with the 
child’s Key Stage information (Key Stage 1, 2 or 3). 

To measure length and compute the various lexical and syntactic 
complexity measures, we developed a Python script that utilized various 
natural language processing modules, including the Natural Language 
Toolkit (Loper and Bird, 2002) for tokenization and sentence segmen
tation, the Lexical Complexity Analyzer for Academic Writing (Nasseri and 
Lu, 2020) and the lexical-diversity package (Kyle, 2018) for calculating 
lexical complexity. We used the L2 Syntactic Complexity Analyzer (Lu, 
2010) for computing syntactic complexity; this uses the Stanford Parser 
(Klein and Manning, 2003) to generate part-of-speech tags and parse 
trees, and to extract relevant syntactic units or phrases. The parser has 
high accuracy performance with an F measure of 89.96 (https://nlp.sta 
nford.edu/software/srparser.html). Note that parser accuracy varies 
depending on the type of corpus (Gray, 2019). Speech data is particu
larly challenging for automatic parsers due to colloquial features such as 
incomplete or ungrammatical sentences, and intervening phrases 
(Hsiao et al., 2022; Roland et al., 2007). Our corpus comprised written 
language, albeit being language produced by children, and we expected 
high accuracy of parser performance. All scripts and resulting values of 
complexity measures are available at OSF (https://osf.io/wuzaf). 

Results 

Length of basic units 

We calculated the following four count statistics by Key Stage: 
number of letters per word, number of words per sentence (note this is 
the same measure as MLS - mean length per sentence - among the syn
tactic complexity measures), number of words per story and number of 
sentences per story. We predicted that all these measures would be 
higher in older children’s writing. As shown in Fig. 1, even though the 
word limit was set at 500 words per story, there was still developmental 
variation in length (with some pieces going over the 500-word limit). 
The older children wrote longer stories than younger children, with a 
large increase of 127 words being seen between Key Stage 1 and 2, 
compared to 27 words between Key Stage 2 and 3. The older children 
produced longer words, more sentences per story and more words per 
sentence and again, differences between Key Stages 1 and 2 were most 
obvious. Table 3 shows increases across all measures by Key Stage, 
confirmed by linear regression, although the difference was most 
evident for story length. Note that a Bonferroni correction of the p values 
was performed, such that the p value of 0.001 was taken as the threshold 

Table 2 
The 14 syntactic complexity measures used in this study. Calculation is illus
trated using an example sentence.  

# Code Measure Definition Calculation using the 
example sentence I 
wonder if I can pick my 
nose with my elbow 

Unit of Production 
1 MLS mean length 

per sentence 
mean number of words 
in a sentence 

11 

2 MLT mean length 
per T-unit 

mean number of words 
in a T-unit 

11 

3 MLC mean length 
per clause 

mean number of words 
in a clause 

2 + 9
2

= 5.5(There are 

two clauses in the 
sentence: “I wonder”, 
“if I can pick my nose 
with my elbow”.) 

Complexity Ratio 
4 CS sentence 

complexity 
ratio 

mean number of 
clauses per sentence 

2
1

= 2 

5 VP.T verb phrase 
per T-unit 

mean number of verb 
phrases per T-unit 

2
1

= 2(each clause 

contains a verb phrase) 
6 C.T T-unit 

complexity 
ratio 

mean number of 
clauses per T-unit 

2
1

= 2 

7 DC.C dependent 
clause ratio 

mean number of 
dependent clauses per 
clause 

0 + 1
2

= 0.5(“with my 

elbow” is a dependent 
clause) 

8 DC.T dependent 
clause per T- 
unit 

mean number of 
dependent clauses per 
T-unit 

0 + 1
1

= 1 

9 T.S T-unit per 
sentence 

mean number of T-unit 
per sentence 

1
1

= 1 

10 CT.T complex T- 
unit ratio 

Mean number of 
complex T-unit (a T- 
unit that contains a 
dependent clause) per 
T-unit 

1
1

= 1 

11 CP.T coordinate 
phrases per T- 
unit 

mean number of 
coordinate phrases per 
T-unit 

0
1

= 0 

12 CP.C coordinate 
phrases per 
clause 

mean number of 
coordinate phrases per 
clause 

0
2

= 0 

13 CN.T complex 
nominals per 
T-unit 

mean number of 
complex nominals per 
T-unit 

0
1

= 0 

14 CN. 
C 

complex 
nominals per 
clause 

mean number of 
complex nominals per 
clause 

0
2

= 0   
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of significance considering a total of 48 models fitted in the study (0.05/ 
48 = 0.001). Also note that the complexity measures varied in scale. This 
is due to the differences in how the complexity measures were calculated 
(e.g., count, percentage, log transformation, ratio) and this in turn is 
reflected in the means and standard deviations. To address the differ
ences in scale, as well as the potential issue of overpowering given 
corpus size (large samples could produce statistically significant effects 
that are negligible) (Egbert et al., 2022), we also report the effect size 
measure η2 . 

Measures of lexical and syntactic complexity 

We computed the measures of lexical and syntactic complexity of 
each story according to each of the described measures in Tables 1 and 2. 
These two types of complexity are summarised by the child’s Key Stage 
in Tables 4 and 5, respectively. Complexity scores were regressed on Key 
Stage (and age in years, reported in the supplementary analyses) as a 
proxy for language proficiency. As indicated by linear regression, Key 

Stage predicted growth in most measures, with a small number of ex
ceptions: there was a decrease in complexity by Key Stage for three of 
the lexical diversity measures (verb variation by word type, vv2, b =
− 0.003, SE = 0.0004, t = − 7.09, p < .001, noun variation, nv, b =
− 0.007, SE = 0.001, t = − 6.37, p < .0001, and adjective variation, adjv, 
b = − 0.006, SE = 0.0005, t = − 13.98, p < .001), and two of the syntactic 
complexity measures (coordinate phrase per T-unit, CP.T, b = − 0.020, 
SE = 0.001, t = − 18.6, p < .001; coordinate phrase per clause, CP.C, b =
− 0.015, SE = 0.0005, t = − 29.89, p < .001). When using age in years as 
an alternative for Key Stage, we found the same effects except two lex
ical complexity measures were not significant: lexical sophistication by 
token (ls1, b = 0.0005, SE = 0.0004, t = 1.52, p = .13) and verb variation 
4 (vv2, b = 0.000002, SE = 0.0002, t = 0.14, p = .89). All syntactic 
complexity measures were significant and in the same direction as Key 
Stage, when age in years was the predictor, except for C.T (mean number 
of clauses per T unit), which produced a borderline p value at 0.001 (C.T, 
b = 0.006, SE = 0.002, t = 3.26, p = .001). In terms of effect size, the 
effect of Key Stage was stronger in lexical diversity measures than others 
(e.g., ndw, cttr, rttr show medium to large effects, also in the analysis 
using age as a predictor). Many of the variables, including the ones 
mentioned above with developmental decrease and insignificant 
growth, showed small to minimal effects. The effect sizes in syntactic 
complexity measures were mostly very small except for a few measures 
like mean length per clause (MLC) and complex nominals per clause 
(CN.C). 

Relationships among measures of lexical and syntactic 
complexity 

To reduce the number of dimensions and identify how the variables 
cluster together, 44 lexical and syntactic complexity variables were 
entered into a Principal Component Analysis (PCA). This type of analysis 
can represent variation in the entire dataset by generating new variables 
(i.e., principal components or dimensions) which are orthogonal to each 
other. The analysis was conducted in R using the FactoMineR package 
(Lê et al., 2008) and the results were visualised using the factoextra 

Fig. 1. Number and length of words and sentences in children’s writing by Key Stage.  

Table 3 
Descriptive summary of length of basic units per story in children’s writing by 
Key Stage (KS). Betas indicate the estimated increase (if positive) or decrease (if 
negative) by unit of the measure as a function of Key Stage. A significant effect of 
Key Stage (p’s< 0.001 after Bonferroni correction) is marked with an asterisk. 
Note an effect size η2 

= 0.01 indicates a small effect, 0.06 a medium effect, and 
0.14 a large effect.  

Measure Mean 
(SD) 

KS1 (N =
3625) 

KS2 (N =
62,766) 

KS3 (N =
38,674) 

Beta η2 

N words 314.14 
(158.76) 

440.97 
(99.19) 

468.28 
(70.64) 

43.03* 0.06 

N letters 4.01 (0.24) 4.07 (0.24) 4.08 (0.25) 0.01* 0.0007 
N sentences 25.56 

(14.29) 
34.26 
(14.42) 

34.93 
(13.50) 

1.94* 0.005 

Sentence 
length/ 
words 

13.07 
(4.75) 

14.77 
(6.36) 

15.45 
(6.63) 

0.84* 0.005  
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package (Kassambara and Mundt, 2020). The scree plot (Fig. 2) shows 
the amount of variance explained by the top 10 components/di
mensions, each with eigenvalues over 1. Together, these ten dimensions 
explained 83 % of variance. The scree plot shows a strong decrease and 
then a plateauing in amount of variance accounted for after the 3rd 
dimension. With the first two dimensions accounting for nearly 50 % of 
the variance, we therefore focus our discussion on the first two di
mensions below, with some description on the 3rd dimension. 

We correlated the 44 linguistic complexity variables with the first 
three dimensions, using coordinates of the variables on the principal 
components. Fig. 3 displays these correlations with blue squares indi
cating a positive relationship, red squares a negative relationship and 
the depth of colour indicating the strength of the relationship. Dimen
sion 1 accounted for 29 % of the variance and was correlated most with 
lexical complexity, in particular those measures of lexical diversity 
devised to combat sensitivity to text length (i.e., uber, MTLD-wrap, 
MATTR, MTLD-bi, MTLD, cttr, rttr, msttr, r = 0.86~.90). The number 
of unique word types also showed a strong positive correlation with 
Dimension 1 (i.e., ndwesz, ndwerz, ndw, r = 0.72~.82). In contrast, the 
simple type-token ratio (i.e., ttr), correlated less well with this compo
nent, r = 0.57. 

The second dimension explained 18 % of the variance and was 
associated with measures of syntactic complexity, particularly those 
measures that used T-unit as the production unit, for example, mean 
length of T-unit (MLT, r = 0.92), and complexity ratios based on T-units 
(C.T, VP.T, DC.T, C.T, r = 0.85~.91). Other measures that used sentence 
as the base unit were also highly correlated with Dimension 2 (i.e., MLS, 
C.S, with r = 0.87 and 0.80, respectively). 

The third dimension explained around 10 % of the variance. This 

Table 4 
Mean (SD) score for each lexical richness measure by Key Stage. Reference 
numbers correspond to descriptors in Table 1. Betas indicate the estimated in
crease (if positive) or decrease (if negative) in units of the measure as a function 
of Key Stage. A significant effect of Key Stage (p’s< 0.001 after Bonferroni 
correction) is marked with an asterisk. Note an effect size η2 

= 0.01 indicates a 
small effect, 0.06 a medium effect, and 0.14 a large effect.  

Measure Mean 
(SD) 

KS1 (N =
3625) 

KS2 (N =
62,766) 

KS3 (N =
38,674) 

Beta η2 

Lexical Density      
1. ld 0.04 

(0.02) 
0.05 (0.02) 0.05 (0.02) 0.002* 0.004 

Lexical 
Sophistication      

2. ls1 0.31 
(0.25) 

0.35 (0.18) 0.35 (0.16) 0.006* 0.0003 

3. ls2 0.44 
(0.06) 

0.45 (0.05) 0.45 (0.06) 0.003* 0.0007 

4. vs1 0.13 
(0.28) 

0.25 (0.34) 0.31 (0.37) 0.07* 0.01 

5. vs2 0.17 
(0.39) 

0.37 (0.61) 0.49 (0.71) 0.13* 0.01 

6. cvs1 0.13 
(0.26) 

0.27 (0.34) 0.33 (0.37) 0.07* 0.01 

Lexical Diversity      
7. ndw 140.07 

(61.71) 
206.14 
(45.69) 

225.37 
(36.13) 

26.63* 0.10 

8. ndwz 35.76 
(3.84) 

38.41 
(3.28) 

39.10 
(3.11) 

0.996* 0.03 

9. ndwerz 37.35 
(3.09) 

39.89 
(1.92) 

40.40 
(1.65) 

0.83* 0.05 

10. ndwesz 35.89 
(3.14) 

38.45 
(2.17) 

39.19 
(1.85) 

1.03* 0.06 

11. ttr 0.48 
(0.09) 

0.47 (0.06) 0.48 (0.05) 0.008* 0.006 

12. msttr 0.72 
(0.06) 

0.77 (0.04) 0.78 (0.03) 0.02* 0.07 

13. cttr 5.53 
(1.17) 

6.92 (0.95) 7.36 (0.82) 0.59* 0.11 

14. rttr 7.82 
(1.66) 

9.78 (1.34) 10.40 
(1.16) 

0.83* 0.11 

15. logttr 0.87 
(0.02) 

0.88 (0.02) 0.88 (0.02) 0.006* 0.03 

16. uber 18.45 
(3.00) 

21.51 
(3.07) 

22.78 
(3.07) 

1.56* 0.07 

17. MATTR 0.70 
(0.06) 

0.75 (0.04) 0.76 (0.03) 0.02* 0.07 

18. HDD 0.75 
(0.09) 

0.80 (0.04) 0.81 (0.03) 0.16* 0.05 

19. MTLD 45.00 
(13.29) 

59.54 
(16.18) 

65.70 
(16.71) 

7.49* 0.06 

20. MTLD_wrap 44.94 
(13.21) 

60.08 
(16.27) 

66.36 
(16.82) 

7.68* 0.06 

21. MTLD_bi 42.30 
(13.69) 

58.04 
(16.23) 

64.46 
(16.56) 

7.89* 0.06 

22. lv 0.70 
(0.23) 

0.71 (0.16) 0.72 (0.14) 0.01* 0.001 

23. vv1 0.44 
(0.42) 

0.59 (0.40) 0.64 (0.40) 0.06* 0.007 

24. svv1 0.65 
(0.75) 

1.09 (1.00) 1.23 (1.08) 0.18* 0.009 

25. cvv1 0.43 
(0.38) 

0.62 (0.41) 0.66 (0.42) 0.07* 0.008 

26. vv2 0.08 
(0.11) 

0.07 (0.07) 0.07 (0.06) -0.003* 0.0005 

27. nv 0.70 
(0.31) 

0.72 (0.20) 0.71 (0.19) -0.007* 0.0004 

28. adjv 0.10 
(0.14) 

0.09 (0.07) 0.08 (0.06) -0.006* 0.002 

29. advv 0.20 
(0.18) 

0.25 (0.13) 0.27 (0.13) 0.03* 0.01 

30. modv 0.30 
(0.21) 

0.34 (0.14) 0.35 (0.13) 0.02* 0.007  

Table 5 
Mean (SD) score for each syntactic complexity measure by Key Stage. Reference 
numbers correspond to descriptors in Table 2. Betas indicate the increase (if 
positive) or decrease (if negative) in units of the measure as a function of Key 
Stage. All betas showed a significant effect of Key Stage (p’s< 0.001 after Bon
ferroni correction). Note an effect size η2 

= 0.01 indicates a small effect, 0.06 a 
medium effect, and 0.14 a large effect.  

Measure KS1 (N =
3625) 

KS2 (N =
62,766) 

KS3 (N =
38,674) 

Beta η2 

Length of 
Production 
Unit      

1. MLS 13.38 
(4.81) 

15.36 
(6.70) 

15.90 
(6.90) 

0.77* 0.004 

2. MLT 11.05 
(3.86) 

12.75 
(4.73) 

13.04 
(4.64) 

0.51* 0.003 

3. MLC 7.14 
(1.19) 

7.26 (1.13) 7.52 (1.21) 0.24* 0.01 

Complexity Ratio      
4. C.S 1.88 

(0.65) 
2.13 (0.93) 2.13 (0.94) 0.04* 0.0006 

5. VP.T 1.84 
(0.65) 

2.14 (0.80) 2.17 (0.76) 0.07* 0.002 

6. C.T 1.56 
(0.57) 

1.77 (0.65) 1.74 (0.61) 0.02* 0.0002 

7. DC.C 0.27 
(0.12) 

0.33 (0.11) 0.33 (0.11) 0.01* 0.003 

8. DC.T 0.46 
(0.45) 

0.63 (0.48) 0.62 (0.45) 0.02* 0.0006 

9. T.S 1.21 
(0.22) 

1.19 (0.19) 1.20 (0.21) 0.008* 0.0004 

10. CT.T 0.34 
(0.17) 

0.40 (0.16) 0.41 (0.16) 0.01* 0.002 

11. CP.T 0.32 
(0.21) 

0.31 (0.19) 0.29 (0.18) -0.02* 0.003 

12. CP.C 0.21 
(0.12) 

0.18 (0.09) 0.16 (0.08) -0.02* 0.008 

13. CN.T 0.88 
(0.61) 

1.16 (0.62) 1.20 (0.59) 0.08* 0.005 

14. CN.C 0.55 
(0.20) 

0.64 (0.18) 0.68 (0.20) 0.05* 0.02  
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correlated positively with lexical sophistication, and with lexical di
versity and sophistication measures relating to verbs (i.e., cvv1, cvs1, 
svv1, vs2, vv2, vs1, vv1, r = 0.67~.79). 

We then examined the first two principal components in detail, using 
cos2 (or squared cosine or squared coordinates; cos2 is equal to the 
square of the values presented in Fig. 3). A high cos2 indicates a good 
representation of the variable on the principal component, and in turn, it 
shows the importance of a principal component for a given variable. For 
any given variable, the sum of the cos2 across all the principal compo
nents is equal to one. Fig. 4 visualises the cos2 of each individual mea
sure of complexity on two dimensions, corresponding to the first two 
components. If a variable is perfectly represented by the two di
mensions, the arrow will fall on the circumference of the circle. The 
longer the arrow (i.e., the closer the arrow to the circumference of the 
circle, as opposed to the centre of the circle), the higher the quality of 
that variable’s representation. The same information is also conveyed by 
colour, with warmer or redder colours indicating higher quality. As can 
be seen from Fig. 4, the first dimension separates lexical complexity from 
syntactic complexity. The higher-quality variables on this dimension are 
those that represent lexical diversity, particularly those that reduce 
dependence on text length (e.g. uber, MATTR, MTLD_wrap, MTLD_bi, 
MTLD), followed by number of unique word types (e.g., ndwesz, 
ndwerz, ndw). The second dimension reflects linguistic complexity 
overall, with syntactic complexity being well represented in this 
dimension, especially measures with T-unit as the base unit (e.g. MLT, C. 
T, VP.T, CN.T, DC.T) and those involving sentence as the unit (e.g. MLS, 
C.S). Patterns around these two dimensions align with the patterns of 
correlations reported in Fig. 3. Fig. 4 also shows that almost all lexical 
complexity measures showed varying degrees of representation in both 
dimensions, whereas most of the syntactic complexity measures had 
positive representation in the second dimension and negative repre
sentation for the first (with the exception of certain clause-based mea
sures, i.e., MLC, CN.C). 

As a first step towards identifying measures that might usefully assess 
children’s writing quality, we examined the amount of variance, or the 
percentage of contribution, along the two dimensions captured by the 
top 10 variables. The percentage was calculated by dividing the cos2 

value of a complexity measure by the sum of cos2 of the dimension. As 
shown in Fig. 5, the first dimension was explained by lexical diversity 
measures that adjusted for text length. The second dimension was 
captured most by syntactic complexity, particularly those measures that 
used T-unit as the base unit. It is also notable that the percentage of 
variance described by the top variables was higher for the second 
dimension than the first dimension. 

Finally, to assess the quality of representation by developmental 
stage, we investigated how individual data points (each representing an 
individual child’s story) clustered on the first two dimensions as a 
function of the child’s Key Stage. Fig. 6 shows that green data points 
(representing stories written by Key Stage 1 children) cluster at the 
lower left quadrant, suggesting that younger children’s writing was 
poorly represented by both dimensions. Younger children’s narrative 
writing was less lexically diverse and syntactically complex than older 
children’s writing. In contrast, the purple dots representing stories 
written by Key Stage 3 children were visible at the upper right quadrant, 
indicating higher quality of representation along both dimensions. 
Overall, there was more variation in the distribution of data points in the 
upper left quadrant, which represents the dimension accounted for by 
syntactic complexity, compared to other quadrants. This suggests the 
presence of higher degree of individual differences in syntactic 
complexity compared to lexical complexity, across Key Stages. Some 
children may have more advanced skills in constructing complex sen
tences than other children of similar age, whereas most children seem to 
reach the milestone of producing increasingly diverse vocabulary at 
similar pace. In other words, the ability to construct complex sentences 
may be less uniform across children of different ages compared to being 
able to use a diverse set of lexical items. 

Table 6 shows the excerpts from stories written by children in Key 
Stage 2 to illustrate the differences in levels of lexical diversity and 
syntactic complexity, even among children in the same Key stage. The 
stories were selected based on the two metrics each contributed the most 
to the first two dimensions: uber and MLT. The story represented highly 
in both lexical diversity and syntactic complexity contains more varied 
vocabulary and more dependent or subordinate clauses. On the other 
hand, the story low in the two metrics is composed of repeated and 

Fig. 2. Scree plot of the top 10 dimensions of the PCA on lexical and syntactic complexity measures of children’s writing.  
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sometimes misspelled words, as well as short sentences without 
embedded clauses. It can also be noticed that stories low in syntactic 
complexity contain interactive dialogues between characters. Speech is 
usually shorter and less lexically and syntactically rich than written 
narratives (Dawson et al., 2021; Montag et al., 2015; Hsiao et al., 2022). 
Therefore, stories that include more dialogues could result in lower 
syntactic complexity scores compared to those that contain mostly 
description of events. 

Discussion 

Our aim was to quantify the nature and content of children’s writing 
through mid-childhood by analysing a large cross-sectional sample of 
stories written by 5–13-year-olds. Previous investigations of children’s 
writing development in first language have tended to be small in scale 
and either looked in detail at a restricted set of linguistic features, or 
they have focused within a more restricted age range. In contrast, our 
approach was to consider a range of language features across a broad age 
range and within a very large sample. This computational approach was 
informed by studies of second language learning (e.g., Lu, 2010, 2012). 

Fig. 3. Pattern of correlations between each variable and the three strongest dimensions produced by the PCA.  
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There are some fundamental differences between the current study and 
most L2 studies. Not only are there inherent differences between first 
language and second language acquisition, but our developmental 
window also comprised 9 years spanning mid-childhood through a 
cross-sectional dataset, whereas studies of L2 tend to chart longitudinal 
changes in proficiency over a short window, often associated with a 
short-term intensive language training across a semester in college-age 
students. Given these differences, we prioritise the discussion of our 
findings in the context of first language writing development, with a 
secondary focus on the insights provided by L2 research. Our study also 
brings an opportunity to consider how our quantitative at-scale findings 
complement those derived from different methodological approaches, 
and to set out directions for future work. 

We begin by summarising our key findings on the emergence of 
lexical and syntactic complexity in children’s writing. Growth was seen 
across a large set of lexical and syntactic features. If we accept that these 
features mark writing quality, their growth provides evidence that 
writing becomes increasingly complex and higher in quality with age. 
While this might not appear surprising, some of these features have not 
always been associated with changes in age or proficiency in earlier 
work. Take for example word length. Olinghous and Leaird (2009) found 
a difference between Grade 2 and Grade 4 children’s narrative writing 
(around 100 children in each group) in word length, but only in an 
experimental task and not in a standardized writing assessment. They 
also found a correlation between word length and subjective writing 
quality in Grade 2 but not Grade 4 children, and only for the stan
dardized test. We found clear evidence for a developmental effect of 
length: younger children produced words that were on average shorter 
than those produced by older children. This was a small effect, however, 
and this may explain the mixed findings in the literature on the basis that 
age differences only become significant when the sample size is large. 
Further work is needed to better understand the underlying variables 
(and their interactions) that are responsible for increases in word length 
as children’s writing develops. As noted by Durrant et al. (2021), word 
length is conceptually complex. Longer words tend to be lower in fre
quency, more abstract and are more likely to be morphologically com
plex than shorter words. These observations indicate that increases in 
word length by age reflect increases in lexical sophistication. 

The previous literature also provides mixed findings on the devel
opment of lexical density in children’s writing (Berman and Nir, 2010; 

Uccelli et al., 2012) and in L2 writing (Engber, 1995; Lu, 2012). We 
observed significant growth in lexical density by Key Stage, perhaps 
reflecting both the size of our sample and its broader age range, relative 
to previous work. Once again, it is important to note that the effect size is 
small, and to ask what lexical density is measuring. Lexical density is 
typically considered a marker of lexical richness, but it might also reflect 
syntactic competence (Durrant et al., 2021). In our PCA, however, lex
ical density clustered more closely with other measures of lexical rich
ness. It did not feature on the principal component most associated with 
syntactic complexity, unlike some of the other measures of lexical 
complexity. 

Lexical sophistication was measured using five measures designed to 
capture the proportion of advanced words, with advanced defined in 
terms of frequency. Three of these measures focused on verbs and these 
all showed significant growth with Key Stage, as did overall word type; 
the younger children obtained lower scores for lexical sophistication by 
token, but this was a small effect. This insensitivity was confirmed by the 
regression model using age in years as the predictor. This finding cor
roborates previous studies that failed to find a consistent age effect 
(Durrant and Brenchley, 2019; Olinghouse and Leaird, 2009). Further
more, Durrant and Brenchley (2019)’s analyses demonstrated that lower 
frequency words were used by children when writing literary text 
compared to non-literary text. They also observed a decrease of mean 
frequency by age in verbs and adjectives (i.e., indicating increased lex
ical sophistication) but an increase of frequency by age for nouns (i.e., 
decreased lexical sophistication). These effects were only present when 
analysing by word token, not by word type. Durrant and Brenchley 
suggested that when children are engaged in literary writing, their 
stories are characterised by fairy tale and fantastical themes, and that 
this encourages the use of nouns that are rare in adult writing. This is 
likely to be the case in our study too. Moreover, younger children in 
Durrant and Brenchley’s study tended to repeat these nouns in their 
writing. On the other hand, older children produced more nouns 
considered to be academic words, and without as many repetitions as do 
their younger counterparts. Taken together, these findings suggest that 
while lexical sophistication is associated with growth in children’s 
writing, frequency itself might not be the critical variable, but instead it 
is a by-product of broader linguistic influences and perhaps not really 
separable from lexical diversity (Durrant and Brenchley, 2019; Durrant 
and Durrant, 2022). In support of this, our measures of lexical sophis
tication clustered together and loaded on the first principal component, 
together with the lexical diversity measures. They were also strongly 
represented on the third dimension, this time alongside lexical diversity 
measures that tapped verb usage. 

Lexical diversity can be captured in various ways and reflecting this, 
we included 24 different measures. Generally, these clustered together, 
and stories written by older children showed greater levels of lexical 
diversity than those written by younger children. These findings mirror 
those already reported in the literature (Berman and Verhoeven, 2002; 
Durrant and Brenchley, 2019; Malvern et al., 2004; Wagner et al., 2011). 
Most of the measures, especially those designed to adjust for text length 
rather than simple type-token ratio, showed medium-to-large effect 
sizes. Three of the 24 variables showed a decline with Key Stage (vv2: 
verb variation by word type, nv: noun variation and adjv: adjective 
variation; note the non-significance found for vv2 when using age as a 
predictor). The decline does not necessarily reflect a decrease in the 
repertoire of verbs, nouns and adjectives as children grow, but could 
potentially be a consequence of older children writing longer texts – a 
typical issue of type-token ratio calculations with text length. It would 
also be due to the levelling off of the growth in the vocabulary in these 
parts of speech. Lu (2012) found no effects of proficiency on lexical 
variation in verbs (vv2), nouns (nv), and adjectives (adjv) in L2 oral 
narratives, suggesting we need to take caution when interpreting the 
negative association with age in our results, as evidenced by the small 
effect sizes. It could be also the consequence of word usage difference 
between younger and older children: nouns related to fairy tales and 

Fig. 4. Two-dimensional visualisation of the quality of representation of each 
complexity measure on the first two principal components, using cos2. 
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fantasies dominate young children’s writing, which later cease to be 
represented as children grow – a point mentioned earlier related to 
lexical sophistication (Durrant and Brenchley, 2019; Durrant and Dur
rant, 2022). Regarding the PCA results, the lexical diversity measures 
were strongly represented on the first dimension, especially those 
calculated with methods designed to reduce the confounding effect of 
text length (Malvern et al., 2004). Our findings support previous L2 

research in showing that certain lexical complexity measures are resis
tant to length variation (e.g. MATTR, MTLD, MTLD_wrap), and that 
therefore these should be preferred when measuring lexical diversity 
(Zenker and Kyle, 2021). We found these same measures had higher 
quality representation in and made a higher contribution to the first 
principal component. As noted above, diversity measures tapping vari
ation in verb usage were also represented on the third component, along 

Fig. 5. Percentage of contribution by the top 10 measures of complexity in the first dimension (top panel) and the second dimension (lower panel). The red dotted 
line shows expected average contribution, at 2.2 % (100 % divided by the total number of features measured, N = 44). 
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with measures of lexical sophistication. 
Regarding complexity at the sentence level, older children produced 

more sentences than younger children, and they used longer sentences 
too. Longer sentences are traditionally associated with language growth 
as they allow complex ideas to be communicated (Bear, 1939; Golub and 
Frederick, 1970; Hunt, 1965; Myhill, 2008). We also found increases in 
the production of T-units and clauses as a function of Key Stage, repli
cating previous work (Golub and Frederick, 1970; Hunt, 1965; Peltz, 

1973; Rubin and Piché, 1979; Wagner et al., 2011). Syntactic complexity 
was mainly represented by the second dimension in the PCA., Despite 
small effect sizes, developmental growth was seen across most measures 
except for those tapping the use of coordination phrases (CP.T and CP. 
C). Other studies have found a non-positive correlation between age and 
coordination usage (Golub and Frederick, 1970; Hunt, 1965; Peltz, 
1973), perhaps because it emerges relatively early as a sentence 
combining operation, but is then replaced by other types of complex 
grammar later on. As suggested by others (Bardovi-Harlig, 1992; Norris 
and Ortega, 2009; Wolfe-Quintero et al., 1998), syntactic complexity 
develops over stages from independent, uncoordinated utterances (stage 
0), to utterances then linked by coordination (stage 1), then by subor
dination (stage 2), and finally by a noun phrase (stage 3), as illustrated 
by Kiuken and Vedder (2019): 

Stage 0: I have a son. He is 12 years old. (2 T-units, average length 4.5 
words) 
Stage 1: I have a son and he is 12 years old. (2 T-units, average length 
4.5 words) 
Stage 2: I have a son who is 12 years old. (1 T-units, average length 9 
words) 
Stage 3: My 12-year-old son. (1 T-units, average length 3 words) 

Verhoeven et al. (Verhoeven et al., 2002) found that children’s 
writing used more coordination whereas adults used more subordina
tion. They also found effects of genre, with narrative writing containing 
more coordination and expository writing containing more subordina
tion. Subordination is associated with increases in T-unit length, and this 
is generally considered an indication of syntactic maturation. However, 
using complex nominals (like the stage 3 example above), serves to 
reduce T-unit length. It is therefore important to consider complexity 
ratios (e.g., clause per T-unit, dependent clauses per T-unit, complex 
nominals per T-unit). Our results showed that these complexity ratios (i. 
e., C.T, DC.T, CN.T) were strongly represented on the second principal 
component. This confirms both the utility of T-unit as a marker of 
children’s writing development (Gaies, 1980; Hunt, 1965), and density 
ratios as a marker of syntactic sophistication (Hunt, 1965; Lei and A., 
2012; Rubin and Piché, 1979; Verhoeven et al., 2002; Wagner et al., 
2011). However, recent research has questioned the sensitivity of 
T-units and related complexity ratio measures in capturing the types and 
functions of differnt syntactic structures (Biber et al., 2020; Norris and 
Ortega, 2009). For example, it is not entirely clear how changes in T-unit 
length reflect usage of different types of dependent clauses (e.g., relative 
clauses, like the Stage 2 example above) and dependent phrases (e.g., 
complex nominals, like the Stage 3 example above), even though both 
could contain long and complex embeddings. Researchers (e.g., Biber 
et al., 2020) have advocated against these omnibus measures and 
instead for measures that capture the use of specific structural types and 
syntactic features in the grammatical system (e.g., within finite depen
dent clauses, distinguish among adverbial clauses, complement clauses 
and noun modifier clauses). 

It is interesting to consider whether the two major dimensions 
indicated by our PCA demonstrate that lexical vs. syntactic complexity 
account for distinct portions of variance in children’s writing. Lexical 
knowledge and syntactic development are closely associated in infancy 
(Bates and Goodman, 1997; Devescovi et al., 2005; Moyle et al., 2007). 
Children learn a word by knowing not only its meaning and how to 
pronounce it, but also where to place it in a sentence and how it changes 
in form depending on other constraints. We also saw an interrelationship 
between lexical and syntactic complexity in our analyses, as shown in 
Figs. 3 and 4. Although the first dimension was primarily lexical and the 
second dimension primarily syntactic, all types of complexity measures 
were positively correlated with Dimension 2. However, there is some 
evidence to suggest different trajectories across syntactic and lexical 
development (Huttenlocher et al., 2010), with syntactic development 
generally being slower (Fisher et al., 1994; Gleitman, 1990). Consistent 

Fig. 6. The quality of representation of each child’s story along dimensions 1 
and 2 as a function of child’s Key Stage. The circles indicate concentration el
lipses for each Key Stage. 

Table 6 
Excerpts from stories written by children from Key Stage 2, as examples to 
demonstrate the differing levels of representation in Dimension 1 and Dimension 
2. Statistics of uber and MLT of each story, not the excerpt, are presented in the 
parentheses. Square brackets mark the boundaries of dependent clauses. Un
derlines indicate repetitions of words.  

Level of representation Dimension 2 (Mean MLT of KS2 stories: 12.75)   

High Low 

Dimension 1 
(mean uber of 
KS2 stories: 
21.51) 

High Their mother [who 
worked for the local 
hospital as a nurse] was 
very protective over her 
children and had always 
tried to hide them from 
any wardens [who 
attempted to seek out the 
children to be 
evacuated]. But [when 
father came back from 
the war injured with a 
serious fracture in his leg] 
they decided to escape to 
the countryside. (uber: 
24.94, MLT: 18.59) 

There was a place [that 
could fix me]. The man 
there was called Ben 
and he was very 
friendly. He chatted to 
Lucy for a while. About 
ten minutes later Lucy 
came out with an 
extremely sulky face. "I 
can’t believe [they can’t 
fix you]! They are 
useless!" She looked 
very miserable. What is 
she doing?? This is 
awful! (uber: 25.47, 
MLT: 7.76)  

Low [As we were walking 
through the forest] the 
parents decided to make 
us split up me and Chloe 
went together on one 
quad. We spent ages 
trying to find out [were 
the ponies were]. We 
were starting to get a 
little bit worried [until 
we heard some music]. 
We followed the sound 
and it was getting louder 
and louder [until we 
found a cave [where the 
sound was coming 
from]]. (uber: 19.96, 
MLT: 18.34) 

Ding dong. "Who will 
that be? Its a parcle. Its 
from Kevin the prince. 
Wow there shoes. Lets 
put them on." "I got the 
ring and Im reddy to go. 
Hears the ring." "Wow" 
The ring turned the 
prince into a…rabbit! 
"Oh dear this ring is not 
a real ring" She shouted. 
"What is it then"? "Its 
growing" The ring was 
actually a gummy bare. 
(uber: 19.32 MLT: 7.32)  
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with this, in our analysis, children across all Key Stages exhibited wider 
variation in syntactic complexity. This might reflect that syntactic 
knowledge matures or is expressed later in time compared to lexical 
knowledge. This could also potentially explain why syntactic complexity 
was associated with smaller effect sizes compared to lexical diversity, 
with the former being more subtle and requiring larger samples to 
detect. However, the variation in syntactic complexity could also result 
from the narrative style that individual children chose to adopt. As 
shown in Table 6, texts containing more dialogues scored lower in 
syntactic complexity as speech is often short and less grammatically 
complex (Hsiao et al., 2022; Montag, 2019). 

Our study has several strengths. The stories were not written for this 
investigation, nor was their content prompted by pictures or other 
experimental instructions. Our naturally occurring dataset is massive, 
and the stories were written by children across a wide age range. These 
features permit a comprehensive overview of linguistic complexity as it 
emerges in children’s writing across the mid-childhood period. It is also 
important to recognise the limitations of our approach. Writing profi
ciency and writing quality are clearly multidimensional. Notwith
standing the 44 measures of lexical and syntactic complexity used in our 
study, other factors are also important (Crossley et al., 2014) including 
domain knowledge (Kellogg, 2006) and the ability to write towards 
different discourses, as appropriate for register and usage (McCormick 
et al., 1992). Cohesion and coherence are also important. Children use 
cohesive devices, such as connectives (e.g., because, so) and referential 
pronouns to create links and flow in the writing (McNamara et al., 
2014); these are not necessarily captured by automated measures of 
complexity. Although we used measures that have been validated 
against human judgement in previous studies (e.g., Lu, 2010, 2012), not 
all features of writing quality can be easily quantified using a compu
tational, data-driven approach. Consider, for example, the organisation 
of ideas, adaptation to different audience, and the coherence and rhet
oric of the writing (Ferris, 1994). Valid and reliable assessment of these 
aspects of writing quality requires judgement by raters who are trained 
and committed to careful evaluation and hand-coding, or advanced 
machine learning algorithms that capture the underlying topical or 
discoursal structure. Future work could look to complement our ‘bot
tom-up’ approach with qualitative assessments by humans or artificial 
agents that build from global and ‘top-down’ criteria. We should also 
note that our analyses are restricted to the narrative domain and 
therefore our findings might not be generalisable to expository writing 
or argumentative essays. 

A different type of limitation is that our data are cross-sectional. We 
examined writing samples from over 100,000 5–13-year-olds. This 
provides a perspective on how aspects of writing change with age, but 
without additional data about the children (e.g., language background, 
home literacy environment, cognitive ability and literacy skill), it is 
impossible to know which factors beyond age are associated with indi
vidual and developmental differences in writing ability. Longitudinal 
data are particularly important in helping to trace complex relationships 
and how they unfold over time. Unfortunately, however, there is a 
dearth of large-scale studies that examine the development of writing in 
the elementary school years in a longitudinal context (Loban, 1976). 
This should be a priority for future work. In the meantime, however, our 
study provides an attempt to understand children’s writing development 
from the perspective of lexical and syntactic complexity, using a 
large-scale sample of narrative writing produced by young children. 
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