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Abstract

The theoretical oscillation frequencies of even the best asteroseismic models of solar-like oscillators show
significant differences from observed oscillation frequencies. Structure inversions seek to use these frequency
differences to infer the underlying differences in stellar structure. While used extensively to study the Sun,
structure inversion results for other stars have so far been limited. Applying sound speed inversions to more stars
allows us to probe stellar theory over a larger range of conditions, as well as look for overall patterns that may hint
at deficits in our current understanding. To that end, we present structure inversion results for 12 main-sequence
solar-type stars with masses between 1 and 1.15Me. Our inversions are able to infer differences in the isothermal
sound speed in the innermost 30% by radius of our target stars. In half of our target stars, the structure of our best-
fit model fully agrees with the observations. In the remainder, the inversions reveal significant differences between
the sound speed profile of the star and that of the model. We find five stars where the sound speed in the core of our
stellar models is too low and one star showing the opposite behavior. For the two stars in which our inversions
reveal the most significant differences, we examine whether changing the microphysics of our models improves
them and find that changes to nuclear reaction rates or core opacities can reduce, but do not fully resolve, the
differences.

Unified Astronomy Thesaurus concepts: Low mass stars (2050); Stellar physics (1621); Stellar oscillations (1617);
Stellar structures (1631); Stellar evolutionary models (2046)

1. Introduction

The combination of high-precision photometric time series
data from Kepler (Borucki et al. 2010), astrometric parallax
data from Gaia (Gaia Collaboration et al. 2016), and high-
resolution spectroscopic measurements of effective tempera-
tures and metallicities (for example, from the Kepler Follow-up
Program; Furlan et al. 2018) provides an opportunity to test
stellar evolution theory at unprecedented precision.

In particular, asteroseismology, which uses oscillation
frequencies obtained from analysis of stellar light curves,
provides a direct way to test the physics of stellar interiors
(Aerts et al. 2010; Basu & Chaplin 2017). This is possible
because the star's oscillation frequencies are sensitive to the
internal structure of the star. By constructing stellar evolution
models that seek to reproduce a star's observed oscillation
frequencies and surface properties (for example, luminosity,
effective temperature, and metallicity), asteroseismology can
be used to study a broad range of physics, including atomic
diffusion, rotation, magnetic fields, and convection (for an
overview, see, e.g., Chaplin & Miglio 2013; García &
Ballot 2019). These asteroseismic models can be found using
a variety of techniques, including Bayesian inference (e.g.,

Silva Aguirre et al. 2015, 2017; Aguirre Børsen-Koch et al.
2022), Markov Chain Monte Carlo (e.g., Bazot et al. 2008;
Gruberbauer et al. 2012, 2013; Bellinger & Christensen-
Dalsgaard 2019; Rendle et al. 2019; Jiang & Gizon 2021),
machine learning (e.g., Bellinger et al. 2016, 2019b, 2020b;
Angelou et al. 2020; Hon et al. 2020; Guo & Jiang 2023),
genetic algorithms (e.g., Metcalfe & Charbonneau 2003;
Charpinet et al. 2005; Metcalfe et al. 2009, 2014, 2023), and
Levenberg–Marquardt algorithms (e.g., Frandsen et al. 2002;
Teixeira et al. 2003; Miglio & Montalbán 2005).
However, for stars with the highest-quality asteroseismic

data, there are still discrepancies between models and
observations. This tension between theoretical and observed
frequencies suggests that our models need to be improved,
although it does not directly suggest what those improvements
should be.
We aim to gain insight into the potential underlying

structural differences between stellar models and observations
using the technique of asteroseismic structure inversions. This
technique uses the differences between the frequencies of an
observed star and its model to infer localized information about
the structure differences (see, e.g. Gough & Thompson 1991;
Gough 1993; Pijpers 2006; Bellinger et al. 2020a; Buldgen
et al. 2022a).
In the case of the Sun, structure inversions have been used to

study the equation of state, diffusion of heavier elements, and
nuclear reaction rates in connection to the solar neutrino
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problem (for a review, see, for example, Basu 2016; Chris-
tensen-Dalsgaard 2021). The high precision and large number
of modes observed for the Sun allow structure inversions to
probe a large extent of the solar interior, from 0.06 to 0.96 Re.
This, however, is not the case for other stars. Current
asteroseismic observations are typically limited to modes of
spherical degree l= 0, 1, and 2, with a few l= 3 modes being
observed in the best target stars. This limits the range that can
be probed with local structure inversions to the near-core
region, fractional radii between ∼0.05 and 0.35 (Bellinger et al.
2020a).

Nevertheless, there are several examples of structure
inversions performed on stars other than the Sun, including
the solar analogs 16 Cyg A and 16 Cyg B (Bellinger et al. 2017;
Buldgen et al. 2022b), a main-sequence star with a convective
core (Bellinger et al. 2019a), and a few subgiants with mixed
modes (Kosovichev & Kitiashvili 2020; Bellinger et al. 2021).
Inversion techniques are also being developed for more
massive (Vanlaer et al. 2023) and evolved (Giammichele
et al. 2018) stars. By looking at a larger number of stars, we can
test the theory of stellar structure and evolution under a broader
range of conditions, such as different masses, metallicities,
ages, and evolutionary stages. Examining several stars at once
also provides the opportunity to look for overall trends that
may hint at deficits in our current understanding of stars. In this
work, we focus on studying the most solar-like stars—main-
sequence stars with radiative cores—using structure inversions.

2. Forward Modeling

The goal of a structure inversion is to infer the differences
between the actual stellar structure and that of a reference
model. As the structure inversion equation is based on a linear
perturbation approach, the reference model must be suitably
close to the actual star. Hence, we typically use the best-fit
model obtained with some modeling procedure called forward
modeling. Here, we describe the forward modeling procedure
used to obtain our reference model for each target star. We
created a grid of 16,384 tracks using version r22.05.01 of the
stellar evolution code MESA (Paxton et al.
2011, 2013, 2015, 2018, 2019; Jermyn et al. 2022). We vary
the initial mass, initial helium mass fraction, metallicity, and
mixing-length parameter using a Sobol sequence (see
Appendix B of Sobol 1967; Bellinger et al. 2016). Table 1
gives the range that was covered in each parameter. All models
in this grid use metal abundances scaled to the solar
composition of Grevesse & Sauval (1998) and the corresp-
onding opacity tables from OPAL (Iglesias &
Rogers 1993, 1996) in the high-temperature range and
Ferguson et al. (2005) in the low-temperature range. The
equation-of-state data are calculated with the MESA default
blend of OPAL (Rogers & Nayfonov 2002), SCVH (Saumon
et al. 1995), FreeEOS (Irwin 2012), and Skye (Jermyn et al.
2021). For details of how this blending is handled, see Jermyn

et al. (2022). We use the pp_cno_extras_o18_ne22.net
reaction network and take our reaction rates from JINA
REACLIB (Cyburt et al. 2010) and NACRE (Angulo et al.
1999), with additional tabulated weak reaction rates (Fuller
et al. 1985; Oda et al. 1994; Langanke & Martínez-
Pinedo 2000). Electron screening is included via the prescrip-
tion of Chugunov et al. (2007). Thermal neutrino loss rates are
from Itoh et al. (1996). Convection in the models is described
using the time-dependent local convection formalism of
Kuhfuss (1986), which in the limit of long time steps reduces
to standard mixing-length theory as described in Cox & Giuli
(1968). The implementation details are given in Jermyn et al.
(2022). We account for atomic diffusion through gravitational
settling, as described in Paxton et al. (2011). We use an
Eddington-gray atmosphere and include the structure of the
atmosphere out to an optical depth of τ= 10−3 when
calculating both our oscillation frequencies and structure
kernels. The adiabatic frequencies of the models were
computed using GYRE (Townsend & Teitler 2013; Townsend
et al. 2018).
For each target star, we find reference models by fitting the

observed frequencies, effective temperature, and metallicity of
each star. We take our frequency data from the Kepler
LEGACY sample (Lund et al. 2017) and the Kepler ages
(KAGES) sample (Davies et al. 2016). In the case of 16 Cyg A
and 16 Cyg B, we use the frequencies given in Roxburgh
(2017) labeled as Roxburgh(Davies). Spectroscopic measure-
ments of the effective temperature and metallicity are from the
combined stellar parameters reported by the Kepler Follow-Up
Program (Furlan et al. 2018, their Table 9). These values are
computed by combining the results of four different spectro-
scopic analysis pipelines. We also adopt their suggested
uncertainties of 100 K and 0.1 dex for Teff and [Fe/H],
respectively. The observational parameters we consider for
each star are listed in Appendix A. For each target star, we
search our grid to find the model that minimizes
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Here N is the number of frequencies, and the subscripts “obs”
and “mod” refer to the observations and model, respectively.
The model frequencies used to calculate cn

2 are first corrected
for surface effects using the two-term correction from Ball &
Gizon (2014).
We scan our grid to find the parameters (M, Yinitial, Zinitial,

αmlt, and Xc) that minimize cfit
2 . In the process, we interpolate

the central hydrogen abundance along each track, but note that
we do not interpolate between the tracks. In order to reduce the
computational time necessary to find a best-fit model, we
consider for subsequent analysis only models that are within 6σ
of the effective temperature and metallicity values, as well as

Table 1
Grid Parameters

Parameter Minimum Value Maximum Value

M [Me] 0.7 1.2
Yinitial 0.24 0.29
Zinitial 0.0005 0.07
αmlt 1.3 2.4
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within 10σ of the FLAME luminosity value from Gaia DR3
(Gaia Collaboration et al. 2016, 2022; Creevey et al. 2023). We
then use these parameters, given in Appendix A, to compute
the reference model that will be used for structure inversions of
each star. We have made the FGONG structure files of our
reference models, as well as the inlists used to generate them,
publicly available on Zenodo: doi:10.5281/zenodo.10391300.

3. Inversions

With a suitable reference model, we aim to use the
differences between the frequencies of an observed star and
the frequencies of the reference model to infer the underlying
structure differences. We do this through the use of stellar
structure kernels, which express the sensitivity of an oscillation
mode frequency to a small perturbation to the structure.
Mathematically, this is expressed in the kernel equation
(Dziembowski et al. 1990):

( ) ( ) ( ) ( )( ) ( )ò ò
dn
n

d d
d= + +K r

f

f
dr K r

f

f
dr . 5i

i
i

f f
i

f f, 1

1

, 2

2

21 2 2 1 

Here i is the index of the mode that corresponds to a specific
pair of radial order (n) and spherical degree (l),

( )dn n n n n= -i i i i i,obs ,mod ,mod is the relative difference in
frequency between the observed mode (νi,obs) and the
corresponding mode of the reference model (ni,mod), f1 and f2
are the stellar structure variables being considered, and Ki are
the kernel functions of each mode. The mode kernel functions
(Ki) are obtained though a linear perturbation of the oscillation
equation (for more details, see Gough & Thompson 1991;
Kosovichev 1999; or Thompson & Christensen-Dals-
gaard 2002). Initially, mode kernels were derived in terms of
the squared sound speed c2 and density ρ (Dziembowski et al.
1990). From this expression, mode kernels for other pairs of
variables have been derived, including for density and the first
adiabatic exponent Γ1 (e.g., Gough & Thompson 1991;
Gough 1993), isothermal sound speed u= c2/Γ1 and helium
mass fraction Y (e.g., Basu & Christensen-Dalsgaard 1997;
Kosovichev 1999; Buldgen et al. 2015, 2017), and convective
stability parameter A and Γ1 (e.g., Elliott 1996; Kosovi-
chev 1999; Buldgen et al. 2017). For more details on changing
the structure variable pair, see Kosovichev (2011) and Buldgen
et al. (2017). Equation (5) can also include a term that corrects
for the surface effect; however, we instead correct for this in the
calculation of the frequency differences. For the remainder of
this paper, when we discuss model frequencies, we refer to the
frequencies that have been corrected for surface effects.

Each oscillation mode is sensitive to many points within the
star, so to obtain localized information, we implement the
method of optimally localized averages (OLA; Backus &
Gilbert 1968; Angulo et al. 1970), which uses a linear
combination of the frequency differences. Neglecting second-
order effects, Equation (5) becomes

( ) ( ) ( )ò òå dn
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=
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Here  is the averaging kernel and  is the cross-term kernel.
These are constructed using a set of inversion coefficients ci:
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If  is normalized to 1 and  is small, then Equation (8)
reduces to
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and  can be interpreted as the weight function of a mean over
the structure difference δf1/f1. This is why  is called the
averaging kernel. In other words, if the coefficients ci are
chosen such that  has most of its amplitude around a single
target radius, r0, then the same linear combination of frequency
differences provides a localized average difference of the
structure variable f1 at that target radius.

3.1. Localized Averaging Kernels

To construct a localized averaging kernel, we use the method
of multiplicative optimally localized averages (MOLA). For a
MOLA inversion, we define a weight function, ( )= -J r r0

2,
that penalizes any amplitude of the averaging kernel away from
the target radius. In addition to the target radius, there are two
trade-off parameters that must be chosen: the error suppression
parameter, μ, and the cross-term suppression parameter, β. The
inversion coefficients are found by minimizing

⎜ ⎟
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where Eij are the elements of the error covariance matrix.
Strictly speaking, there is another trade-off parameter in this
formulation, the normalization of J, which we have set to 1,
while other implementations often use 12. However, this only
changes the relative weight of the first term in Equation (9) and
can be counteracted by changing μ or β. Thus, while the
optimal values of μ and β vary with the normalization of J, the
inversion results do not.
The other standard method of constructing an averaging

kernel is a variant of MOLA known as the method of
subtractive optimally localized averages (SOLA; Pijpers &
Thompson 1992, 1994). Previous works studying 16 Cyg A
and 16 Cyg B have used SOLA (Bellinger et al. 2017; Buldgen
et al. 2022b). We choose to use MOLA because it requires
setting only two free parameters, as opposed to the three
required for a SOLA inversion. Additionally, we find that
MOLA is better able to suppress the amplitude of the averaging
kernel at the surface. For details on the differences between
MOLA and SOLA, see Basu & Chaplin (2017, Chapter 10).
The next important consideration for a structure inversion is

which pair of structure variables to use. We use the (u, Y) pair
because the Y kernels have low amplitude everywhere except in
helium ionization zones (Basu 2003), which naturally sup-
presses the cross-term kernel at the radii we are targeting. The
trade-off to this approach is that using Y as a structure variable
requires the assumption of an equation of state. In the solar

3
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case, the error introduced by this assumption is significant in
comparison to the other sources of uncertainty (Basu &
Christensen-Dalsgaard 1997); however, due to the larger
uncertainties on asteroseismic frequencies, this is not the case
for stars other than the Sun. Using Y as a structure variable
requires calculating several partial derivatives of Γ1. To be
consistent with the blend of equation-of-state tables used in
MESA, we obtained these directly from MESA’s equation-of-
state module.

3.2. Trade-off Parameters

As Equation (9) shows, there are two trade-off parameters
that must be chosen in the course of a structure inversion. The
parameter μ controls the balance between a well-localized
averaging kernel and the amplification of uncertainties. To
choose an appropriate value of μ for each inversion, we utilize
a set of calibration proxy models. These models are found
using the process described in Section 2; however, they have
slightly higher cfit

2 values than the reference model. Since the
structure of these models is known exactly, they can be used to
determine how well the inversion recovers the underlying
differences. We provide the details of this process in
Appendix B.1. Before accepting our inversion results, we
visually inspect the averaging and cross-term kernels of all
target radii for each star to ensure that the averaging kernels are
well localized and the overall amplitude of the cross-term
kernels is low.

3.3. Stellar Mass and Radius

Another complication for inversions of stars other than the
Sun is the lack of precise measurements of the stellar mass and
radius. Since the frequencies of a star scale with its mean
density, a mismatch in the mean density will lead to an offset in
the inversion results (Basu 2003). To minimize this, we invert
for the relative difference in ˆ =u uR GM , where R and M are
the star’s radius and mass, respectively, and G is the
gravitational constant. This is done by using mode kernels
computed in a dimensionless form and the dimensionless
frequency differences. Previously, Bellinger et al. (2021) used
dimensionless frequency differences calculated by subtracting
off the weighted mean of the frequency differences (for details,
see Basu 2003).

We have found that this method results in correct
dimensionless frequencies only when the frequency differences
caused by an incorrect mean density are larger than the
differences introduced by the structural variation. Whether this
is true cannot be determined purely by comparing the observed
and modeled frequencies. Instead, we use a new method of
calculating the dimensionless frequency differences using the
dependence of the large frequency separation (Δν) on the mean
density. The large frequency separation is the mean frequency
difference between successive radial modes and is a proxy for
the root mean density of the star (Vandakurov 1968). The
details of this method can be found in Appendix B.2.

We calculate our value of Δν by taking the slope of a linear
fit to the relationship between the l= 0 modes and their
respective radial orders and use this to calculate the
dimensionless frequency differences. These corrections mean
that the uncertainty of our frequency differences is no longer
independent; hence, the error covariance matrix E used in
Equation (9) is not diagonal. We calculate it using a Monte

Carlo simulation where each frequency is perturbed 10,000
times with Gaussian noise according to their measured
uncertainties. These perturbations are applied before the
frequencies are corrected for the surface effect, so this
procedure also accounts for the error correlation introduced
by the surface term correction. This same set of perturbed
frequencies is then used to calculate the final inversion results.
We take the average of this distribution as our final inversion
result and report the standard deviation as the uncertainty.
This method of uncertainty estimation occurs after both the

reference model and inversion parameters have been selected
and only propagates uncertainties due to the underlying
frequencies. It is the same as the traditional definition of
inversion uncertainties (e.g., Equation (4) of Bellinger et al.
2019a) except that it accounts for correlation introduced during
the preprocessing of our frequency differences.
To validate both our method of finding reference models and

our inversion results, we also obtain a reference model and
inversion results using solar data that have been degraded to the
level that was expected of the results from Kepler. These results
are given in Appendix B.3.

3.4. Overall Inversion Significance

For each star, we attempt structure inversions at six target
radii, r0/R= 0.05, 0.10, 0.15, 0.20, 0.25, and 0.30, although in
some cases we are only able to find suitable averaging kernels
at five target radii. To quantify the disagreement between each
target star and its model across all target radii, we calculate a
cinv

2 as follows. For each star, there is a set of inversion results
and their associated uncertainties vj± uj. Since all the target
radii use the same underlying data, their errors are correlated.
The correlation between two target radii, rj, rk, is (Basu &
Chaplin 2017)

⎡⎣ ⎤⎦ ⎡⎣ ⎤⎦

( ) · ( )

( ) ( )
( )å

å å

s

s s
=E

c r c r

c r c r
, 10r r

i i j i k i

i i j i i i k i

,

2

2 2 1 2 2 2 1 2j k

where ci(rj) is the inversion coefficient of the ith mode for the
jth target radius and σi is the relative uncertainty of the ith
mode frequency. The error correlation matrix, E, is the matrix
with components Er r,j k between all different target radii. The
covariance matrix is then

( )=C U EU, 11T

where U is a diagonal matrix with the uncertainty of the
inversion result for each target radius. Then

( )c = -V C V, 12inv
2 T 1

where V is the vector of inversion results at each target radius.
This cinv

2 summarizes the overall significance of the inversion
results for each star across all target radii, with larger values
indicating larger disagreement.
In summary, after finding a reference model, we calculate the

surface term–corrected dimensionless frequency differences
between the target star and the model. We then use our set of
calibration models to choose μ at each target radius and obtain
our set of averaging kernels. With this, we use the inversion
coefficients and the frequency differences to obtain our inferred
localized differences in û between the observed star and our
reference model.

4
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4. Results and Discussion

Together, the Kepler LEGACY and KAGES samples
provide oscillation data for 95 stars. Since we are specifically
searching for close matches to stars with radiative cores, we
apply two criteria to our reference models: that they have a
radiative core throughout their main-sequence evolution and
that they have a c < 20fit

2 . We obtain suitable reference models
for 34 stars. Of these, 12 have enough frequencies observed
(approximately 35) to form well-localized averaging kernels.

Figure 1 shows the inversion results for each of these 12
stars as a function of the target radius. We define our relative
differences such that a positive inversion result indicates a
sound speed that is higher in the star than in the model. We
provide more information about the reference model and
averaging kernels of each star in Appendix C.

The inversion results of the 12 stars in our sample can be
broken down into three groups: (a) those where the û of the
best-fit model is in agreement with the observations, (b) those
where the û of the model is too high (resulting in an inversion
result below zero), and (c) those where the û is too low
(resulting in an inversion result above zero). Taking into
account the uncertainties of the inversion results, we identify
six stars in group a, five stars in group b, and one star in group
c. Thus, half of our sample shows significant differences, which
suggests that there are limitations in the physics of our
reference models and that these limitations most often result in
internal values of û that are too low.

Now we seek to understand why some of our stellar models
show good agreement in û while others show significant
disagreement. We search for correlations between cinv

2 and the
properties of the reference model, as well as the surface rotation
rate (Prot) and magnetic activity indicator (Sph) values for each
star, as given by Santos et al. (2018). We calculate Spearman’s
rank correlation coefficient, ρs, which describes the strength of
the monotonic, but not necessarily linear, correlation between
two variables. These results are shown in Figure 2. We use
bootstrapping to obtain estimates of the uncertainty of these
coefficients.

The strongest correlation is with cratios
2 (ρs= 0.81). This χ2 is

a measure of how well our reference model matches the
observed frequency separation ratios (r10, r02) of the observed
star. These ratios are known to be insensitive to the surface
effect (Roxburgh & Vorontsov 2003), and thus cratios

2 serves as
a different metric for how well the internal structure of a star is
reproduced in the model. The strong correlation between cratios

2

and cinv
2 reaffirms that the differences found from structure

inversions are internal structure differences rather than
problems with the near-surface layers.

We find significant positive correlations of the discrepancies
between the star and stellar model with the central abundance
of 12C (ρs= 0.72) and 14N (ρs= 0.66) of the model, as well as
the amount of energy generated by the CNO cycle (ρs= 0.61).
A similar-strength correlation in the opposite direction is found
with the central hydrogen abundance (ρs=−0.62). That all of
these properties have a similar strength of correlation is
unsurprising, as they are mutually correlated. When the central
hydrogen value is lower, reactions other than the pp-chain can
happen more easily. Primarily, this is an increase in energy
generated by the CNO cycle. At the same time, a very small
amount of energy is generated by the triple alpha process. This
is not significant compared to the total energy generation of the
star, but it does increase the equilibrium abundance of 12C.

Additionally, the CNO-II pathway converts 16O into 14N,
which increases the equilibrium abundance of 14N. In general,
we see a moderate correlation between the significance of the û
differences inferred by inversions and more evolved main-
sequence stars.

4.1. Individual Stars

We now discuss the results of both our forward modeling
and inversion procedures for a few individual stars.

4.1.1. 16 Cyg A and 16 Cyg B

First, we focus on the solar analogs 16 Cyg A and 16 Cyg B.
In Figure 3, we compare the frequencies (before and after
surface term corrections) and frequency separation ratios of our
reference models with the observations. As these are two of the
most well-studied main-sequence stars in the Kepler field, they
have already been studied using structure inversions by
Bellinger et al. (2017) and Buldgen et al. (2022b). In our
results, as well as the two previous studies, there is excellent
agreement between the models and the observations. In the
case of 16 Cyg B, the models used in all three works are within
1σ agreement with observations. For the case of 16 Cyg A, our
inversions show differences that are less than 1.5σ, which is
similar to the values obtained by Bellinger et al. (2017) and
Buldgen et al. (2022b). Bellinger et al. (2017) report their
inferred u values, as well as their inferred values of the stellar
mass and radius, which allows us to compare û values directly,
as shown in Figure 4. All the points for 16 Cyg B are in good
agreement. For 16 Cyg A, there is slight disagreement at a
target radius of 0.25, but it is not significant. Despite the use of
different reference models, a different implementation of OLA,
and different inversion parameters, we agree on the internal
sound speed profiles of both 16 Cyg A and 16 Cyg B.

4.1.2. KIC 6116048 and KIC 6603624

We now turn to the two stars in our sample that show the
largest differences with respect to our models: KIC 6603624
and KIC 6116048. We show the frequencies and frequency
separation ratios in Figure 5. Both of these stars have points
where our inversions infer internal sound speed differences
greater than 10%, and in contrast to other stars in the sample,
these large differences are significant compared to their
uncertainties, so first we verify that our inversions are able to
recover differences of this magnitude. The ˆ ˆdu u between our
reference model for KIC 6116048 and our reference model for
KIC 6603624 reach ∼15% in the region probed by structure
inversions, so we test our averaging kernels by attempting to
recover the difference between the two models. We do this
twice, once with KIC 6603624 as the reference model and then
again using KIC 6116048 as the reference model. The results of
these inversions are shown in Figure 6. Both sets of averaging
kernels infer the correct shape of the true ˆ ˆdu u curve. The
averaging kernels of KIC 6603624 infer the correct value of

ˆ ˆdu u within the uncertainties at every target radius. This is not
the case for the averaging kernels for KIC 6116048, where two
points differ from the correct value by ∼2σ. Nevertheless, we
conclude that our inversion procedure is able to recover
differences around 15%.
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Figure 1. Comparisons of the internal structure of stars as revealed by asteroseismology and the structures of best-fitting stellar evolution models. Relative differences
are given in terms of the dimensionless squared isothermal sound speed û and span the near-core region of 0.05–0.3R away from the stellar center point. The points
indicate the inferred value of ˆ ˆdu u between the star and the reference model at the target radius. The vertical error bars indicate the uncertainty of each inversion result
from the propagation of the uncertainty of the observed frequencies. The horizontal error bars represent the FWHM of the averaging kernel. The dashed horizontal line
indicates complete agreement between the model and observations; points above this line imply that the û of the star is larger than that of the model. The color bar
indicates the statistical significance of the inferred difference, with lighter colors showing more significant results. The letter after the star’s identifier indicates which
group the star is in, as described in the text. The values given in the lower left of each plot indicate the mass (M), initial helium mass fraction (Yinit), initial metallicity
(Zinit), and central hydrogen mass fraction (Xc) of each reference model. We also report the overall significance of the inversion results, cinv

2 .
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4.2. Exploring the Effects of Microphysics

We now explore several changes to the microphysics in our
models in an attempt to reduce the sound speed differences
inferred by our inversions. A full investigation of the

microphysics across all 12 of the stars studied here is beyond
the scope of this work; hence, we focus on KIC 6603624 and
KIC 6116048, the two stars discussed in Section 4.1.2. For
each star, we create three new models using the same mass,

Figure 2. Spearman rank correlation between the maximum significance inversion result of each star and various properties of the reference model. The color
correlates with the absolute value of the correlation coefficient, which is a measure of the strength of the correlation. The value of each correlation coefficient is
provided on the right side of the figure. We estimate the uncertainty of each correlation coefficient using bootstrapping.

Figure 3. Modeling results for 16 Cyg A (top) and 16 Cyg B (bottom). In each case, the left plot shows the frequency echelle diagram comparing the frequencies of
the reference model to the observations before applying any correction to account for surface effects. The center plot compares the reference model frequencies after
applying the two-term surface correction from Ball & Gizon (2014). The color and shape indicate the spherical degree l: 0 (blue squares), 1 (black triangles), 2 (orange
diamonds), and 3 (red circles). The right plot shows the frequency separation ratios r10 (pink) and r02 (light blue). In all plots, the open points represent the values from
the reference model, and the filled points represent the observed values.
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initial composition, and mixing-length parameter as our
original reference model, although we allow these new models
to have a different central hydrogen abundance. For the first
model, motivated by the correlation to CNO energy production,
we multiply the rate of the 14N+ p→ 15O+ γ reaction by a

factor of 0.1. For the second model, we multiply the ppII/ppIII
rate 3He+ 4He→ 7Be+ γ by a factor of 0.25. For the last
model, we modify the opacity by a factor of 0.85 in the parts of
the model with >Tlog 6.7. For each of these three new tracks,
we select a new reference model using the fitting procedure

Figure 4. Inversion results for 16 Cyg A (left) and 16 Cyg B (right). The blue points show the inversion results from this work. The orange points are the results from
Bellinger et al. (2017). Since they report u, we use their reported values of M and R to calculate û.

Figure 5. Modeling results for KIC 6603624 (top) and KIC 6116048 (bottom). All symbols have the same meaning as in Figure 3.
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discussed in Section 2. Figures 7 and 8 show the results of
these changes for KIC 6603624 and KIC 6116048, respec-
tively. For each change in the microphysics, we show the û
profiles of each new reference model, as well as the result of
structure inversions. The changes to the core opacity and the
14N+ p→ 15O+ γ reaction rate both increase û from the
original reference model, with the opacity change resulting in a
larger difference both to the central û and the frequency

differences computed with respect to the observations. The
change caused by modifying the 3He+ 4He→ 7Be+ γ reac-
tion rate results in a smaller change to û that is only apparent
inside r/R< 0.07. As expected, when we apply changes that
increase the internal û, the û difference inferred by the structure
inversion decreases. We find better agreement in the û profile
even when the fit of the model is worse than our original
reference model. These changes improve our models at the

Figure 6. Model–model inversions to recover the û difference between the models for KIC 6603624 and KIC 6116048. The left plot shows the result of using
KIC 6603624 as the reference model, and the right plot shows the result of using KIC 6116048 as the reference model. In both plots, the black line represents the true
value of ˆ ˆdu u, and the colored points show the result of the inversion. Different target radii are shown in different colors and correspond to the color of the averaging
and cross-term kernels shown in Figures 13 and 14.

Figure 7. Results of modifying the physics used to evolve each model. The û profile of each model is shown in the left plot, with light gray dashed vertical lines to
indicate the target radii of the inversions. The center plot shows the result of structure inversions using each model as the reference model. The right plot shows the
frequency differences between each model and the observed modes of KIC 6603624. The shape of the marker denotes the spherical degree of the mode, with l = 0, 1,
2, and 3 denoted by squares, triangles, diamonds, and circles, respectively. In each plot, gray lines and points represent the values of the original reference model of
KIC 6603624.
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deepest target radii but have little effect at the larger radii
probed by inversions.

5. Conclusions

Here, we have used asteroseismology to infer the detailed
core structure of the best solar-type stars observed by the
Kepler mission. We focused on main-sequence stars with
radiative cores and expanded the number of such stars studied
with structure inversions from 2 to 12. After obtaining our
reference models from a grid created using MESA, we use a set
of calibration models to obtain our inversion parameters. We
then use these inversion parameters to infer the relative
difference in dimensionless squared isothermal sound speed
between our reference model and the target star. In our sample,
we identify three groups: those where the û of our reference
model agrees with the observed star (group a; six stars), those
where the û of our model is higher than that of the star (group
b; one star), and those where the û of our model is lower than
that of the star (group c; five stars). We also find significant
correlations in our results, suggesting that our models of older
main-sequence stars with more energy being generated by the
CNO cycle have larger differences between model and star. To
explore how changing the microphysics affects our inversion
results, we tested the effects of changing nuclear reaction rates
and core opacities for the two stars with the most significant
differences. These changes to the microphysics reduced the
discrepancy between model and star at the innermost target
radii.

In future work, we aim to extend our analysis to an even
broader set of stars, including main-sequence stars with
convective cores and more evolved stars with mixed-mode
oscillations. Main-sequence stars with convective cores are
particularly interesting, since their dominant source of energy is

the CNO cycle. Thus, they are a natural next step to explore the
correlations found in this work between the inferred sound
speed differences and CNO energy production.
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Appendix A
Reference Model Parameters

Table 2 provides the nonseismic constraints that were used
to find the reference models of the 12 main-sequence stars with
radiative cores discussed in this work. Table 3 provides the
model parameters for each reference model.

Figure 8. Results of modifying the physics used to evolve each model of KIC 6116048. All colors and symbols have the same meaning as in Figure 7.
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Appendix B
Inversion Details

Here we provide details on how we chose our inversion
parameters and calculate the nondimensional frequency
differences used in our inversions. Additionally, we present
the results of applying our modeling and inversion methods to
degraded solar data.

B.1. Inversion Parameter Selection

For each target radius, we find the value of μ that minimizes
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where the angle brackets denote a mean across the set of
calibration models, ( ˆ ˆ)du u inv is the sound speed difference
inferred by the inversion, ( ˆ ˆ)du u True is the true sound speed
difference, and the uncertainty of the inversion result is
s s= å ci i iinv

2 2 2, where σi is the relative uncertainty of the ith
mode. This is not the uncertainty reported in our final results, as
it does not account for uncertainty correlation introduced by
our surface term and mean density corrections (see
Section 3.3). In general, the term in the square brackets
dominates, as with increasing values of μ, the quality of the
averaging kernel degrades faster than the uncertainty of the
final result is reduced. We minimize  separately for each
target radius, so the value of μ can vary between different target
radii of the same star. This optimization is more stable when
only one variable is minimized, so we set the cross-term trade-
off parameter β= 0.
As the effect of this choice is similar for all target radii across

all stars in our sample, we use the innermost target radius of
KIC 6603624 as an example. Figure 9 shows the averaging
kernels, cross-term kernels, and model–model inversion results
for several values of β using the same value of μ. Increasing β
has the expected effect of damping the cross-term kernel;
however, it also reduces the quality of the averaging kernel,
making it less localized. This is particularly noticeable when
β= 10,000. As the model–model inversions show, the results
are much more sensitive to the quality of the averaging kernel
than to the amplitude of the cross-term kernel, so we conclude
that setting β= 0 is justified.

B.2. Mean Density Scaling

To mitigate the effect of a difference in mean density
between a star and its model, we calculate the dimensionless
frequency differences before applying our structure inversions.
One method of obtaining this difference was proposed in Basu
(2003) and used by Bellinger et al. (2021). This approach notes
that the proportional scaling with mean density shows up as a

Table 2
Nonseismic Observations

Star Teff [K] [Fe/H] Luminosity [Le]

KIC 6603624 5602 ± 100 0.29 ± 0.1 1.241 ± 0.018
KIC 6116048 6012 ± 100 −0.26 ± 0.1 1.862 ± 0.006
KIC 4914923 5823 ± 100 0.12 ± 0.1 2.135 ± 0.035
KIC 6106415 5975 ± 100 −0.09 ± 0.1 1.882 ± 0.006
KIC 3656476 5664 ± 100 0.28 ± 0.1 1.719 ± 0.028
16 Cyg A 5777 ± 100 0.01 ± 0.1 1.563 ± 0.005
KIC 9098294 5869 ± 100 −0.18 ± 0.1 1.413 ± 0.007
KIC 8006161 5422 ± 100 0.32 ± 0.1 0.646 ± 0.005
KIC 11295426 5784 ± 100 0.04 ± 0.1 1.62 ± 0.01
KIC 8394589 6051 ± 100 −0.4 ± 0.1 1.853 ± 0.007
16 Cyg B 5734 ± 100 −0.01 ± 0.1 1.221 ± 0.005
KIC 10963065 6100 ± 100 −0.22 ± 0.1 1.934 ± 0.007

Table 3
Reference Model Parameters

Star M [Me] Yinitial Zinitial αmlt Xc cfit
2

KIC 6603624 1.116 0.249 0.037 2.111 0.039 4.751
KIC 6116048 1.068 0.253 0.015 2.227 0.047 4.238
KIC 4914923 1.098 0.276 0.021 1.849 0.001 5.441
KIC 6106415 1.145 0.248 0.019 2.341 0.134 3.113
KIC 3656476 1.071 0.255 0.027 1.755 0.001 14.846
16 Cyg A 1.104 0.246 0.023 2.145 0.028 4.661
KIC 9098294 1.003 0.252 0.016 2.173 0.059 4.012
KIC 11295426 1.123 0.253 0.027 1.967 0.034 3.387
KIC 8006161 1.037 0.256 0.034 2.265 0.445 2.623
KIC 8394589 1.075 0.250 0.011 2.266 0.269 3.541
16 Cyg B 1.048 0.246 0.021 2.281 0.135 3.410
KIC 10963065 1.100 0.257 0.014 2.278 0.154 1.851

Figure 9. Results of varying β for the innermost target radius of KIC 6603624. The left (center) panel shows the averaging kernels (cross-term kernels) that result from
the indicated value of β. The right panel shows the result of a representative model–model inversion for each value of β. The true value of ˆ ˆdu u is indicated by the
vertical line. The error bars show the uncertainty on the inversion result.
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constant offset in the frequency differences. This constant
offset can be approximated by taking a weighted mean of the
frequency differences. This term can then be subtracted from
the raw frequency differences to remove any differences due to
mean density. We have found that this approximation is valid
only when the frequency differences due to different mean
densities are larger than the differences resulting from structure
differences. Thus, in this work, we take a different approach
and use the large frequency separation of the star and its
reference model to calculate a dimensionless frequency
difference. The dimensionless frequency is

ˆ ( )n n=
R

GM
, B2

3

where R is the stellar radius, M is the stellar mass, and G is the
gravitational constant. For two stars with stellar radii R1, R2 and
stellar masses M1, M2, the dimensionless relative frequency
difference of any given mode is
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While this method results in different values for the
dimensionless frequency differences, the effect on the inversion
result is small compared to the uncertainty of the inversion

result, as seen for KIC 6116048 in Figure 10. This small
difference can be understood by carrying forward the effect of a
small difference in mean density through the inversion
procedure.
A difference of mean density shows up as a constant offset

when calculating the dimensionless frequency differences.

Figure 10. Inversion results for KIC 6116048 found using two different
methods of calculating the dimensionless frequency differences. The blue
points show the results when frequencies are scaled using the large frequency
separations, described in Section 3, and the orange points use the differences
calculated from a weighted mean, described in Basu (2003).

Table 4
Reference Model Using Degraded Solar Data

Parameter Unit Value

M Me 1.001
Yinitial K 0.282
Zinitial K 0.021
L Le 1.057
Teff K 5849
R Re 1.001
[Fe/H] K 0.051

Figure 11. Relative difference in û between our reference model, calculated
from degraded solar data, and the calibrated solar model S (Christensen-
Dalsgaard et al. 1996). The shaded region shows the area that can be probed by
structure inversions using only the reduced mode set of the degraded
frequency data.

Figure 12. Inversion results of the degraded solar data. All symbols and colors
have the same meaning as in Figure 1.
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Mathematically, this is expressed as

ˆ
ˆ

( )dn
n

dn
n

d
= +

q

q
, B6i

i

i

i

where δq/q is the offset introduced by a difference in mean
density. As δq/q is independent of the frequencies, its
contribution to the final inversion result will be

( ) ( )å d
c
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q
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Thus, the error introduced by a mismatch in mean density is
proportional to the sum of the inversion coefficients for each
target radii. We do not explicitly try to minimize this sum;
however, the uncertainty of each result, which we do attempt to
minimize, depends on the magnitude of the inversion
coefficients. Thus, in the process of a standard inversion, we
reduce the effect of a difference in mean density.

Equation (B7) also suggests a check to determine if a
difference in mean density is the dominant difference present in
our inversion results. While the sum of the coefficients will be
different for each target radius, δq/q will be the same. Thus, if
the mean density differences are dominating the inversion
results, a plot of the inversion results at each target radii
divided by the sum of the coefficients for that target radii
should be a straight line. We checked this for all the stars in our
sample and did not find such a constant, so we conclude that
the error introduced by a difference in the mean density is not
the dominant source of difference in our inversion results.

B.3. Sun as a Star

In addition to the 12 target stars, we also obtain a reference
model and structure inversion results using solar data that have
been degraded to the level that was expected of the results from
Kepler (for details, see Lund et al. 2017). Table 4 lists the
parameters of the reference model obtained with these data.
The parameters of our model are comparable to those found
across all the pipelines used in Lund et al. (2017). To assess the
quality of the fit in û, we compare the û profile of our reference
model to that of the calibrated standard solar model S of
Christensen-Dalsgaard et al. (1996), shown in Figure 11.
Although we are not able to reproduce the full structure of a
model calibrated with all the solar data, our reference model is
a close match in the area probed by structure inversions using
only low-degree modes. These differences are of the same
order of magnitude as the differences inferred between model S
and the Sun (Basu et al. 2009). Thus, despite the limitations of
the degraded data, we find a reference model sufficiently close
for structure inversions.
Using this reference model, we obtain suitable averaging

kernels at four target radii and infer the difference in û using the
degraded solar frequencies as shown by Figure 12. At all four
target radii, our structure inversions show agreement within 1σ
in û. Helioseismic inversions that use nondegraded solar data
do show differences between the structure of the Sun and the
structure of calibrated solar models (e.g., Basu 2016); however,
this results from using many more modes, with higher precision
and at higher angular degrees, than are available for stars
observed by Kepler.

Table 5
Location of the Averaging Kernel Maximum (in Fractional Radius), the Corresponding FWHM, and the Inferred Dimensionless Squared Isothermal Sound Speed û

for Each Target Radii r0/R = 0.05, 0.10, 0.15, 0.20, 0.25, and 0.30

Star ( )r 0.05max ˆ ( )u 0.05 ( )r 0.10max ˆ ( )u 0.10 ( )r 0.15max ˆ ( )u 0.15

KIC 6603624 -
+0.062 0.032

0.029 0.946 ± 0.030 -
+0.102 0.035

0.037 0.924 ± 0.021 -
+0.142 0.035

0.034 0.824 ± 0.019

KIC 6116048 -
+0.064 0.030

0.039 1.148 ± 0.060 -
+0.103 0.039

0.043 1.071 ± 0.055 -
+0.148 0.041

0.040 0.939 ± 0.028

KIC 4914923 L L -
+0.122 0.042

0.048 1.037 ± 0.057 -
+0.151 0.048

0.049 0.905 ± 0.034

KIC 6106415 -
+0.060 0.035

0.033 1.020 ± 0.063 -
+0.104 0.036

0.039 0.987 ± 0.051 -
+0.144 0.039

0.042 0.841 ± 0.029

KIC 3656476 -
+0.058 0.034

0.106 0.862 ± 0.061 -
+0.116 0.043

0.040 0.857 ± 0.058 -
+0.147 0.042

0.039 0.808 ± 0.029

16 Cyg A -
+0.059 0.031

0.034 0.930 ± 0.022 -
+0.107 0.033

0.035 0.926 ± 0.017 -
+0.146 0.037

0.040 0.837 ± 0.009

KIC 9098294 -
+0.068 0.023

0.023 0.785 ± 0.162 -
+0.079 0.024

0.041 0.826 ± 0.121 -
+0.154 0.035

0.032 0.775 ± 0.076

KIC 8006161 -
+0.052 0.027

0.023 0.802 ± 0.065 -
+0.093 0.029

0.031 0.783 ± 0.059 -
+0.133 0.037

0.020 0.753 ± 0.041

KIC 11295426 L L -
+0.082 0.028

0.047 0.912 ± 0.084 -
+0.150 0.038

0.034 0.808 ± 0.046

KIC 8394589 L L -
+0.134 0.055

0.051 0.759 ± 0.129 -
+0.158 0.038

0.052 0.747 ± 0.075

16 Cyg B -
+0.059 0.034

0.032 0.848 ± 0.019 -
+0.109 0.032

0.034 0.856 ± 0.013 -
+0.144 0.035

0.041 0.801 ± 0.008

KIC 10963065 -
+0.063 0.027

0.027 0.932 ± 0.164 -
+0.099 0.041

0.070 0.927 ± 0.105 -
+0.151 0.039

0.038 0.834 ± 0.063

Star ( )r 0.20max ˆ ( )u 0.20 ( )r 0.25max ˆ ( )u 0.25 ( )r 0.30max ˆ ( )u 0.30

KIC 6603624 -
+0.187 0.043

0.036 0.715 ± 0.013 -
+0.237 0.042

0.036 0.618 ± 0.008 -
+0.259 0.046

0.036 0.583 ± 0.012

KIC 6116048 -
+0.194 0.044

0.041 0.728 ± 0.014 -
+0.237 0.043

0.041 0.647 ± 0.008 -
+0.276 0.060

0.040 0.586 ± 0.025

KIC 4914923 -
+0.198 0.052

0.045 0.739 ± 0.018 -
+0.236 0.045

0.043 0.640 ± 0.007 -
+0.269 0.069

0.042 0.580 ± 0.019

KIC 6106415 -
+0.194 0.044

0.042 0.713 ± 0.013 -
+0.235 0.043

0.041 0.627 ± 0.009 -
+0.259 0.055

0.038 0.583 ± 0.009

KIC 3656476 -
+0.194 0.062

0.046 0.704 ± 0.020 -
+0.235 0.040

0.036 0.608 ± 0.012 -
+0.249 0.047

0.047 0.576 ± 0.014

16 Cyg A -
+0.193 0.041

0.035 0.713 ± 0.005 -
+0.238 0.040

0.039 0.612 ± 0.004 -
+0.267 0.045

0.033 0.554 ± 0.005

KIC 9098294 -
+0.189 0.048

0.094 0.685 ± 0.040 -
+0.233 0.046

0.036 0.548 ± 0.035 L L
KIC 8006161 -

+0.180 0.024
0.022 0.659 ± 0.021 -

+0.232 0.037
0.035 0.568 ± 0.024 -

+0.258 0.039
0.030 0.524 ± 0.026

KIC 11295426 -
+0.215 0.073

0.060 0.664 ± 0.022 -
+0.235 0.041

0.035 0.632 ± 0.016 -
+0.246 0.045

0.037 0.609 ± 0.016

KIC 8394589 -
+0.213 0.054

0.056 0.645 ± 0.019 -
+0.238 0.049

0.037 0.600 ± 0.010 -
+0.262 0.054

0.031 0.550 ± 0.010

16 Cyg B -
+0.193 0.041

0.035 0.694 ± 0.005 -
+0.234 0.041

0.037 0.603 ± 0.003 -
+0.258 0.047

0.035 0.559 ± 0.003

KIC 10963065 -
+0.211 0.063

0.057 0.665 ± 0.021 -
+0.236 0.048

0.044 0.616 ± 0.012 -
+0.258 0.056

0.036 0.557 ± 0.017

13

The Astrophysical Journal, 961:198 (18pp), 2024 February 1 Buchele et al.



Figure 13. Averaging kernels  for each of the target stars in our sample. For readability, the averaging kernels are offset, with a horizontal dotted line indicating the
zero line for each kernel.
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Figure 14. Cross-term kernels  for each of the target stars in our sample. As with Figure 13, the kernels are offset for readability. Note that the y-axis scale differs
from Figure 13.
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Figure 15. Results of using the averaging and cross-term kernels shown in Figures 13 and 14 to recover the difference between the reference model and one of the
additional models used to calibrate our inversion parameters. The black line indicates the true ˆ ˆdu u between the two models. The color of each point matches its
corresponding averaging and cross-term kernels in Figures 13 and 14.
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Appendix C
Full Inversion Results

For each target star, we attempt a structure inversion at target
radii of r0/R= 0.05, 0.10, 0.15, 0.20, 0.25, and 0.30. The
target radius, however, is not necessarily the fractional radius
where the averaging kernel is at its maximum value. We report
the location of the maximum and FWHM of each averaging
kernel and the û values inferred at each target radius of each
star in Table 5. Figures 13 and 14 show the averaging and
cross-term kernels for these stars, respectively. We show in
Figure 15 the results of model–model inversions between our
reference model and one of the calibration models as a test of
the averaging kernels' ability to recover a known difference.
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