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Abstract
Objectives: Risk of bias assessments are important in meta-analyses of both aggregate and individual participant data (IPD). There is
limited evidence on whether and how risk of bias of included studies or datasets in IPD meta-analyses (IPDMAs) is assessed. We review
how risk of bias is currently assessed, reported, and incorporated in IPDMAs of test accuracy and clinical prediction model studies and
provide recommendations for improvement.

Study Design and Setting: We searched PubMed (January 2018eMay 2020) to identify IPDMAs of test accuracy and prediction
models, then elicited whether each IPDMA assessed risk of bias of included studies and, if so, how assessments were reported and sub-
sequently incorporated into the IPDMAs.

Results: Forty-nine IPDMAs were included. Nineteen of 27 (70%) test accuracy IPDMAs assessed risk of bias, compared to 5 of 22
(23%) prediction model IPDMAs. Seventeen of 19 (89%) test accuracy IPDMAs used Quality Assessment of Diagnostic Accuracy Studies-
2 (QUADAS-2), but no tool was used consistently among prediction model IPDMAs. Of IPDMAs assessing risk of bias, 7 (37%) test ac-
curacy IPDMAs and 1 (20%) prediction model IPDMA provided details on the information sources (e.g., the original manuscript, IPD,
primary investigators) used to inform judgments, and 4 (21%) test accuracy IPDMAs and 1 (20%) prediction model IPDMA provided in-
formation or whether assessments were done before or after obtaining the IPD of the included studies or datasets. Of all included IPDMAs,
only seven test accuracy IPDMAs (26%) and one prediction model IPDMA (5%) incorporated risk of bias assessments into their meta-
analyses. For future IPDMA projects, we provide guidance on how to adapt tools such as Prediction model Risk Of Bias ASsessment Tool
(for prediction models) and QUADAS-2 (for test accuracy) to assess risk of bias of included primary studies and their IPD.
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Conclusion: Risk of bias assessments and their reporting need to be improved in IPDMAs of test accuracy and, especially, prediction
model studies. Using recommended tools, both before and after IPD are obtained, will address this. � 2023 The Authors. Published by
Elsevier Inc. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).
Keywords: Risk of bias; Individual participant data meta-analysis; Test accuracy; Prediction models; Applicability; Quality; QUADAS-2; PROBAST
1. Introduction

Individual participant data meta-analyses (IPDMAs) are
increasingly common [1,2]. They involve obtaining, check-
ing, harmonizing, and synthesizing participant-level data
from multiple studies, rather than pooling published or re-
ported study results (aggregate data). IPDMAs differ from
aggregate data meta-analyses in that participant eligibility
criteria for an IPDMA may differ from eligibility criteria
in the primary studies, and IPDMA can lead to improve-
ments through, for example, better standardization of vari-
able definitions (e.g., index tests, predictors, reference
standards, outcomes), and improved analysis methods both
within and across included datasets or studies. Furthermore,
collaborating investigators may be able to provide addi-
tional information about the original studies.

As for aggregate data meta-analyses, assessing risk of
bias (RoB) and applicability of included studies (and their
IPD) should be a critical part of any IPDMA project.
RoB relates to the internal validity of an included study
(e.g., does it avoid bias in study results?) whereas applica-
bility relates to external validity (e.g., does it match the
population or setting of interest?).

The Preferred Reporting Items for Systematic Review
and Meta-Analysis of Individual Participant Data reporting
guideline [3], which is mainly focused on intervention
studies, includes items for assessing and reporting RoB
within and across studies. It states that review authors should
describe ‘‘how findings of IPD checking were used to inform
the assessment’’ and ‘‘if and how risk of bias assessment was
used in any data synthesis.’’ The authors provide brief guid-
ance, but do not recommend specific RoB assessment tools,
describe how existing tools might be tailored, or discuss how
RoB judgments might be incorporated into analyses.

A recently published textbook provides preliminary guid-
ance on how to undertake RoB assessments in IPDMAs [2].
The textbook emphasizes that RoB of included datasets or
studies should be examined at multiple stages (in particular,
before and after IPD collection) and might be done by using
and adapting elements of existing tools (e.g., the Cochrane
Risk of Bias-2 [ROB-2] tool [4]). Despite the importance
of RoB assessment, a recent review of 323 IPDMAs of inter-
vention effects found that only 43% used a satisfactory tech-
nique to assess RoB of included trials, and only 40%
accounted for RoB when interpreting results [5].

IPDMAs can also be conducted to summarize test accu-
racy and to develop or validate clinical prediction models.
Test accuracy studies evaluate the performance of an index
test (or the comparative accuracy of two or more index tests)
against a reference standard (e.g., in terms of sensitivity,
specificity, positive and negative predictive value, area under
the receiver operating characteristic curve). Prediction model
studies typically (i) develop a multivariable model for pre-
dicting an outcome (prognosis) or detecting a particular con-
dition (diagnosis) in individuals, or (ii) evaluate the
performance of one or more existing models (e.g., in terms
of their calibration and discrimination performance).

In systematic reviews and meta-analyses of aggregate
data, QUADAS-2 (Quality Assessment of Diagnostic Accu-
racy Studies-2; www.bristol.ac.uk/population-health-
sciences/projects/quadas/quadas-2/) [6] and PROBAST (Pre-
diction model Risk Of Bias ASsessment Tool; www.probast.
org) [7,8] can be used to examine the methodological quality
of test accuracy and prediction model studies, respectively.
These are the only tools designed specifically for these study
types, and they are recommended by the Cochrane test accu-
racy and prognosis groups [9,10]. QUADAS-2 signaling
items are categorized into domains of patient selection, in-
dex test, reference standard, and flow and timing; an exten-
sion for assessing the RoB in comparative accuracy studies,
QUADAS-C, was published in 2021 [11]. PROBAST
signaling items are categorized into domains of participants,
predictors, outcome, and analysis. However, it is not
currently clear whether and how RoB is assessed in IPDMAs
for test accuracy or prediction model research. QUADAS-2
and PROBAST also include domain-level items to assess
applicability, but it is not clear whether IPDMAs do this.

This article aimed to review how RoB and applicability
concerns are assessed, reported, and incorporated in recent
IPDMAs of test accuracy and prediction modeling studies.
Based on the findings, we also provide guidance on how re-
searchers might undertake and improve RoB assessments in
future IPDMAs of such studies.
2. Materials and methods

2.1. Part 1: review

2.1.1. IPDMA eligibility criteria
For a published IPDMA project to be eligible for our re-

view, it must (1) aim to conduct an IPDMA; (2) use IPD from
multiple studies or data sources to (i) examine or compare test
accuracy or (ii) develop or validate a multivariable prediction

http://creativecommons.org/licenses/by/4.0/
http://www.bristol.ac.uk/population-health-sciences/projects/quadas/quadas-2/
http://www.bristol.ac.uk/population-health-sciences/projects/quadas/quadas-2/
http://www.probast.org
http://www.probast.org


Fig. 1. Flow chart. IPDMAs, individual participant data meta-
analyses.
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What is new?

Key findings
� Our review suggests risk of bias is rarely assessed

in individual participant data meta-analyses (IPD-
MAs) for prediction model research but is often as-
sessed for IPDMAs of test accuracy using the
QUADAS-2 tool. Even when risk of bias is consid-
ered, better reporting of risk of bias results is still
needed in IPDMAs of both test accuracy and pre-
diction model studies.

What this adds to what was known?
� A recent review of 323 IPDMAs of intervention ef-

fects found that only 43% used a satisfactory tech-
nique to assess the risk of bias of the included
trials, and only 40% accounted for risk of bias
when interpreting results. Our research shows that
similar concerns also hold for IPDMAs of test ac-
curacy and prediction model studies.

What is the implication and what should change
now?
� As with meta-analyses of aggregate data, risk of

bias should be routinely assessed, reported, and
incorporated in IPDMAs of test accuracy and pre-
diction model studies. We provide guidance on
how to do this, both before and after IPD are
obtained.

model; (3) include human data (i.e., not animal data); and
(4) have a medical focus (i.e., trying to answer a medical
question), and not a methodological focus. We excluded
IPDMAs (1) using IPD from a single multisite or multi-
center study (e.g., all part of the same overarching study
but combining different research centers); (2) using a
network meta-analysis approach; (3) using simulated or re-
constructed data (e.g., IPD reconstructed from published 2
� 2 tables); or (4) using machine learning or artificial intel-
ligence as the primary analyses. The latter require substan-
tial additional considerations that are outside the scope of
this review. Protocols for planned IPDMAs (without re-
sults) and abstracts without an associated full text (e.g.,
conference abstracts) were also excluded.

2.1.2. Database search and study selection
To identify a set of recent IPDMAs, we searched

PubMed (on May 7, 2020) via DistillerSR (Evidence Part-
ners, Ottawa, Canada) from January 1, 2018, to May 7,
2020, using a search strategy that included elements for
(1) IPD, (2) meta-analysis, and (3) test accuracy or predic-
tion models. The complete search strategy is provided in
Appendix 1. Titles and abstracts were reviewed by one

B. Levis et al. / Journal of Clini
investigator (B.L.) with substantial experience of IPDMA
projects, consulting with another experienced investigator
(R.D.R.) as necessary. If a decision regarding eligibility
could not be made based on the abstract alone, the full text
was retrieved and evaluated for eligibility. Eligibility based
on the full text was confirmed during the data extraction
phase by two investigators, including the investigator who
reviewed all titles and abstracts. Duplicate entries were
excluded manually. In addition, in two instances where
the same IPD project team published two IPDMAs with
the same datasets, we included the publication that ad-
dressed the primary research question of the IPDMA
collaboration and excluded the publication that addressed
a secondary research question.
2.1.3. Undertaking data extraction
For each included IPDMA article, we extracted:

� the PubMed ID;
� the first author’s surname, the journal, and year of
publication;

� the type of IPDMA (test accuracy or prediction
model);

� the objective, including whether a single test or mul-
tiple tests were evaluated or compared (test accuracy
IPDMAs only), and whether prediction models were
developed, validated, or both (prediction model IPD-
MAs only);

� whether a formal RoB and/or applicability assess-
ment was conducted.



Table 1. Risk of bias and applicability assessment in IPDMAs of test accuracy studies

Study

Objective (to
evaluate/compare

single vs.
multiple tests)

Whether risk of
bias and/or
applicability
was assessed Tool used

Levels assessed
(study and/or

participant level)
Sources used to

inform assessments

Adderley, 2020 [12] Single Yes QUADAS-2 Study only Paper þ unclear for others

Al-Rubaie, 2018 [13] Multiple No – – –

Bima, 2020 [14] Single Yes QUADAS-2 Study only Unclear

Broger, 2020 [15] Multiple No – – –

Gupta, 2020 [16] Multiple Yes Newcastle Ottawa Scale Study and participant IPD þ authors þ unclear for others

Haase, 2019 [17] Single Yes QUADAS-2 Study only Paper

Herrmann, 2018 [18] Multiple Yes Single item
on patient
selection
(applicability)

Study and participant IPD

Hsu, 2019 [19] Multiple Yes QUADAS Study only Unclear

Kalafat, 2018 [20] Single Yes QUADAS-2 Study only Unclear

Karlas, 2018 [21] Single No – – –

Kazakos, 2020 [22] Multiple Yes QUADAS-2 Study only Paper

Klein Nulent, 2018 [23] Single Yes QUADAS-2 Study only Paper þ unclear for others

Kubo, 2018 [24] Single Yes QUADAS-2 Study only Unclear

Lee, 2019 [25] Single No – – –

Levis, 2019 [26] Single Yes QUADAS-2 Study and participant Paper þ IPD þ unclear for others

Ley, 2019 [27] Single Yes QUADAS-2 Study only Unclear

Nguyen-Khac, 2018 [28] Single Yes QUADAS-2 Study only Unclear

Parpia, 2020 [29] Multiple No – – –

Pavlovic, 2019 [30] Multiple No – – –

Raskovalova, 2021 [31] Multiple Yes QUADAS-2 Study only Unclear

Suh, 2018 [32] Single Yes QUADAS-2 Study only Unclear

Suh, 2019 [33] Single Yes QUADAS-2 Study only Unclear

Thiele, 2020 [34] Single Yes QUADAS-2 Study only Unclear

van Doorn, 2018 [35] Single No – – –

Westra, 2019 [36] Multiple Yes QUADAS-2 Study only Unclear

Whiting, 2018 [37] Single Yes QUADAS-2 Study only Unclear

Yoshida, 2021 [38] Single Yes QUADAS-2 Study only Paper þ unclear for others
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If RoB and/or applicability was assessed, we extracted
information on

� tools or items used (including whether [and what] ad-
aptations were made);

� whether assessments were done at the study or partic-
ipant level (i.e., whether RoB was assessed for the
study as a whole, or whether RoB was assessed
separately for each included participant based on
the individual-level characteristics, such as diagnostic
instrument used or number of days between
assessments);

� what sources were used to inform assessments (e.g.,
the original manuscript, the study protocol, the IPD,
correspondence with primary investigators);



Timing of assessment
(before or after receiving IPD)

Presentation of assessments
Incorporation of risk of bias assessments into

analyses

Unclear Study by study þ in aggregate; domain scores only Not done

– – –

Unclear Study by study þ in aggregate; domain scores only Not done

– – –

After þ unclear before Study by study only; all item scores Not done

Unclear Study by study þ in aggregate; domain scores only Not done

After Not reported Additional patients added in sensitivity analyses

Unclear Study by study only; all item scores Not applicable (all studies at low risk of bias)

Before þ unclear after Study by study only; domain scores only One study excluded due to risk of selection bias

– – –

Unclear Study by study þ in aggregate; domain
scores þ signaling items

Not done

Before only Study by study þ in aggregate; domain scores only Studies with high risk of bias were excluded from
analyses

Unclear Study by study þ in aggregate; domain scores only Not done

– – –

After þ unclear before Study by study only; domain scores þ signaling items Subgroup analyses were conducted based on
QUADAS-2 item scores

Unclear Study by study þ in aggregate; domain scores only Studies with high risk of bias were excluded in
sensitivity analyses

Unclear Study by study only; domain scores only Not done

– – –

– – –

Unclear Study by study þ in aggregate; domain scores only Subgroup analyses were conducted to compare
studies with low risk of bias to studies with
high risk of bias based on a QUADAS-2 score
of 5þ.

Unclear Study by study þ in aggregate; domain scores only Additional analyses were conducted among
studies with consecutive enrollment

Unclear Study by study þ in aggregate; domain scores only Meta-regression including a variable for blinding
was conducted

Unclear Study by study þ in aggregate; domain scores þ signaling items Not done

– – –

Unclear Study by study þ in aggregate; domain scores only Not done

Unclear In aggregate only; domain scores only Not done

Unclear Study by study þ in aggregate; domain scores þ signaling items Not done

Abbreviations: QUADAS-2, Quality Assessment of Diagnostic Accuracy Studies-2; IPDMAs, individual participant data meta-analyses.
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� whether assessments were done before and/or after
receiving the data;

� how assessments were presented in the report (e.g.,
the level of detail), and;

� whether assessments were incorporated into analyses
(e.g., sensitivity analyses excluding studies with a
high RoB).
The data extraction sheet can be found in Appendix 2.
IPDMAs were assigned to 13 investigators for data extrac-
tion and verification. Data were extracted by one investi-
gator and checked by a second investigator.
Disagreements were resolved by consensus, consulting
the senior investigator (R.D.R.) as necessary. For each IPD-
MA, we considered information provided in (1) the main
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publication, (2) any appendices, and (3) any protocol or
registration that was mentioned in the main publication.

2.1.4. Summarizing data extracted on RoB and
applicability

Data extraction results were summarized separately for
each IPDMA article type: test accuracy or prediction
model. For each type, we determined the percentage of
IPDMA articles that included an assessment of RoB and
applicability. Among those that completed an assessment,
we summarized how the assessments were made (tools
used, including any adaptations; sources of information;
timing of assessment), how assessments were reported
(level of detail), and whether assessments were incorpo-
rated into analyses (e.g., subgroup analyses). We calculated
95% confidence intervals (CIs) for proportions using the
Clopper and Pearson ‘exact’ approach.

2.2. Part 2: developing guidance for future IPDMA
projects

Based on the findings of the review, we produced guid-
ance for undertaking RoB and applicability assessments in
IPDMAs of test accuracy and prediction models. We fol-
lowed the framework recommended in Chapters 15 and
17 of Riley et al. [2], to utilize items within existing tools
proposed for non-IPD reviews of test accuracy and predic-
tion models.
3. Results of the review

3.1. Included articles and characteristics

A total of 790 titles and abstracts were retrieved from the
search, of which 27 unique IPDMAs of test accuracy
studies [12e38] and 22 unique IPDMAs of prediction
model studies met inclusion criteria and were included
[39e60] (Fig. 1). Of the test accuracy IPDMAs, 17 aimed
to evaluate the accuracy of a single diagnostic index test
(63%), and 10 aimed to evaluate or compare multiple index
tests (37%). Of the prediction model IPDMAs, 11 aimed to
develop a prediction model (including internal validation,
assessment of the added value of a particular predictor to
an existing model, and creation of risk scores/groups)
(50%), nine aimed to externally validate an existing predic-
tion model (including model updating [e.g., recalibration]
and data splits by different independent studies or sources)
(41%), and two aimed to both develop and externally vali-
date a model (9%).

3.2. RoB findings for test accuracy IPDMAs

Nineteen of 27 (70%, 95% CI: 50e86%) test accuracy
IPDMAs assessed RoB of their included primary studies
(or sources), of which 17 used the QUADAS-2 tool
[12,14,17,20,22e24,26e28,31e34,36e38], one used the
original QUADAS tool [19], and one used the Newcastle
Ottawa Scale [16]. A summary of findings is presented in
Table 1, and specific examples are described in Box 1.

The sources used to inform RoB assessments were not
clearly reported; seven IPDMAs reported some information
on sources (26%, 95% CI: 11e46%), with six using the
original manuscript [12,17,22,23,26,38], two using the
IPD itself [16,26], and one contacting study authors [16].
Timing of RoB assessments, that is, at what stage of the
IPDMA itself, was also not clearly reported; four IPDMAs
provided some information on timing (15%, 95% CI:
4e34%). One IPDMA stated that RoB assessments were
only done prior to obtaining the IPD [23] and three other
IPDMAs gave partial information, with one reporting car-
rying out assessments before receiving the IPD [20] and
two reporting the assessments being performed after ob-
taining IPD [16,26].

Two IPDMAs (7%, 95% CI: 1e25%) assessed RoB at
the participant level. One IPDMA noted that participants’
RNA sequence data informed the response for various
items on the Newcastle Ottawa Scale [16]. Another IPDMA
assessed a QUADAS-2 signaling item (Item 4.1: Was there
an appropriate interval between index test(s) and reference
standard?) at the individual participant level, allowing
different participants to have a different RoB, and deemed
that another QUADAS-2 item (Item 2.2: If a threshold was
used, was it prespecified?) was not applicable in the IPD
context, given that the availability of IPD allows for exam-
ining accuracy at any threshold [26]. The other 17 IPDMAs
that assessed RoB only made assessments at the study level.

In terms of presenting RoB results, 18 IPDMAs (67%,
95% CI: 46e83%) presented results separately for each
included primary test accuracy study [12,14,16,17,19,20,
22e24,26e28,31e34,36,38], while one (4%, 95% CI:
0e19%) presented results at the aggregate level (i.e., sum-
marized across all studies) [37]. Of the 17 IPDMAs using
QUADAS-2, most (13 of 17, 76%, 95% CI: 50e93%) re-
ported domain judgments, while four reported answers for
all signaling questions and domain-level judgments
separately.

Seven (26%, 95% CI: 11e46%) IPDMAs incorporated
RoB assessments into analyses, including four that excluded
studies in main or sensitivity analyses [20,23,27,32], two
that compared subgroups based on answers to signaling
questions or overall study level RoB judgment [26,31],
and one that included a QUADAS-2 signaling question
(blinding) as part of a meta-regression [33]. In one IPDMA,
incorporation of assessments was not applicable as all
included studies were judged to have a low RoB [19].
3.3. Applicability findings for test accuracy IPDMAs

Of the 17 IPDMAs that used QUADAS-2 (including its
applicability domains), one assessed the QUADAS-2 appli-
cability domain on patient selection (Are there concerns that
the included patients do not match the review question?) at



Box 1 Examples of IPDMAs assessing and incorporating risk of bias and applicability.

Study Aspect Example

Haase, 2019 [17] � Considering participants with inconclusive test
results

� In an IPDMA of computed tomography angiography (CTA) for
obstructive coronary artery disease diagnosis in patients with
stable chest pain, the IPDMA team included all participants
in their primary analysis, regardless of whether they had
evaluable or unevaluable CTA examinations. The IPDMA
team applied a worst-case scenario in which unevaluable
CTA results were considered false positive if coronary
angiography was negative and false negative if coronary
angiography was positive.

Herrmann, 2018 [18] � Removing vs. including participants from analyses
to address applicability

� In an IPDMA of two-dimensional shear wave elastography for
evaluation of liver fibrosis, some primary studies did not
perform liver biopsy in patients with known liver cirrhosis
based on the clinical histories. The IPDMA team did not
include these patients in their main analyses but noted that
excluding them may have led to a focus on less severe
cirrhosis patients. To assess a potential bias, they performed
an additional analysis where they reincluded these patients.

Levis, 2019 [26] � Using the IPD to get different risk of bias and
applicability classifications than would be
possible based on the published reports alone

� Assessing risk of bias at the participant level

� In an IPDMA on the accuracy of the Patient Health
Questionnaire-9 for screening to detect major depression,
primary studies often used a wide range of time intervals
between the index test assessment (depression screening
tool) and reference standard assessment (diagnostic
interview), raising concerns about risk of bias and lack of
applicability.

� The IPDMA team used the IPD from such studies to identify
and include the subset of participants with reasonable time
intervals, thereby alleviating these concerns.

� Moreover, within the subset with ‘‘reasonable’’ time inter-
vals, the IPDMA team assessed QUADAS-2 signaling item
4.1 (Was there an appropriate interval between index test(s)
and reference standard?) at the individual participant level,
allowing different participants to have a different risk of bias
based on the length of the interval.

Levis, 2019 [26] � Modifying QUADAS-2 to suit the IPDMA context � The IPDMA team deemed that QUADAS-2 item 2.2 (If a
threshold was used, was it prespecified?) was not applicable
in the IPD context, given that the availability of IPD allowed
for the examination of accuracy at all thresholds.

Levis, 2019 [26] � Incorporating risk of bias assessments into ana-
lyses: subgroup analyses

� The IPDMA team performed subgroup analyses based on
QUADAS-2 item scores, including for items that were
assessed at the participant level.

Suh, 2019 [33] � Incorporating risk of bias assessments into ana-
lyses: meta-regression

� In an IPDMA of 2-hydroxyglutarate magnetic resonance
spectroscopy for prediction of isocitrate dehydrogenase
mutant glioma, the IPDMA team conducted a meta-
regression to explain the effects of study heterogeneity. In
the meta-regression, they included a variable on the blinding
of the index test assessor to the reference standard result.
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the participant level, allowing different participants to have a
different applicability concern and compared subgroups
based on participant-level judgments [26].
In addition to the IPDMAs above that used QUADAS or
QUADAS-2 (which assess both RoB and applicability con-
cerns), one IPDMA excluded some participants in main



Table 2. Risk of bias and applicability assessment in IPDMAs of prediction model studies

Study
Objective (to develop
vs. validate a model)

Whether
risk of bias

and/or
applicability
was assessed Tool used

Levels assessed (study
and/or participant level)

Sources used to
inform assessments

Al-Shahi Salman, 2018 [39] Development þ validation No – – –

Antonopoulos, 2020 [40] Development þ validation No – – –

Cao, 2020 [41] Development No – – –

Condoluci, 2020 [42] Development þ validation No – – –

Crawford, 2018 [43] Development þ validation Yes Checklist defined by
IPDMA authorsa

Study only Unclear

Depmann, 2018 [44] Development No – – –

Ediebah, 2018 [45] Development þ validation No – – –

Hopkins, 2019 [46] Development þ validation No – – –

Hudda, 2019 [47] Development þ validation No – – –

Jaja, 2018 [48] Development þ validation No – – –

Jonkman, 2019 [49] Development No – – –

Kievit, 2018 [50] Development No – – –

Lee, 2019 [51] Development No – – –

Malda, 2019 [52] Development Yes Newcastle Ottawa Scale Study only IPD þ unclear for others

Pennells, 2019 [53] Validation No – – –

Phillips, 2020 [54] Validation No – – –

Saczkowski, 2018 [55] Development Yes Down’s and Black
quality score

Study only Unclear

Shinohara, 2019 [56] Development No – – –

Spronk, 2020 [57] Development No – – –

Verma, 2019 [58] Development Yes Adapted QUADAS-2b Study only Unclear

Vickers, 2018 [59] Development No – – –

Vollgraff Heidweiller-
Schreurs, 2020 [60]

Development Yes Adapted QUADAS-2c Study only Unclear
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analyses due to applicability concerns but included them in
sensitivity analyses [18].
3.4. RoB findings for prediction model IPDMAs

Five of 22 (23%, 95% CI: 8e45%) IPDMAs of predic-
tion model studies assessed RoB of the primary studies, of
which one used an author-defined checklist [43], one used
the Newcastle Ottawa Scale [52], one used the Down’s
and Black quality score [55], and two used adapted versions
of QUADAS-2 [58,60]. See Table 2. All five assessed RoB
at the study-level only. The sources used to inform assess-
ments and the timing of assessments were not clearly re-
ported; only one IPDMA reported at least some
information, noting that some of the assessments were
based on study-level information (e.g., follow-up rate)
derived from the IPD, although other potential sources were
unclear [52].
All five prediction model IPDMAs that assessed RoB
presented results separately for each included primary
study. The two prediction model IPDMA studies using
QUADAS-2 reported domain-level judgments for each
study, with the exception of one IPDMA that reported on
the blinding signaling question separately [60]. Of the three
IPDMAs using other quality assessment tools, one pre-
sented results for each item of the tool separately, for each
study separately [43], one only provided a single overall
score per study [55], and one presented results for each
item separately and provided an overall score per study
[52].

Only one (5%, 95% CI: 0e23%) IPDMA incorporated
RoB assessments into their meta-analyses, considering the
total Down’s and Black quality score as a candidate predic-
tor for the prediction model being developed [55]. In one
other IPDMA, incorporation of assessments was reported
to not be possible due to a lack of data for the main
outcome among the relevant studies [60].



Timing of assessment
(before or after receiving IPD) Presentation of assessments

Incorporation of risk of bias
assessments into analyses

– – –

– – –

– – –

– – –

Unclear Study by study þ in aggregate; item by item Not done

– – –

– – –

– – –

– – –

– – –

– – –

– – –

– – –

After þ unclear before Study by study þ in aggregate; item by item þ total score Not done

– – –

– – –

Unclear Study by study þ in aggregate; one value (0e32) per study Down’s and Black score was a
candidate predictor for the
model

– – –

– – –

Unclear Study by study þ in aggregate; domain scores only Not done

– – –

Unclear Study by study þ in aggregate; domain scores only,
except for blinding

Not done; described as not
possible

Abbreviations: QUADAS-2, Quality Assessment of Diagnostic Accuracy Studies-2; IPDMAs, individual participant data meta-analyses.
a Checklist included five yes/no items: consecutive sample, sufficient follow-up length for outcome to develop, possibility of replication based

on published report, blinding of outcome assessors to index test, and whether sample size was justified.
b The reference standard domain was omitted.
c In domain 4 (‘flow and timing’), the time interval between test and delivery was considered not applicable.
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3.5. Applicability findings for prediction model IPDMA
projects

The Newcastle Ottawa Scale, Down’s and Black quality
score, and QUADAS-2 tool, which were used in four of the
above IPDMAs [52,55,58,60] include some items related to
applicability, but none of the IPDMAs using these tools
incorporated the applicability judgments into analyses,
except for the IPDMA that included the total Down’s and
Black quality score as a candidate predictor [55].
4. Guidance for examining RoB and applicability in
future IPDMAs

The findings of the review suggest that improvements in
RoB and applicability assessments in IPDMAs are needed.
We now provide recommendations for examining RoB and
applicability in IPDMAs for test accuracy and prediction
models, adapting guidance provided in the textbook of
Riley et al. [2] (See Box 2 for a summary and Box 1 for
specific examples).

Authors of IPDMAs of test accuracy and prediction
model studies should assess the methodological quality of
each study providing IPD by using information from the
study’s published report(s), appendices, protocols, and the
IPD itself. This should be done using items from
QUADAS-2 (see Box 3) and PROBAST (see Box 4), for
test accuracy and prediction models, respectively, consid-
ering both RoB and applicability concerns.

Ideally, assessments should be undertaken in two stages:
First, authors can assess the methodological quality of po-
tential datasets before seeking the IPD (this may lead to
IPD not being sought from studies deemed at a high RoB,



Box 2 Summary of recommendations for examining risk of bias and applicability in IPDMAs for test accuracy
and prediction models.

Topic Guidance

Sources of information to inform judgments
for each study or dataset

� Published report(s) that used the datasets, appendices, protocols, and the
IPD itself

Items to consider in assessment � Items from QUADAS-2 (or QUADAS-C) for test accuracy IPDMAs
� Items from PROBAST for prediction models IPDMAs
� See Box 3 and Box 4 for specific recommendations regarding each item
from each tool

Stages and timing of assessment � First, examine risk of bias before seeking the IPD (this may lead to IPD not
being sought from studies deemed at a high risk of bias)

� Then, examine risk of bias after the IPD is obtained, cleaned, and checked
(also using any extra information available from the IPD itself or study
authors)

Tailoring of signaling questions � Tailor the signaling questions based on the clinical context (e.g., adding
items related to clinical or educational qualifications of personnel making
classifications)

Study vs. participant-level assessments � Consider what items might be applicable at the participant level (e.g.,
timing of assessments) as opposed to the study level (e.g., consecutive
recruitment)

� Pay special attention to participants with inconclusive results on the index
test, reference standard, predictor(s), or outcome

Reporting of assessments � Report results of the risk of bias and applicability assessment for each
included study/dataset and overall.

� Consider reporting judgments from individual signaling questions in
addition to domain-level judgments

Use and interpretation of assessments � Use results of the risk of bias and applicability assessments to inform
analyses and interpretation of the IPDMA’s results (e.g., sensitivity ana-
lyses reinstating participants or excluding studies and participants at high
risk of bias)
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especially if obtaining IPD would not resolve high RoB con-
cerns). Then, once the IPD is obtained, cleaned, and
checked, the authors can update the quality assessments us-
ing any extra information available from the IPD itself (or
from study authors collaborating on the IPD project).

As QUADAS-2 and PROBAST (www.probast.org) are
generic tools designed for all medical domains and areas,
the IPDMA team may need to tailor the signaling questions
based on the clinical context. For example, additional
signaling questions may be necessary, and some signaling
questions may no longer be applicable in the IPD context.
For instance, one IPDMA on depression screening tool ac-
curacy added an item to the QUADAS-2 reference standard
domain related to the clinical qualification of the assessor
[26]. In addition, the QUADAS-2 signaling question ‘‘Item
2.2: If a threshold was used, was it prespecified?’’ is irrel-
evant if provided IPD allow the IPDMA team to select their
own thresholds (or evaluate all possible thresholds). Simi-
larly, the analysis domain of PROBAST may be redundant,
given that the IPDMA team has the freedom to alter and
improve the analyses conducted.

Authors of IPDMAs of test accuracy studies should pay
special attention to participants in the dataset who have
inconclusive index test or reference standard results. While
the original study may have excluded such participants from
analyses, the IPDMA team can reinstate them in either main
or sensitivity analyses, as appropriate, thus reducing RoB
related to included participants. The availability of IPD also
allows application of multiple imputation methods to impute
missing index test or reference standard results [61,62].

Authors should consider the incorporation of participant-
level assessments when relevant (e.g., timing of assessments)
into their judgments. Results of the RoB and applicability
assessment for each included dataset (and overall) can be
summarized in a table, graphically, or both. The results should
not only be reported but also incorporated into the discussion
and conclusions of the IPDMA report. When appropriate, re-
sults should also be used to inform sensitivity analyses.

http://www.probast.org


Box 3 QUADAS-2. Domains and signaling questions from the QUADAS-2 tool [6], which may be used to
examine the methodological quality of IPD from each study or dataset contributing to the IPDMA
project for test accuracy research.

Domain and signaling questions Guidance

Domain 1: Patient selection

1.1 Was a consecutive or random sample of
patients enrolled?

Judge at the study/dataset level, in the same way as for aggregate data
meta-analyses

1.2 Was a case-control design avoided? Judge at the study/dataset level, in the same way as for aggregate data
meta-analyses

1.3 Did the study avoid inappropriate exclusions? May be possible to judge at the participant level. In addition, if the IPD
allows for the reinstation of participants excluded for inappropriate
reasons, this concern can be avoided. Note, however, that IPD cannot
overcome the inappropriate exclusion of participants from a study’s
original sampling frame

Applicability: Are there concerns that the included
patients and setting do not match the review
question?

May be possible to judge at the participant level. In addition, if
additional inclusion/exclusion criteria can be applied to each dataset,
this concern can be avoided

Domain 2: Index test

2.1 Were the index test results interpreted
without knowledge of the results of the
reference standard?

May be possible to judge at the participant level

2.2 If a threshold was used, was it prespecified? Judge at the study/dataset level. However, if the IPD allows for all
possible thresholds to be evaluated, then this item is not applicable
and can be omitted

Applicability: Are there concerns that the index test,
its conduct, or interpretation differ from the
review question?

May be possible to judge at the participant level. In addition, if
additional inclusion/exclusion criteria can be applied to each dataset,
this concern can be avoided

Domain 3: Reference standard

3.1 Is the reference standard likely to correctly
classify the target condition?

May be possible to judge at the participant level (if multiple reference
standards are used)

3.2 Were the reference standard results
interpreted without knowledge of the results of
the index test?

May be possible to judge at the participant level

Applicability: Are there concerns that the target
condition as defined by the reference standard
does not match the review question?

Judge at the study/dataset level, in the same way as for aggregate data
meta-analyses. In addition, if additional inclusion/exclusion criteria
can be applied to each dataset, this concern can be avoided

Domain 4: Index test

4.1 Was there an appropriate interval between
index test and reference standard?

May be possible to judge at the participant level. In addition, if
additional inclusion/exclusion criteria can be applied to each dataset,
this concern can be avoided

4.2 Did all patients receive a reference standard? Judge at the study/dataset level, in the same way as for aggregate data
meta-analyses

4.3 Did all patients receive the same reference
standard?

Judge at the study/dataset level, in the same way as for aggregate data
meta-analyses

4.4 Were all patients included in the analysis? Judge at the study/dataset level. However, if the IPD allows for the
reinstation of previously excluded participants (e.g., those this
inconclusive index test or reference standard results), then this
concern can be avoided

Source: The first column of Box 3 presents QUADAS-2 domains and signaling questions, freely available at https://www.bristol.ac.uk/population-health-

sciences/projects/quadas/quadas-2/. QUADAS-2 was originally published by Whiting et al. [6]
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Box 4 PROBAST. Domains and signaling questions within the first three domains of the PROBAST tool (Prediction
model studyRiskOfBias ASsessment Tool) [7,8], whichmay be used to examine themethodological quality of
IPD from each study or dataset contributing to the IPDMA project for prediction model research.

Domain and signaling questions Guidance

Domain 1: Participant selection

1.1 Were appropriate data sources used, e.g., cohort or randomized

controlled trial for

prognostic prediction model research, or cross-sectional study for

diagnostic prediction model research?

Judge at the study/dataset level, in the same way as for aggregate data

meta-analyses

1.2 Were all inclusions and exclusions of participants appropriate? May be possible to judge at the participant level. In addition, if the IPD

allows for the reinstation of participants excluded for inappropriate

reasons, this concern can be avoided. Note, however, that IPD cannot

overcome the inappropriate exclusion of participants from a study’s

original sampling frame

Applicability: Concern that the included participants and setting do not

match the review question

May be possible to judge at the participant level. In addition, if additional

inclusion/exclusion criteria can be applied to each dataset, this concern

can be avoided

Domain 2: Predictors

2.1 Were predictors defined and assessed in a similar way for all

participants?

If the availability of IPD allows the IPDMA team to redefine variables

objectively, concerns about definitions can be avoided

2.2 Were predictor assessments made without knowledge of

outcome data?

May be possible to judge at the participant level

2.3 Are all predictors available at the time the model is intended

to be used?

May be possible to judge at the participant level

Applicability: Concern that the definition, assessment, or timing of

predictors in the model do not match the review question

May be possible to judge at the participant level. In addition, if additional

inclusion/exclusion criteria can be applied to each dataset, this concern

can be avoided

Domain 3: Outcome

3.1 Was the outcome determined appropriately? Maybepossible to judgeat theparticipant level. In addition, if theavailabilityof

IPD allows the IPDMA team to redefine variables objectively, this concern

can be avoided. For example, component participant-level data can be used

to construct a new composite outcome

3.2 Was a prespecified or standard outcome definition used? If the availability of IPD allows the IPDMA team to redefine variables, this

concern can be avoided

3.3 Were predictors excluded from the outcome definition? If the availability of IPD allows the IPDMA team to redefine variables, this

concern can be avoided

3.4 Was the outcome defined and determined in a similar way

for all participants?

If the availability of IPD allows the IPDMA team to redefine variables

objectively, concerns about definitions can be avoided

3.5 Was the outcome determined without knowledge of predictor

information?

May be possible to judge at the participant level

3.6 Was the time interval between predictor assessment and

outcome determination appropriate?

May be possible to judge at the participant level

Applicability: Concern that the outcome, its definition, timing, or

determination do not match the review question

May be possible to judge at the participant level. In addition, if additional

inclusion/exclusion criteria can be applied to each dataset, this concern

can be avoided

Domain 4: Analysis

4.1. Were there a reasonable number of participants with the

outcome?

With the exception of 4.1, this domain can be omitted, given that the

IPDMA team has the freedom to alter and improve the analyses

conducted, including the application of multiple imputation methods to

address missing data

4.2. Were continuous and categorical predictors handled appropriately?

4.3. Were all enrolled participants included in the analysis?

4.4. Were participants with missing data handled appropriately?

4.5. Was selection of predictors based on univariable analysis avoided?

4.6. Were complexities in the data (e.g., censoring, competing risks, and

sampling of controls) accounted for appropriately?

4.7. Were relevant model performancemeasures evaluated appropriately?

4.8. Were model overfitting and optimism in model performance

accounted for?

4.9. Do predictors and their assigned weights in the final model

correspond to the results from multivariable analysis?

Source: The first column of Box 4 presents the PROBAST domains and signaling items, freely available at http://www.probast.org/. The PROBAST domains

were originally published by Wolff et al. and Moons et al. [7,8], � 2019 The American College of Physicians.
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5. Discussion

The number of IPDMA studies is increasing, yet they
have unique challenges and issues compared to traditional
systematic reviews and meta-analyses based on aggregate
data [2]. An important aspect is to examine the RoB and
applicability of included studies and the IPD provided,
but the results of our review reveal that improvements are
needed in this regard for test accuracy and prediction model
IPDMAs. This echoes a similar finding for IPDMAs of ran-
domized trials [5].

A key finding is that RoB was rarely assessed in IPD-
MAs of prediction model research, unlike for IPDMAs of
test accuracy where QUADAS-2 was mainly used. Howev-
er, even when RoB was considered, better reporting of RoB
assessments is needed, including the specific questions/
items/domains assessed and the tool used to do so. Going
forward, we recommended IPDMA researchers use and
adapt tools such as QUADAS-2 (or QUADAS-C when rele-
vant) and PROBAST, as outlined in the previous section,
for test accuracy and prediction models, respectively. The
RoB assessments can be summarized graphically or in a ta-
ble, and the findings incorporated into the results, discus-
sion, and conclusions of the IPDMA. In their IPDMA
projects, Levis et al. [26] provide supplementary tables
summarizing the judgments for each study, while Haase
et al. [17] provide summary tables and figures across all
studies in addition to the results of individual studies.

In the IPDMA context, it is important to assess the meth-
odological quality of the provided IPD (and not just the
quality of the available reports). Provision of data does
not guarantee quality, and in fact the IPD may elucidate
concerns about the quality of the data that were not
apparent based on the published reports alone [2].
Conversely, a big advantage in IPDMA projects is that
the IPD can be used to reduce RoB and improve applica-
bility. For instance, availability of IPD may allow reinclu-
sion of participants previously excluded from a study’s
original analysis; it may allow a subset of participants to
be identified that (compared to the full dataset) more
closely match the target population; and it may allow the
analysis team to apply more appropriate analytical
methods. However, IPD cannot overcome any inappropriate
exclusion of participants from a study’s original sampling
frame, nor can it overcome the use of imperfect reference
standards.

A major (but not well-recognized) advantage of IPDMA
projects is being able to refine and update RoB classifica-
tions after receiving the IPD itself and through discussion
with IPD providers. This was not emphasized by the large
majority of IPDMA projects we reviewed. IPD may lead to
a different RoB and applicability classification than initially
considered when using the reported information from that
study. For instance, regarding flow and timing, in the IPD-
MA of Levis et al., relevant primary studies often used a
wide range of time intervals between the index test (Patient
Health Questionnaire-9 assessment) and the reference stan-
dard (diagnostic interview), with potential for bias; howev-
er, when using the IPD from such studies the subset of
participants with appropriate time intervals could be
selected, thereby alleviating these concerns.

There are some limitations to consider from our review.
First, our review was not a ‘systematic’ review as we only
sought to obtain a representative sample of relevant articles.
Only PubMed was searched, and only one investigator
(B.L.) assessed articles for eligibility, with the support of
a second investigator (R.D.R.). The search string was not
developed by a librarian or peer-reviewed using PRESS,
but it was approved by all authors and achieved its goal
of identifying a relevant sample of IPDMAs. Our protocol
was not registered, but it was finalized prior to commencing
the review. In addition, our search was conducted in 2020;
the write-up was delayed due to COVID-19-related issues,
but we do not expect a fundamental shift in the last few
years of how RoB is assessed in IPDMAs. QUADAS-C
was published after our search [11] and citation checking
identified one IPDMA by one of its authors [63]. PRO-
BAST was published in 2019 [7,8], only 1 year before
the end of our search. Thus, it is possible that more recently
published IPDMAs of prediction model studies have incor-
porated PROBAST. Nonetheless, the original PROBAST
publications did not provide specific guidance for using
PROBAST in IPDMA projects, as we have now done here.
Finally, the recommendations provided here are based on
consensus among a small set of experts in IPDMAs of test
accuracy and prediction model research. Additional
research may be needed to extend the initial guidance
offered here.

In summary, RoB and applicability assessments need to
be improved in test accuracy and, in particular, prediction
model IPDMA projects. The use of QUADAS-2 (and
QUADAS-C if applicable) and PROBAST, both before
and after IPD are obtained, can address this. Alongside
our recommendations in Boxes 2e4, further development
and dissemination of tailored tools will also help improve
assessments of RoB and applicability in IPDMAs.
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