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#### Abstract

We present a study of 3D electromagnetic field zeros, uncovering their remarkable characteristic features and propose a classifying framework. These are a special case of general dark spots in optical fields, which sculpt light's spatial structure into matter-moving, information-rich vortices, escape the diffraction limit for single-molecule imaging, and can trap particles for nanoscale manipulation. Conventional dark spots are 2D in two aspects: localized in a plane and having a non-zero out-of-plane field component. We focus on non-paraxial fields, where 3D dark spots can exist non-stably at fully localized points, making distinct imprints in the flux of energy and momentum, and in the light's polarization texture. With this work, we hope to enhance current dark spot applications, or inspire new ones impossible with lower-dimensional zeros.
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## 1. INTRODUCTION

An optical vortex is the name commonly given to a zero in a complex scalar field, such as a component of the electric $\mathbf{E}$ or magnetic $\mathbf{H}$ field. Vortices in these components occur naturally in general 3D monochromatic interference [1], where they are infinitely thin continuous strands either extending infinitely through space or coiled into knotted, un-knotted, or linked closed loops [2-5]. On a vortex strand, the phase of the complex scalar field, which has zero real and imaginary parts, is undefined. This "phase singularity" contributes a circulation, throughout all of space, to the phase of the rest of the complex scalar field. Along a closed loop containing one vortex line, the circulating phase of the field increases in a clockwise or anticlockwise sense by an integer multiple of $2 \pi$. Vortex lines in optics have direct analogs in acoustics and water waves, and as a type of topological defect, are related to vortices in (super) fluids [6] and in Bose-Einstein condensates [7], and even cosmic strings [8]. Strong research interest in optical vortices over the past 30 years, combined with the availability of instruments and the flexibility in generating [9-12] and structuring [13] vortex-carrying beams, has positioned optics to act as a sandbox for exploring topological phenomena that appear more broadly across physics.

When considering the full 3D vector characteristics of an optical field, vortex lines in individual field components such as $E_{x}$, $E_{y}$, and $E_{z}$ are basis dependent and not so physically meaningful. By picturing these different scalar vortex threads permeating the vector field, we can appreciate how unlikely it is that the optical field is zero at a point (i.e., $\mathbf{E}=\mathbf{0}$, all three components simultaneously zero) in typical 3D interference (the vortex line in each of the
three field components would meet at such a zero point, requiring the manipulation of three extra parameters beyond the spatial $x, y, z)$. Despite the rarity of complete zeros in the wild, a lowerdimensional version can be readily manufactured in optical beams, and is remarkably well studied. Paraxial doughnut beams have an axial zero in the transverse field surrounded by a bright ring, and are used in modern spectroscopy techniques [14,15] because of the zero's immunity to the diffraction limit. The transverse field effectively consists of one or two scalar components with the vortex line along the beam axis, causing the real part of the local wave vector to curl around the axis and imbue the beam with intrinsic orbital angular momentum. The longitudinal field, meanwhile, is non-zero (albeit very small due to paraxiality) in the center of the beam, which, therefore, is better imagined not as an exact axial zero, but as a dim line of linear polarization (an L line) polarized parallel to the beam direction. This, and its confinement in only two dimensions, stretching along the third, is why we refer to the almost-dark center of the doughnut beam as a 2D zero. Its topological index is straightforward to define by counting how many multiples of $2 \pi$ the phases of the transverse components climb through over an enclosing circuit. The intrinsic orbital angular momentum carried by doughnut beams is the key property of the spatial structure of light that can rotate matter [16,17] and store information [18-20].

Surprisingly, the fully localized, 3D optical field zero, $\mathbf{E}=\mathbf{0}$, has been left largely unexplored. This is probably due to its unstable nature-a perturbation will destroy the zero point (i.e., cause the vortices in the three components no longer to coincide). Nevertheless, such a point is theoretically possible [21] and similar
point-like singularities have been artificially synthesized [22,23], but very little is understood about how it is imprinted into the surrounding field, and there is no simple classifying topological index like the topological charge of a 2 D vortex. We find that there is characteristic behavior around these field nulls-such as their organization of generic polarization singularities through them-which we investigate here.

The 3D electromagnetic field zero in its most fundamental, asymmetric, and 3D-confined form is the focus of this work. It is important to distinguish this "generic" zero as, relatively speaking, the most likely type of three-component zero (i.e., $\mathbf{E}=\mathbf{0}$ ) to occur naturally. It may be argued that even in non-paraxial regimes, higher-order vortex beams or azimuthally polarized beams have null longitudinal field components on their axes and a threecomponent zero exists there. We do not treat such high-order axial beam zeros, or those of azimuthal beams here, for two reasons. First, the zeros we study are first order, in that the first-order spatial derivatives of the field components are non-zero. Higher-order zeros fall outside of the classification we present in this work, and would require their own detailed analysis (polarization and vector singularities coupled to the high-order zero are much more complex). Second, beams are, by design and regardless of order, highly symmetric fields with degenerate polarization, momentum, and energy structures that are not normally characteristic of a typical 3D zero created in asymmetric, multiple plane wave interference. A zero in the $\mathbf{E}$-field alone has codimension 6 , requiring that the six total degrees of freedom of two real, 3D vectors (real and imaginary parts of the three components $\mathbf{E}$ ) are suppressed simultaneously. This means 3D zeros exist stably in a 6D parameter space, and is why optical field zeros are not natural in random interference patterns spanning only three spatial dimensions, being hidden by instability. Instead, 3D zeros must be revealed by tuning an additional three parameters (this is discussed in [22] for a zero in two electric field components). Some of these parameters could be the polarization components of a plane wave, for example, and in fact, 3D zeros can be very easily manufactured and controlled in pure plane wave interference or near fields with a simple technique [21], and their higher dimensional confinement could provide a greater degree of precision in dark spot spectroscopy. Due to their electric field dependence, the zero in $\mathbf{E}$ is coupled to a collection of singularities, each with its own topological signature, in various physical quantities associated with the light field including the complex Poynting vector, canonical momentum, spin momentum, and spin angular momentum. Learning how energy flow and momentum circulate around a 3D vortex could inspire applications that would be otherwise unfeasible using typical lower-dimensional zeros. Alternatively, the magnetic field $\mathbf{H}$ may vanish at a point, or more extremely, both $\mathbf{E}$ and $\mathbf{H}$ might simultaneously vanish, giving a true electromagnetic null with codimension 12. Here, we report the key features of a 3D field electric or magnetic field zero, including the way that polarization singularities are forced to intersect and the flux of the complex Poynting vector and canonical and spin momenta. With these findings, for the first time, we propose a framework to classify the physically realizable varieties of 3D field zero.

## 2. RESULTS

To contextualize our study, we begin with some brief intuition on the special features that we might expect to find near a 3D zero. If either $\mathbf{E}$ or $\mathbf{H}$ is zero at a given point $\mathbf{r}_{0}$, some related quantities
are zero too, including the flux of energy, canonical momentum, and spin angular momentum. Since these fluxes are vector quantities, their direction is singular at $\mathbf{r}_{0}$, and an imprint is made in the surrounding space where they are well defined. In three spatial dimensions, even if these fluxes are divergence-less, there is more than one possible (topologically unique) imprint that can be left by and characterize the zero in $\mathbf{E}$. The electric field spin is particularly interesting, because its zeros (in non-paraxial fields) are codimension 2 objects-meaning they are 1D continuous lines, defining the threads of pure linear electric polarization. This continuity should require at least one zero-spin line, an $L$ line, to pass through $\mathbf{r}_{0}$. A similar argument can be made for lines of pure circular electric polarization, except that C lines are defined by a complex quadratic equation, $\mathbf{E} \cdot \mathbf{E}=0$, equivalent to a real quartic equation, $|\mathbf{E} \cdot \mathbf{E}|^{2}=0$, which has zero, two, or four real roots. It turns out, as we will show, that a given number of Clines and Llines must always intersect in a 3D electric field zero. Before reporting these and other findings in detail from a mathematical argument and analytical simulations in Section 2.3 and beyond, the next two subsections provide an overview of polarization singularities and set out our way of classifying 3D field zeros using dyadics associated with the field.

## A. Overview of Polarization Singularities in Paraxial and Non-paraxial Fields

L lines and C lines are called polarization singularities and are vector versions of scalar vortex lines in wave fields, existing in light [24-26] and acoustic and water waves [27] (both acoustic and water waves have a vector nature $[28,29]$ ) where some property of the general polarization ellipse is not defined. In 3D fields, polarization singularities are often described as the underlying skeleton that embeds highly complex topologies into the field's polarization texture [30,31]. Polarization singularities have been studied in full 3 D and in paraxial fields [32], where in paraxial fields (considering only the two transverse field components), polarization is circular at points and linear along lines. Propagating the paraxial field (maintaining transverse polarization) draws out the C points and L lines in the transverse plane into C lines and L surfaces in three dimensions.

A polarization ellipse has orthogonal semi-major and semiminor axes, telling us which way the ellipse is oriented. But because a polarization circle has no semi-major or semi-minor axis, at a C point, the orientation of the circle is undefined causing neighboring polarization ellipses (almost circular) to rotate when tracked along a C-point-enclosing loop. The ellipse major axis is described throughout space with a line field, in that the axis is oriented some way in space but does not point one way or another-an ellipse looks identical to its 180 deg rotated self. This means that along the enclosing circuit, the rotating ellipses turn continuously through an integer multiple of $\pi$ radians, rather than $2 \pi$, which is why C points are assigned a half-integer index. When the field is fully 3D and the polarization ellipse is free to tilt in any Cartesian direction, circular polarization still occurs along 1D threads (C lines that are no longer straight as in the paraxial case) but the surrounding polarization ellipses also twist, so that their major axes sweep out Möbius strips [33-35]. Analogs of C lines exist in polychromatic fields, shaping the rest of the field into other remarkable topological structures [36].

L lines/L surfaces in paraxial fields (ignoring longitudinal fields) separate regions of left and right handed polarization ellipses.


Fig. 1. Visualization of scalar and polarization singularities in a non-paraxial electromagnetic field. (a) Scalar vortices exist in complex scalar fields, such as the components of $\mathbf{E}$, where the scalar field is zero and its phase is undefined, forming 1D threads in the interference of three or more plane waves. Around a scalar vortex line, the phase of the field increases by an integer $l$ multiple of $2 \pi$ in a clockwise or anticlockwise sense. Singular lines exist in the complex vector characteristic of $\mathbf{E}$ and $\mathbf{H}$ fields, called polarization singularities, which include C lines (lines of circular polarization) and L lines (lines of linear polarization). (b) In a circuit around a point on a C line, in the plane of the polarization circle at that point, nearby polarization ellipses rotate through an integer multiple of $\pi$ radians. (c) Around an Lline, the normal to nearby polarization ellipses rotate by an integer multiple of $2 \pi$ radians.

In non-paraxial fields, L lines are strictly 1D lines (not surfaces) and complement C lines in shaping the surrounding polarization structure. This reduction of dimension to the L entity occurs because, to be linearly polarized, the real and imaginary parts of the field (say $\mathbf{E}=\mathbf{p}+i \mathbf{q}$ ) need to be (anti)parallel (not necessarily equal). If $\mathbf{E}$ is paraxial and linearly polarized, then in the transverse plane, the ratio of the $x$ components of $\mathbf{p}$ and $\mathbf{q}$ must equal the ratio of their $y$ components-a single condition, dissolving only one degree of freedom of one vector relative to the other. If $\mathbf{E}$ is nonparaxial, then an extra condition accounting for the ratio of the $z$ components of $\mathbf{p}$ and $\mathbf{q}$ must be satisfied for linear polarization [23]. Between paraxial and full 3D fields, the linear polarization object's codimension increases from one to two. Its codimension is the dimension of the vector space $\mathbf{S}_{\mathrm{E}}$ (3) minus the real-space dimension of the $L$ surface (2) or $L$ line (1) which lies in $\boldsymbol{S}_{\mathrm{E}}$. The spin angular momentum of the field is zero when linearly polarized, meaning the direction of the normal to the field oscillations cannot be defined. Drawing a circuit around an $L$ line, the spin vector rotates through $2 \pi$ radians in a clockwise or anti-clockwise sense and defines the Lline's topological index.

The characteristics of scalar vortices and $C$ lines and $L$ lines are visualized in Fig. 1.

## B. Indexing Point-Like Singularities

Polarization singularities occur equally often among the general polarization ellipses in $\mathbf{E}$ and $\mathbf{H}$ fields, and need not coincide with each other. Phase singularities, C lines, and L lines are all indexed by looking at the circulation or rotation of a scalar or vector quantity around a loop enclosing the singularity of interest [37]. All three of these singularities are threads in 3D fields, but the winding number concept can be generalized to higher-dimensional singularities and calculated for point-like, 3D vector singularities via the topological degree. Instead of integrating a quantity associated with a line singularity around a 1D closed circuit, for isolated singular points in 3D, we should integrate an appropriate quantity over a closed surface enclosing the point singularity. For a vector $\mathbf{V}\left(\mathbf{r}_{S}\right)$ on a surface $S\left(\mathbf{r}_{S} \in S\right)$ in 3D real space, for example, the topological degree of $\mathbf{r}_{S} \mapsto \mathbf{V}$ (mapping from the real space surface
$\mathbf{r}_{S}$ to $\mathbf{V}$ ) is a calculation of the integer number of times that every possible direction of $\mathbf{V}$ is realized (on a sphere) on all points $\mathbf{r}_{S}$ on the surface $S$. As with other kinds of topological singularities in physical fields, the easiest realized topological degrees (winding numbers) are $\pm 1$. Mathematically, a $0, \pm 1$ topological degree is the integral of the determinant of the dyadic $D(\mathbf{V})$ of $\mathbf{V}$ over $S$ divided by $A$, the area of $S$ :

$$
\begin{equation*}
\operatorname{deg}(\mathbf{V})=\frac{1}{A} \int_{S} \operatorname{det}(D(\mathbf{V})) \mathrm{d} S \tag{1}
\end{equation*}
$$

The dyadic $D(\mathbf{V})$, also called the Jacobian matrix of $\mathbf{V}$, contains the first-order spatial derivatives of each component of $\mathbf{V}$. The sign of the determinant of $D(\mathbf{V})$ equals the product of the signs of its eigenvalues. For 3 D vectors where $D(\mathbf{V})$ is a $3 \times 3$ matrix, it is possible for drastically different behaviors of $\mathbf{V}$ to be hidden under the same topological degree. For example, if $\mathbf{V}(\mathbf{r}=0)=\mathbf{0}$ (meaning the direction of $\mathbf{V}$ is singular at the origin) and we assume that a linear map from an origin-enclosing surface to $\mathbf{V}$ has a topological degree of -1 , then $D(\mathbf{V})$ at $\mathbf{r}=\mathbf{0}$ could have signed eigenvalues (in any order) of ++- or --- . Physically, the origin could be either a saddle point or a sink for $\mathbf{V}$ with no distinction in topological degree because both ++- and --- eigenvalues multiply to a negative sign. Rather than calculating the topological degree, to try to classify the flux of energy and canonical momentum through a 3D optical field zero, we use the signs of the eigenvalues of their first-order dyadics evaluated in the position of the field zero. Due to the odd number of eigenvalues of 3D Jacobian matrices, there is a strong contrast between optical fluxes in 3D and in paraxial fields [38].

We use the ideas discussed here to report our findings in the following sub-sections, beginning with the six possible ways that C lines and L lines can intersect in a 3 D zero.

## C. Polarization Singularities at a 3D Electric Field Zero

We will focus on a 3D electric field zero in position $\mathbf{r}_{0}$, that is, $\mathbf{E}\left(\mathbf{r}_{0}\right)=\mathbf{0}$, and study the nearby strands of circular and linear electric polarization. Identical arguments to those given here could
(a)
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Fig. 2. Electric polarization singularities passing through a 3 D electric field zero at position $\mathbf{r}_{0}$. (a) Visualization of why zero, two, or four C lines must pass through $\mathbf{r}_{0}$. In a first-order approximation, surfaces $\operatorname{Re}\{\mathbf{E} \cdot \mathbf{E}\}=0(\mathrm{red})$ and $\operatorname{Im}\{\mathbf{E} \cdot \mathbf{E}\}=0$ (blue) are double cones, and where they intersect, C lines exist. Two double cones intersect along two or four lines, or do not intersect at all, which is easy to see by considering the cones' cross sections on the unit sphere: ellipses that cross at zero, two, or four points. (b) Six different examples of electric field zeros created at position $\mathbf{r}_{0}$ (red circle), one per unique combination of $C$ lines and $L$ lines meeting there. The $C$ lines are marked by blue regions where $\mathbf{E} \cdot \mathbf{E} \approx 0$ and the $L$ lines by green regions where $\operatorname{Im}\left\{\mathbf{E}^{*} \times \mathbf{E}\right\} \approx$ 0. Each field zero is created in analytical simulations in MATLAB by designing the polarization of 10 plane waves with random wave vectors, wavelength 500 nm , to interfere destructively at $\mathbf{r}_{0}$. The plane waves have different polarizations and wave vectors for each example zero in (b).
be made for magnetic field zeros $\left[\mathbf{H}\left(\mathbf{r}_{0}\right)=\mathbf{0}\right]$ and magnetic polarization singularities, or for simultaneous electric and magnetic field zeros $\left[\mathbf{E}\left(\mathbf{r}_{0}\right)=\mathbf{H}\left(\mathbf{r}_{0}\right)=\mathbf{0}\right]$ and polarization singularities of either $\mathbf{E}$ or $\mathbf{H}$. Any smooth function of $\mathbf{r}$ is nearly linear over small distances, which means all fundamental behavior of the electric field in the immediate vicinity of the zero is captured by its Jacobian, $\mathbf{J}_{\mathrm{E}}=D(\mathbf{E})$, a complex $3 \times 3$ matrix containing all first-order spatial derivatives of $E_{x}, E_{y}$, and $E_{z}$, evaluated at $\mathbf{r}_{0}$ :

$$
\mathbf{J}_{\mathrm{E}}=D(\mathbf{E})=\left(\begin{array}{ccc}
\frac{\partial E_{x}}{\partial x} & \frac{\partial E_{x}}{\partial y} & \frac{\partial E_{x}}{\partial z}  \tag{2}\\
\frac{\partial E_{y}}{\partial x} & \frac{\partial E_{y}}{\partial y} & \frac{\partial E_{y}}{\partial z} \\
\frac{\partial E_{z}}{\partial x} & \frac{\partial E_{z}}{\partial y} & \frac{\partial E_{z}}{\partial z}
\end{array}\right)=(\nabla \otimes \mathbf{E})^{T}
$$

The Jacobian of the magnetic field at $\mathbf{r}_{0}, \mathbf{J}_{\mathrm{H}}$, can be defined similarly. In free space, $\mathbf{J}_{\mathrm{E}}$ and $\mathbf{J}_{\mathrm{H}}$ are always traceless because $\mathbf{E}$ and $\mathbf{H}$ are divergence free. Maxwell's equations also require that if $\mathbf{E}\left(\mathbf{r}_{0}\right)=\mathbf{0}$, then $\mathbf{J}_{\mathrm{H}}$ must be symmetric at $\mathbf{r}_{0}$ and vice versa for $\mathbf{H}\left(\mathbf{r}_{0}\right)=\mathbf{0}$. We make a first-order approximation of the electric field vector near $\mathbf{r}_{0}$ with

$$
\begin{equation*}
\tilde{\mathbf{E}}=\mathbf{J}_{\mathrm{E}} \mathbf{v} \tag{3}
\end{equation*}
$$

where $\mathbf{v}=\mathbf{r}-\mathbf{r}_{0}$.
Nearby C lines emerge in our approximated field wherever $\tilde{\mathbf{E}} \cdot \tilde{\mathbf{E}}=0$, which we may calculate using Eq. (3) and separate into real and imaginary parts:

$$
\begin{align*}
& \tilde{\mathbf{E}} \cdot \tilde{\mathbf{E}}=\left(\mathbf{J}_{\mathrm{E}} \mathbf{v}\right) \cdot\left(\mathbf{J}_{\mathrm{E}} \mathbf{v}\right) \\
& \quad=\mathbf{v}^{T} \mathbf{M} \mathbf{v}+i \mathbf{v}^{T} \mathbf{N} \mathbf{v} \tag{4}
\end{align*}
$$

where $\mathbf{M}=\operatorname{Re}\left\{\mathbf{J}_{\mathrm{E}}^{T} \mathbf{J}_{\mathrm{E}}\right\}$, and $\mathbf{N}=\operatorname{Im}\left\{\mathbf{J}_{\mathrm{E}}^{T} \mathbf{J}_{\mathrm{E}}\right\}$. The two terms in Eq. (4) are quadric surfaces connecting constant valued real and imaginary parts of $\tilde{\mathbf{E}} \cdot \tilde{\mathbf{E}}$, and the real and imaginary surfaces described by setting Eq. (4) equal zero cross in real space where $\tilde{\mathbf{E}}$ is circularly polarized. The real $3 \times 3$ matrices $\mathbf{M}$ and $\mathbf{N}$ are
symmetric and always have real eigenvalues. Normally, these eigenvalues have signs ++- or --+ (in any order) so that surfaces $\mathbf{v}^{T} \mathbf{M v}=0$ and $\mathbf{v}^{T} \mathbf{N v}=0$ are both double cones, vertices touching at $\mathbf{v}=\mathbf{0}$ as shown in Fig. 2(a). The cones have an elliptical cross section whose ellipticity is constant with distance from $\mathbf{v}=0$ in the linear approximation. Because two ellipses can intersect at zero, two, or four points [as shown in the lower part of Fig. 2(a)], there must be zero, two, or four C lines passing through the electric field zero. If one matrix, say $\mathbf{M}$, is positive or negative definite (all positive or all negative eigenvalues), $\operatorname{Re}\{\tilde{\mathbf{E}} \cdot \tilde{\mathbf{E}}\}$ will solely increase or decrease in all outward directions from $\mathbf{v}=\mathbf{0}$. Then, the constantvalued surface $\mathbf{v}^{T} \mathbf{M v}=C$ becomes an ellipsoid, and $\mathbf{v}^{T} \mathbf{M v}=0$ is satisfied only at $\mathbf{v}=\mathbf{0}$ so that no $C$ lines pass through the 3 D vortex.

To reveal the number of L lines that extend through the 3D electric field zero, we must calculate the electric field spin, given by

$$
\begin{equation*}
\mathbf{S}_{\mathrm{E}} \propto \operatorname{Im}\left\{\mathbf{E}^{*} \times \mathbf{E}\right\}=2 \operatorname{Re}\{\mathbf{E}\} \times \operatorname{Im}\{\mathbf{E}\} \tag{5}
\end{equation*}
$$

When the electric field is linearly polarized $\left(\mathbf{S}_{\mathrm{E}}=\mathbf{0}\right)$, the real and imaginary parts of $\mathbf{E}$ must be (anti)parallel. Under the approximation Eq. (3), this means

$$
\begin{equation*}
\operatorname{Re}\left\{\mathbf{J}_{\mathrm{E}}\right\} \mathbf{v}=\lambda \operatorname{Im}\left\{\mathbf{J}_{\mathrm{E}}\right\} \mathbf{v} \tag{6}
\end{equation*}
$$

where $\lambda$ is a positive or negative scalar. The directions of the L lines crossing through $\mathbf{v}=\mathbf{0}$ are given by the three eigenvectors of the matrix $\operatorname{Im}\left\{\mathbf{J}_{E}\right\}^{-1} \operatorname{Re}\left\{\mathbf{J}_{E}\right\}$. Since this matrix is real-valued, either all three of these eigenvectors are real, corresponding to three L lines, or only one of them is real and is accompanied by a conjugate pair of complex eigenvectors. In that case, just one L line passes through the 3 D zero because $\mathbf{v}$ cannot point in a complex direction.

Summarizing, zero, two, or four C lines and either one or three L lines always meet at $\mathbf{r}_{0}$ in a 3 D electric field zero $\mathbf{E}\left(\mathbf{r}_{0}\right)=\mathbf{0}$. An identical conclusion can be drawn for C lines and L lines of the magnetic field for the case of $\mathbf{H}\left(\mathbf{r}_{0}\right)=\mathbf{0}$. In Fig. 2(b), an example of each of the six possible C line/L line combinations through a 3 D zero is presented, the zeros created in the interference of 10 plane waves. Each zero is enforced by separate ensembles of 10 plane
waves with random wave vector directions that are deliberately polarized to destructively interfere at a single point.

## D. Energy Flux Singularity

The flow of energy in a light field is described by the complex Poynting vector, $\frac{1}{2} \mathbf{E}^{*} \times \mathbf{H}$. The real part of this vector (often itself called the "Poynting vector") corresponds to the time-averaged power transfer (sometimes known as active power) in the field, while reactive power (associated with oscillations in the transfer of power) is accounted for by the less-used imaginary part. We refer to these two real vectors as $\mathbf{P}_{\mathrm{r}}$ and $\mathbf{P}_{\mathrm{i}}$ :

$$
\begin{align*}
& \mathbf{P}_{\mathrm{r}}=\frac{1}{2} \operatorname{Re}\left\{\mathbf{E}^{*} \times \mathbf{H}\right\}  \tag{7}\\
& \mathbf{P}_{\mathrm{i}}=\frac{1}{2} \operatorname{Im}\left\{\mathbf{E}^{*} \times \mathbf{H}\right\} \tag{8}
\end{align*}
$$

When either $\mathbf{E}$ or $\mathbf{H}$ is zero at point $\mathbf{r}_{0}$, the complex Poynting vector vanishes, and its real and imaginary parts circulate in the space around the zero according to their first-order derivatives at $\mathbf{r}_{0}$. The real part $\mathbf{P}_{\mathrm{r}}$ is divergence-less in free space where there is no absorption or energy generation, and must therefore be organized into a vector saddle point at $\mathbf{r}_{0}$. An example flow of active power around a 3 D electric field zero created at $\mathbf{r}_{0}\left[\mathbf{E}\left(\mathbf{r}_{0}\right)=\mathbf{0}, \mathbf{H}\left(\mathbf{r}_{0}\right) \neq \mathbf{0}\right]$ is given in the top row of panels in Fig. 3, where $\mathbf{P}_{\mathrm{r}}$ is plotted on the $x y, x z$, and $y z$ planes coinciding at $\mathbf{r}_{0}$. Although there is no net flow of active power in or out of the zero, $\mathbf{P}_{\mathrm{r}}$ streamlines can be arranged in two topologically different ways depending on whether the signs of the eigenvalues of its first-order dyadic, $\operatorname{Im}\left\{\left(\mathbf{J}_{\mathrm{E}}^{T}-\mathbf{J}_{\mathrm{E}}\right) \mathbf{J}_{\mathrm{E}}^{*}\right\}$ (written electrically without prefactors), are ++- or +-- , corresponding to two possible topological orders of -1 or +1 . One might notice that the imaginary Poynting vector $\mathbf{P}_{\mathrm{i}}$, which is plotted on the same planes for the same free space electric field zero at $\mathbf{r}_{0}$ in the lower row of panels of Fig. 3, is not divergence free-in fact, it is physically possible for a source, sink, or saddle of $\mathbf{P}_{\mathrm{i}}$ to exist there, depending on whether $\mathbf{E}$ or $\mathbf{H}$ is zero. To see why, we first note that using Maxwell's equations in
free space (see Supplement 1), the imaginary Poynting vector can be decomposed into a sum of two terms, one polarization independent and one polarization dependent, each containing electric and magnetic contributions:

$$
\begin{align*}
\mathbf{P}_{\mathrm{i}}= & -\frac{c^{2}}{2 \omega} \epsilon_{0} \operatorname{Re}\left\{\left(\mathbf{J}_{\mathrm{E}}^{T}-\mathbf{J}_{\mathrm{E}}\right) \mathbf{E}^{*}\right\} \\
= & \frac{c^{2}}{2 \omega} \mu_{0} \operatorname{Re}\left\{\left(\mathbf{J}_{\mathrm{H}}^{T}-\mathbf{J}_{\mathrm{H}}\right) \mathbf{H}^{*}\right\} \\
= & \frac{c^{2}}{4 \omega}\left[-\frac{1}{2} \epsilon_{0} \nabla\left(\mathbf{E}^{*} \cdot \mathbf{E}\right)+\frac{1}{2} \mu_{0} \nabla\left(\mathbf{H}^{*} \cdot \mathbf{H}\right)\right] \\
& +\frac{c^{2}}{4 \omega} \operatorname{Re}\left\{\epsilon_{0} \mathbf{J}_{\mathrm{E}} \mathbf{E}^{*}-\mu_{0} \mathbf{J}_{\mathrm{H}} \mathbf{H}^{*}\right\} \tag{9}
\end{align*}
$$

The first term in Eq. (9) represents the difference in gradient of the electric and magnetic energy density of the light field, while polarization-dependent behavior of $\mathbf{P}_{i}$ derives from the second term since $\mathbf{J}_{\mathrm{E}} \mathbf{E}^{*}$ and $\mathbf{J}_{\mathrm{H}} \mathbf{H}^{*}$ contain inter-component multiplication. In certain cases such as a uniformly polarized standing wave, the second term is zero, and the gradient of the difference in electric and magnetic energy density determines the direction of reactive power flow. Because $\mathbf{E}^{*} \cdot \mathbf{E}=|\mathbf{E}|^{2}$ is a positive real quantity, a 3 D zero in $\mathbf{E}$ is a source for the vector $\nabla\left(\mathbf{E}^{*} \cdot \mathbf{E}\right)$ (and likewise for $\left.\mathbf{H}\right)$. Depending on the combination of polarization-independent and polarization-dependent terms as per Eq. (9), the divergence of the imaginary Poynting vector at $\mathbf{r}_{0}$ may not be zero. Note that there is a difference in signs between the electric and magnetic terms in Eq. (9), meaning $\mathbf{P}_{\mathrm{i}}$ behaves differently for $\mathbf{E}\left(\mathbf{r}_{0}\right)=\mathbf{0}, \mathbf{H}\left(\mathbf{r}_{0}\right) \neq \mathbf{0}$ and $\mathbf{H}\left(\mathbf{r}_{0}\right)=\mathbf{0}, \mathbf{E}\left(\mathbf{r}_{0}\right) \neq \mathbf{0}$, and $\mathbf{E}\left(\mathbf{r}_{0}\right)=\mathbf{H}\left(\mathbf{r}_{0}\right)=\mathbf{0} 3 \mathrm{D}$ zeros. To understand the flow of $\mathbf{P}_{\mathrm{i}}$ through an optical field zero, we assume a non-dual electric field zero $\left[\mathbf{E}\left(\mathbf{r}_{0}\right)=\mathbf{0}\right.$ and $\left.\mathbf{H}\left(\mathbf{r}_{0}\right) \neq \mathbf{0}\right]$ and make a first-order approximation of $\mathbf{P}_{\mathrm{i}}$, this time referring to the relevant linear transformation matrix as the first-order dyadic of the imaginary Poynting vector, $D\left(\mathbf{P}_{\mathrm{i}}\right)$, which is defined identically to $\mathbf{J}_{\mathrm{E}}$ in Eq. (2) with $\mathbf{P}_{\mathrm{i}}$ and its components in place of $\mathbf{E}$. Our approximate imaginary Poynting vector is


Fig. 3. Flow of the (a)-(c) real $\mathbf{P}_{\mathrm{r}}$ and (d)-(f) imaginary $\mathbf{P}_{\mathrm{i}}$ parts of the Poynting vector, $\frac{1}{2} \mathbf{E}^{*} \times \mathbf{H}$, on the $x y, x z$, and $y z$ planes coinciding with an electric field zero at position $\mathbf{r}_{0}$ (blue circle). The real Poynting vector is divergence free, meaning a vector saddle point of $\mathbf{P}_{\mathrm{r}}$ is set up at $\mathbf{r}_{0}$. The imaginary Poynting vector is not necessarily divergence free and can be organized in a sink at $\mathbf{r}_{0}$ when $\mathbf{E}\left(\mathbf{r}_{0}\right)=\mathbf{0}$ (a source is not possible unless the magnetic field is zero). Results are generated by designing the polarization of 10 plane waves with random propagation directions to interfere completely at $\mathbf{r}_{0}$.

$$
\begin{equation*}
\tilde{\mathbf{P}}_{\mathrm{i}}=D\left(\mathbf{P}_{\mathrm{i}}\right) \mathbf{v} \tag{10}
\end{equation*}
$$

where $\mathbf{v}=\mathbf{r}-\mathbf{r}_{0}$. The dyadic $D\left(\mathbf{P}_{\mathrm{i}}\right)=\left(\nabla \otimes \mathbf{P}_{\mathrm{i}}\right)^{T}$ evaluated at $\mathbf{r}_{0}$ is, using the electric representation of $\mathbf{P}_{\mathrm{i}}$ in Eq. (9) (top line),

$$
\begin{equation*}
D\left(\mathbf{P}_{\mathrm{i}}\right)=-\frac{c^{2}}{2 \omega} \epsilon_{0} \operatorname{Re}\left\{\left(\mathbf{J}_{\mathrm{E}}^{T}-\mathbf{J}_{\mathrm{E}}\right) \mathbf{J}_{\mathrm{E}}^{*}\right\} . \tag{11}
\end{equation*}
$$

There are no second-order derivatives of $\mathbf{E}$ in Eq. (11) because $\mathbf{E}\left(\mathbf{r}_{0}\right)=\mathbf{0}$. Surprisingly, $D\left(\mathbf{P}_{\mathrm{i}}\right)$ cannot have three positive eigenvalues, as justified in the Supplement 1. The result is that at a 3D electric field zero, $\mathbf{P}_{\mathrm{i}}$ is organized into one of two types of saddle with topological degree 1 or -1 , or a sink with topological degree -1 , never a source. When $\mathbf{H}\left(\mathbf{r}_{0}\right)=\mathbf{0}$ and $\mathbf{E}\left(\mathbf{r}_{0}\right) \neq \mathbf{0}$, the opposite is true because of the dual-asymmetry of the imaginary Poynting vector: $\mathbf{P}_{\mathrm{i}}$ can form a saddle or source at $\mathbf{r}_{0}$ but not a sink.

## E. Orbital Current Singularity

When divided by $c^{2}$, the real Poynting vector Eq. (7) turns into a momentum density, kinetic momentum density, which, using Maxwell's equations for time-harmonic fields, can be split in to a well-known sum of separate orbit and spin contributions [39,40]. For instance, by substituting (with prefactors) the curl of $\mathbf{E}$ for $\mathbf{H}$, kinetic momentum density can be written as

$$
\begin{align*}
\Pi & =\frac{1}{2 c^{2}} \operatorname{Re}\left\{\mathbf{E}^{*} \times \mathbf{H}\right\} \\
& =\frac{1}{2 \omega} \epsilon_{0} \operatorname{Im}\left\{\mathbf{E}^{*} \cdot(\nabla) \mathbf{E}\right\}+\frac{1}{2 \omega} \epsilon_{0} \nabla \times \frac{1}{2} \operatorname{Im}\left\{\mathbf{E}^{*} \times \mathbf{E}\right\} \tag{12}
\end{align*}
$$

where $\quad \mathbf{A} \cdot(\nabla) \mathbf{B}=A_{x} \nabla B_{x}+A_{y} \nabla B_{y}+A_{z} \nabla B_{z}=\mathbf{J}_{\mathrm{B}}^{T} \mathbf{A}$, with $\mathbf{J}_{\mathrm{B}}$ being the Jacobian of $\mathbf{B}$ defined identically to Eq. (2) (the decomposition is explained in more detail in the Supplement 1 ). The first decomposed term is $\mathbf{p}_{\mathrm{E}}^{\mathrm{o}}$, the orbital contribution to kinetic momentum density, called canonical momentum density, imparted by the electric field only:

$$
\begin{equation*}
\mathbf{p}_{\mathrm{E}}^{\mathrm{o}}=\frac{1}{2 \omega} \epsilon_{0} \operatorname{Im}\left\{\mathbf{E}^{*} \cdot(\nabla) \mathbf{E}\right\}=\frac{1}{2 \omega} \epsilon_{0} \operatorname{Im}\left\{\mathbf{J}_{\mathrm{E}}^{T} \mathbf{E}^{*}\right\} \tag{13}
\end{equation*}
$$

Equation (12) can also be written purely in terms of $\mathbf{H}$, and by averaging these equivalent representations of $\Pi$, dual-symmetric canonical momentum density is obtained:

$$
\begin{equation*}
\mathbf{p}^{\mathrm{o}}=\frac{1}{4 \omega} \operatorname{Im}\left\{\epsilon_{0} \mathbf{E}^{*} \cdot(\nabla) \mathbf{E}+\mu_{0} \mathbf{H}^{*} \cdot(\nabla) \mathbf{H}\right\} \tag{14}
\end{equation*}
$$

This momentum density definition contains both the electric and magnetic fields' influences, and produces the total orbital angular momentum of the field within a volume when $\mathbf{r} \times \mathbf{p}^{\circ}$ is integrated. Naturally, the electric and magnetic contributions to Eq. (14) become zero whenever $\mathbf{E}=\mathbf{0}$ and $\mathbf{H}=\mathbf{0}$. Singularities in $\mathbf{E}(\mathbf{H})$ are automatically coupled to singularities in the $\mathbf{p}_{\mathrm{E}}^{\circ}\left(\mathbf{p}_{\mathrm{H}}^{\mathrm{o}}\right)$ vector, which has an undetermined direction in the 3 D zero. This implies circulation of canonical momentum in some fashion in the surrounding volume. Of course, while the total canonical momentum density at $\mathbf{r}_{0}$ is not zero when only one electromagnetic field is zero, e.g., $\mathbf{E}=\mathbf{0}$, we could draw the same conclusions we make here for Eq. (14) rather than Eq. (13) near a dual-3D vortex $\left(\mathbf{E}\left(\mathbf{r}_{0}\right)=\mathbf{H}\left(\mathbf{r}_{0}\right)=\mathbf{0}\right)$. Note that by normalizing $\mathbf{E}$, the argument to Im\{\} in Eq. (13) defines the local electric wave vector [25]:

$$
\begin{equation*}
\mathbf{k}_{\mathrm{loc}}^{\mathrm{e}}=-i \mathbf{e}^{*} \cdot(\nabla) \mathbf{e}, \tag{15}
\end{equation*}
$$

where $\mathbf{e}=\frac{\mathbf{E}}{\sqrt{\mathbf{E}^{*} \cdot \mathbf{E}}}$. The real part of $\mathbf{k}_{\text {loc }}^{e}$ is the local phase gradient of the electric field, while $\operatorname{Im}\left\{\mathbf{k}_{\text {loc }}^{e}\right\}$ points in the direction of decreasing electric field intensity. A3D, real vector, $\operatorname{Re}\left\{\mathbf{k}_{\text {loc }}^{\mathrm{E}}\right\}$ (and therefore canonical momentum density) can vanish at localized points in space with non-zero electric field, where a saddle-like circulation of $\operatorname{Re}\left\{\mathbf{k}_{\text {loc }}^{\mathrm{E}}\right\}$ surrounds [41], similar to the top row of panels in Fig. 3. But when the electric field vanishes and the direction of $\operatorname{Re}\left\{\mathbf{k}_{\text {loc }}^{\mathrm{E}}\right\}$ is automatically undefined, a different behavior emerges.

To understand why, we once again make a first-order approximation, this time of $\mathbf{p}_{\mathrm{E}}^{\mathrm{o}}$, capturing the electric canonical momentum very near a 3D electric field zero at $\mathbf{r}_{0}$ in its dyadic $D\left(\mathbf{p}_{\mathrm{E}}^{\mathrm{o}}\right)$ :

$$
\begin{equation*}
\tilde{\mathbf{p}}_{\mathrm{E}}^{\mathrm{o}}=D\left(\mathbf{p}_{\mathrm{E}}^{\mathrm{o}}\right) \mathbf{v} \tag{16}
\end{equation*}
$$

where $\mathbf{v}=\mathbf{r}-\mathbf{r}_{0}$. The dyadic $D\left(\mathbf{p}_{\mathrm{E}}^{\mathrm{o}}\right)=\left(\nabla \otimes \mathbf{p}_{\mathrm{E}}^{\mathrm{o}}\right)^{T}$ at a general point in space is given by

$$
\begin{align*}
D\left(\mathbf{p}_{\mathrm{E}}^{\circ}\right)= & \frac{1}{4 \omega} \epsilon_{0} \operatorname{Im}\left\{\mathbf{J}_{\mathrm{E}}^{T} \mathbf{J}_{\mathrm{E}}^{*}\right\} \\
& +\frac{1}{4 \omega} \varepsilon_{0} \operatorname{Im}\left\{E_{x}^{*} \operatorname{Hess}\left(E_{x}\right)+E_{y}^{*} \operatorname{Hess}\left(E_{y}\right)+E_{z}^{*} \operatorname{Hess}\left(E_{z}\right)\right\}, \tag{17}
\end{align*}
$$

where $\operatorname{Hess}(A)$ is the Hessian matrix of the scalar field $A$ :

$$
\operatorname{Hess}(A)=\left(\begin{array}{ccc}
\frac{\partial^{2} A}{\partial x^{2}} & \frac{\partial^{2} A}{\partial x \partial y} & \frac{\partial^{2} A}{\partial x \partial z}  \tag{18}\\
\frac{\partial^{2} A}{\partial y \partial x} & \frac{\partial^{2} A}{\partial y^{2}} & \frac{\partial^{2} A}{\partial y \partial z} \\
\frac{\partial^{2} A}{\partial z \partial x} & \frac{\partial^{2} A}{\partial z \partial y} & \frac{\partial^{2} A}{\partial z^{2}}
\end{array}\right)
$$

As $\mathbf{E}$ approaches zero, the trace-less matrix $D\left(\mathbf{p}_{\mathrm{E}}^{\mathrm{o}}\right)$ is dominated by the first term in Eq. (17), and if evaluated at a location $\mathbf{r}_{0}$, where $\mathbf{E}\left(\mathbf{r}_{0}\right)=\mathbf{0}$, the linear approximation of $\mathbf{p}_{\mathrm{E}}^{\circ}$ responds only to the properties of the matrix in the first term of Eq. (17), $\operatorname{Im}\left\{\mathbf{J}_{\mathrm{E}}^{T} \mathbf{J}_{\mathrm{E}}^{*}\right\}$. This is an anti-symmetric matrix which always has one zero and two purely imaginary eigenvalues, meaning that in the direction of the one real eigenvector of $D\left(\mathbf{p}_{\mathrm{E}}^{\mathrm{o}}\right)$ at $\mathbf{r}_{0}$, the approximated electric canonical momentum does not increase at all, producing a zero-momentum line. The imaginary eigenvalues of $D\left(\mathbf{p}_{\mathrm{E}}^{\circ}\right)$ twists $\mathbf{p}_{\mathrm{E}}^{\mathrm{o}}$ into a surrounding vortex-like structure. This special type of vector field singularity is called a circulation. Fundamentally, the canonical momentum should only be zero at confined points in general 3D fields, so this apparent vortex line is preserved only locally to the electric field zero at $\mathbf{r}_{0}$, dissolving with distance as higher-order derivatives of $\mathbf{p}_{\mathrm{E}}^{\mathrm{o}}$ become significant (it is, in fact, just a very elongated null point of $\mathbf{p}_{\mathrm{E}}^{\circ}$ ). The direction of the vortex pseudo-line in the vicinity of the electric field zero is also given by the curl of the orbital current:

$$
\begin{align*}
\mathbf{D}= & \nabla \times \mathbf{p}_{\mathrm{E}}^{\mathrm{o}} \propto \operatorname{Re}\left\{\nabla E_{x}\right\} \times \operatorname{Im}\left\{\nabla E_{x}\right\}+\operatorname{Re}\left\{\nabla E_{y}\right\} \\
& \times \operatorname{Im}\left\{\nabla E_{y}\right\}+\operatorname{Re}\left\{\nabla E_{z}\right\} \times \operatorname{Im}\left\{\nabla E_{z}\right\} \tag{19}
\end{align*}
$$

We visualize this feature in Fig. 4, where a 3D electric field zero is created at point $\mathbf{r}_{0}$ by deliberately polarizing 10 plane waves, each with random wave vectors, to destructively interfere at $\mathbf{r}_{0}$. The real part of the electric local wave vector, $\operatorname{Re}\left\{\mathbf{k}_{\mathrm{loc}}^{\mathrm{e}}\right\}$, the real part of Eq. (15), is calculated, and the region of space where $\left|\operatorname{Re}\left\{\mathbf{k}_{\mathrm{loc}}^{\mathrm{e}}\right\}\right|<0.1 k\left(k=\frac{2 \pi}{\lambda}\right)$ is revealed by a red line approximately $0.1 \lambda$ in length. The electric local wave vector is proportional to $\mathbf{p}_{\mathrm{E}}^{\mathrm{o}}$ and shows the direction of canonical momentum carried by


Fig. 4. Vortex pseudo-line (red) of the real electric local wave vector, $\operatorname{Re}\left\{\mathbf{k}_{\text {loc }}^{e}\right\}$, passing though an electric field zero at position $\mathbf{r}_{0}$ (blue circle), that is, $\mathbf{E}\left(\mathbf{r}_{0}\right)=\mathbf{0}$ and $\mathbf{H}\left(\mathbf{r}_{0}\right) \neq \mathbf{0}$. The red line indicates regions of space where $\left|\operatorname{Re}\left\{\mathbf{k}_{\text {loc }}^{e}\right\}\right|<0.1 k$, where $k=\frac{2 \pi}{\lambda}$. The line is roughly oriented along the $x$ axis, and the electric local wave vector is plotted on two different $y z$ planes, one coinciding with $\mathbf{r}_{0}$ and the other at an $x$ displacement of $\Delta x=-0.2 \lambda$. A cylindrical, vortex circulation of $\operatorname{Re}\left\{\mathbf{k}_{\text {loc }}^{e}\right\}$ appears on the plane coinciding with $\mathbf{r}_{0}$, but this circulation loses symmetry and definition when moving away from $\mathbf{r}_{0}$, signaling a discontinuous vortex "line" passing through the 3 D zero. Results are generated from interference of 10 plane waves with random wave vectors deliberately polarized to create a 3 D electric field zero at $\mathbf{r}_{0}$.
the electric field. This red line is not continuous; $\operatorname{Re}\left\{\mathbf{k}_{\text {loc }}^{\mathrm{e}}\right\}$ actually vanishes only at $\mathbf{r}_{0}$, but it increases in magnitude so slowly in a certain direction (direction of the real eigenvector of $\operatorname{Im}\left\{\mathbf{J}_{\mathrm{E}}^{T} \mathbf{J}_{\mathrm{E}}^{*}\right\}$ ) that a line-like structure of $\left|\operatorname{Re}\left\{\mathbf{k}_{\text {loc }}^{\mathrm{e}}\right\}\right| \approx 0$ exists very near $\mathbf{r}_{0}$, stirring the electric canonical momentum into a local vortex. This is shown by the two $y z$ planes on which $\operatorname{Re}\left\{\mathbf{k}_{\text {loc }}^{\mathrm{e}}\right\}$ is plotted in Fig. 4. The real part of the electric local wave vector forms a swirl around the red line, a swirl losing definition if the plotting plane is too far from $\mathbf{r}_{0}$. This remarkable structure always appears when all three electric field components are zero together at a point.

## F. Spin Current

The second term in the decomposition of kinetic momentum density, as represented in Eq. (12), is referred to as the spin momentum. It is proportional (and should not be confused with) the curl of the spin angular momentum of the electric, magnetic, or electromagnetic field depending on the representation. Like before, we will focus on the electric representation of the decomposed kinetic momentum density, referring to the electric spin momentum with $\mathbf{p}_{\mathrm{E}}^{\mathrm{s}}$ :

$$
\begin{equation*}
\mathbf{p}_{\mathrm{E}}^{\mathrm{s}}=\frac{1}{2 \omega} \epsilon_{0} \nabla \times \frac{1}{2} \operatorname{Im}\left\{\mathbf{E}^{*} \times \mathbf{E}\right\}=-\frac{1}{2 \omega} \epsilon_{0} \operatorname{Im}\left\{\mathbf{J}_{\mathrm{E}} \mathbf{E}^{*}\right\} \tag{20}
\end{equation*}
$$

The electric spin momentum is a divergence-free vector whose dyadic $D\left(\mathbf{p}_{\mathrm{E}}^{\mathrm{s}}\right)$ has three non-zero eigenvalues when evaluated in the position of an electric field zero, organizing $\mathbf{p}_{\mathrm{E}}^{s}$ into one of two types of 3D vector saddle points, just like the real Poynting vector in Fig. 3. Expressing, in Eq. (20), the electric spin momentum with the electric field Jacobian reveals that only a difference in sign and orientation of $\mathbf{J}_{\mathrm{E}}$ separates $\mathbf{p}_{\mathrm{E}}^{\mathrm{s}}$ from the electric canonical momentum $\mathbf{p}_{\mathrm{E}}^{\mathrm{o}}$, given by Eq. (13). This means that, in a dual electric-magnetic zero, $\mathbf{E}\left(\mathbf{r}_{0}\right)=\mathbf{H}\left(\mathbf{r}_{0}\right)=\mathbf{0}$, where $\mathbf{J}_{\mathrm{E}}$ is symmetric
from Maxwell's equations, the spin and canonical momentum dyadics are equal and opposite, $D\left(\mathbf{p}_{\mathrm{E}}^{\mathrm{s}}\right)=-D\left(\mathbf{p}_{\mathrm{E}}^{\mathrm{o}}\right)$ (this also means that the dyadic of the real Poynting vector is zero). In a first-order approximation of both $\mathbf{p}_{\mathrm{E}}^{\mathrm{s}}$ and $\mathbf{p}_{\mathrm{E}}^{\mathrm{o}}$ near $\mathbf{r}_{0}$ in this case, a zero-line exists in exactly the same place for both vectors, and around it, $\mathbf{p}_{\mathrm{E}}^{\mathrm{s}}$ and $\mathbf{p}_{\mathrm{E}}^{\circ}$ have vortex-like circulation with opposite handedness to each other.

## G. Spin Angular Momentum

The dual spin angular momentum, created by the rotation of the electric and magnetic field vectors, is given by [42]

$$
\begin{equation*}
\mathbf{S}=\frac{1}{4 \omega} \operatorname{Im}\left\{\epsilon_{0} \mathbf{E}^{*} \times \mathbf{E}+\mu_{0} \mathbf{H}^{*} \times \mathbf{H}\right\} \tag{21}
\end{equation*}
$$

The electric and magnetic parts individually describe the ellipticity of the electric and magnetic polarization ellipses, pointing in the direction perpendicular to the ellipse plane. Once more for simplicity, we will focus on the singularity in the electric field spin angular momentum, $\mathbf{S}_{\mathrm{E}}=\frac{1}{4 \omega} \operatorname{Im}\left\{\epsilon_{0} \mathbf{E}^{*} \times \mathbf{E}\right\}$, left in a 3 D electric field zero positioned at $\mathbf{r}_{0}$. The total spin angular momentum, Eq. (21), is not zero if only $\mathbf{E}\left(\mathbf{r}_{0}\right)=\mathbf{0}$, but we could draw similar conclusions for $\mathbf{S}$ as we do here for $\mathbf{S}_{\mathrm{E}}$ when the electric and magnetic fields are simultaneously zero at $\mathbf{r}_{0}$.

Decomposing $\mathbf{S}_{\mathrm{E}}$ using Maxwell's equations, we can write its first-order dyadic at $\mathbf{r}_{0}$ in terms of the light field Jacobian matrices (see Supplement 1):

$$
\begin{equation*}
D\left(\mathbf{S}_{\mathrm{E}}\right)=\frac{1}{4 \omega^{2}} \epsilon_{0} \operatorname{Re}\left\{\left(\mathbf{J}_{\mathrm{H}}^{T}-\mathbf{J}_{\mathrm{H}}\right) \mathbf{J}_{\mathrm{E}}^{*}\right\} \tag{22}
\end{equation*}
$$

We note that Eq. (22), describing the spatial derivatives of the electric field spin only, depends on the magnetic field Jacobian matrix $\mathbf{J}_{H}$, which is automatically symmetric whenever $\mathbf{E}=\mathbf{0}$ from Maxwell's equations. The consequence is that $\mathbf{J}_{\mathrm{H}}^{T}-\mathbf{J}_{\mathrm{H}}=\mathbf{0}$ and all elements of $D\left(\mathbf{S}_{\mathrm{E}}\right)$ at $\mathbf{r}_{0}$ are zero when $\mathbf{E}\left(\mathbf{r}_{0}\right)=\mathbf{0}$. Higher-order derivatives of $\mathbf{S}_{\mathrm{E}}$ (Hessian matrices for each component) need to be calculated to fully understand the flux of the electric spin angular momentum in the neighborhood of a 3D zero in $\mathbf{E}$.

## H. Dual Rotations of 3D Zeros

A key symmetry of the electromagnetic field is its dual symmetry, which is that the electric and magnetic field vectors (true for instantaneous fields and phasors) can be replaced with transformed vectors, $\mathbf{E} \rightarrow \mathbf{E}^{\prime}$ and $\mathbf{B} \rightarrow \mathbf{B}^{\prime}=\mu_{0} \mathbf{H}^{\prime}$, according to a continuous transformation, while retaining their relationship through Maxwell's equations. We use the $\mathbf{B}$ field as the dual of $\mathbf{E}$ in this section for consistency with literature. This property has interesting implications for 3D zeros, making a clear distinction between asymmetric zeros (such as $\mathbf{E}=\mathbf{0}, \mathbf{B} \neq \mathbf{0}$ ) and symmetric, "true" zeros $(\mathbf{E}=\mathbf{B}=\mathbf{0})$. The electric and magnetic fields can be continuously transformed over an angle $\theta$ via $[43,44]$

$$
\begin{align*}
& \mathbf{E} \rightarrow \mathbf{E}^{\prime}=\mathbf{E} \cos \theta+\mathbf{B} \sin \theta  \tag{23}\\
& \mathbf{B} \rightarrow \mathbf{B}^{\prime}=\mathbf{B} \cos \theta-\mathbf{E} \sin \theta \tag{24}
\end{align*}
$$

In an asymmetric electric field zero, $\mathbf{E}=\mathbf{0}, \mathbf{B} \neq \mathbf{0}$, Eqs. (23) and (24) simplify to $\mathbf{E}^{\prime}=\mathbf{B} \sin \theta$ and $\mathbf{B}^{\prime}=\mathbf{B} \cos \theta$. It is easy to see that in this case, for $\theta$ values equal to quarters of $2 \pi$, the asymmetric zero may be completely exchanged between the transformed

Table 1. Summary of the Seven Dyadics (Numbered) that Classify the Vector Field Singularities Organized by a 3D Electric Field Zero ${ }^{\text {a }}$

|  | Dyadic at $\mathbf{r}_{\mathbf{0}}$ | Associated Singularity | Singularity Type | Dyadic Characteristic |
| :--- | :---: | :---: | :---: | :---: |
|  | $\mathbf{J}_{\mathrm{E}}$ | Electric field $\mathbf{E}$ | Saddle | Electric field Jacobian |
| 1. | $\operatorname{Im}\left\{\mathbf{J}_{\mathrm{E}}\right\}^{-1} \operatorname{Re}\left\{\mathbf{J}_{\mathrm{E}}\right\}$ | Llines | $\mathrm{n} / \mathrm{a}$ | Number of real eigenvalues is number of L lines |
| 2. | $\operatorname{Re}\left\{\mathbf{J}_{\mathrm{E}}^{T} \mathbf{J}_{\mathrm{E}}\right\}$ | Clines | $\mathrm{n} / \mathrm{a}$ | Dyadics 2 and 3 define quadric surfaces $M$ and $N$, <br> respectively; intersection lines of $M$ and $N$ are C lines |
| 3. | $\operatorname{Im}\left\{\mathbf{J}_{\mathrm{E}}^{T} \mathbf{J}_{\mathrm{E}}\right\}$ | C lines | $\mathrm{n} / \mathrm{a}$ |  |
| 4. | $\operatorname{Im}\left\{\mathbf{J}_{\mathrm{E}}^{T} \mathbf{J}_{\mathrm{E}}^{*}\right\}$ | Local wave vector $\mathbf{k}_{\text {loc }}^{\mathrm{e}}$ | Circulation | Real eigenvector gives the axis of $\mathbf{k}_{\text {loc }}^{e}$ vortex |
| 5. | $-\operatorname{Im}\left\{\mathbf{J}_{\mathrm{E}} \mathbf{J}_{\mathrm{E}}^{*}\right\}$ | Spin current $\mathbf{p}_{\mathrm{E}}^{s}$ | Saddle |  |
| 6. | $\operatorname{Im}\left\{\left(\mathbf{J}_{\mathrm{E}}^{T}-\mathbf{J}_{\mathrm{E}}\right) \mathbf{J}_{\mathrm{E}}^{*}\right\}$ | Real Poynting vector $\mathbf{P}_{\mathrm{r}}$ | Saddle | Eigenvalue signs give exact topology of minimum |
| 7. | $-\operatorname{Re}\left\{\left(\mathbf{J}_{\mathrm{E}}^{T}-\mathbf{J}_{\mathrm{E}}\right) \mathbf{J}_{\mathrm{E}}^{*}\right\}$ | Imaginary Poynting vector $\mathbf{P}_{\mathrm{i}}$ | Saddle or sink |  |

${ }^{\text {a }}$ Dyadics $1-3$ are constructed matrices related to the number of crossing polarization singularity lines. Dyadics 4-7 are proportional to the Jacobian matrices of the point vector singularities coupled to the 3 D zero, so their eigenvalues relate directly to the flux of the vector through the singularity.
electric and magnetic fields. For every other value of $\theta$, the transformed electric and magnetic fields are parallel and in-phase, drawing ellipses with the same ellipticity and orientation, with an amplitude ratio of $\tan \theta$. The real Poynting vector is invariant to dual rotations and remains zero throughout the transformation. Given the ranging of $\tan \theta$ between $\pm \infty$, we can make the alternative statement that any zero in the real Poynting vector can be transformed into a 3D zero in either the $\mathbf{E}$ or $\mathbf{B}$ field. Parallel components of $\mathbf{E}$ and $\mathbf{B}$, as are present for arbitrary values of $\theta$, are responsible for magnetoelectric light-matter interactions [45]. Meanwhile, a true zero $\mathbf{E}=\mathbf{B}=\mathbf{0}$ is not affected by transformation Eqs. (23) and (24), for any value of $\theta$, as both electric and magnetic fields stay zero.

## I. Summary Table

In Table 1, we summarize the seven dyadics that classify the number of crossing C lines and Llines, the flux of the real and imaginary parts of the Poynting vector, the spin current, and the orientation of the canonical momentum vortex pseudo-line existing at a 3 D electric field zero, $\mathbf{E}\left(\mathbf{r}_{0}\right)=\mathbf{0}$, while $\mathbf{H}\left(\mathbf{r}_{0}\right) \neq \mathbf{0}$. To characterize a magnetic field zero, the matrices can be written magnetically by substituting $\mathbf{J}_{\mathrm{E}}$ for $\mathbf{J}_{\mathrm{H}}$ (and changing the - sign in front of matrix 7 to a + ), in which case matrices 1,2 , and 3 characterize magnetic polarization singularities and matrices 4 and 5 the magnetic local wave vector and spin current, respectively. In the case of a dual-3D zero, $\mathbf{E}\left(\mathbf{r}_{0}\right)=\mathbf{H}\left(\mathbf{r}_{0}\right)=\mathbf{0}$, matrices 6 and 7 are zero because both $\mathbf{J}_{\mathrm{E}}$ and $\mathbf{J}_{\mathrm{H}}$ are symmetric.

## 3. DISCUSSION

3D optical field zeros are codimension 6 entities that, unlike axial zeros in beams, are completely localized, the optical field growing brighter in all outward directions. Although they rarely occur naturally in light (requiring three additional parameters beyond spatial $x, y, z$ due to their codimension), 3D zeros can be deliberately created in plane wave interference or in the near fields of light-scattering matter [21] to reveal the unusual features they imprint in the light field's energy, wave vector, and polarization structures. Both with mathematical argument and by creating field zeros in plane wave interference, we showed that whenever the electric or magnetic field is zero at point $\mathbf{r}_{0}$, then some combination
of zero, two, or four C lines, lines of pure circular polarization, and one or three $L$ lines, lines of pure linear polarization of the field in question, intersect at $\mathbf{r}_{0}$. Likewise, an imprint is made at $\mathbf{r}_{0}$ in the surrounding flux of the parts of the complex Poynting vector $\frac{1}{2} \mathbf{E}^{*} \times \mathbf{H}$, local wave vector, spin momentum, and spin angular momentum, each organized in a vector source, sink, or saddle point. The signs of the eigenvalues of the first-order dyadics of each quantity at $\mathbf{r}_{0}$ reveal this. Of particular interest is canonical momentum. Typically, canonical momentum vanishes at confined points in space, but a 3 D zero in $\mathbf{E}(\mathbf{H})$ twists electric (magnetic) canonical momentum into a sub-wavelength, vortex-like structure around an axis with an easily calculated direction. We say it is a sub-wavelength object because, although it resembles the twisted vortex structures of well-known doughnut beams, it is not preserved with increasing distance from $\mathbf{r}_{0}$. In the combination of the way energy flows through $\mathbf{r}_{0}$ and the number of intersecting polarization singularities, any 3D field zero inscribes one of a discrete number of topologically unique signatures in the electromagnetic field. We identify seven dyadics whose spectra could classify all physically possible imprints of 3D optical field zeros.

It is tempting to speculate that a surface enclosing an electric or magnetic field point zero might, in addition to the quantities already identified, possess a nonzero topological Chern number due to a nontrivial geometric phase 2 -form (Berry curvature) resulting from the neighboring polarization pattern. The appropriate expression for the geometric phase 2 -form is the curl of the local wave vector Eq. (15):

$$
\begin{equation*}
\mathbf{V}=\nabla \times \mathbf{k}_{\mathrm{loc}}^{\mathrm{e}} \tag{25}
\end{equation*}
$$

Near an electric field zero, $\mathbf{V}$ is anti-symmetric; integrating over a small sphere centered on the field zero gives zero. We showed that in its neighborhood, a 3D zero in $\mathbf{E}$ constructs a local wave vector vortex with an identifiable axis along which $|\mathbf{V}|$ is very large. It is interesting that even when the complete vector characteristics of light are considered, a linear momentum vortex line still persists when all three field components are zero at a confined point. This vector field vortex is an analog to a phase vortex in a complex scalar field, with a key difference being that the vector field vortex line is not continuous. Although the electromagnetic zero has some topological effects as we described in this paper, it is not so strong as to endow a surface around it with a nonzero Chern number.

We have shown that, despite being unstable to perturbation, 3D zeros of the electric and electromagnetic fields have topological properties generalizing those of scalar vortices and polarization singularities. The minimum number of parameters needed to achieve this topological control is equal to the codimension of the complex 3D zero (i.e., six). Further studies might indicate how a 3D zero's topological properties behave under perturbation. Mathematically, the properties of such a zero are characterized in 6 D space; what is realizable in physical three dimensions depends on the way the 3 D submanifold, corresponding to the realized physical polarizations, sits in this 3D space. Such an analysis would also indicate how a 3D zero's structure behaves under perturbation. Since the field must smoothly adapt to the presence of the nongeneric zero, the neighborhood gains the characteristic coupled polarization, energy, and momentum structures we have described. This opens a new chapter to controlling the topological structure of complex electromagnetic fields: engineering other nongeneric, special points, lines, or other structures may demonstrate geometric, topological, and physical properties beyond what is possible in the usual features engineered in structured light. By highlighting the unusual properties of 3D field zeros, we hope to inspire new applications not achievable with the commonly used, lower-dimensional dark spots, such as those in cylindrical beams or simple standing waves.
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