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Abstract
In this paper we showcase a system for visualizing and predicting land-use data. The time series-based visualization application
strives to improve science communication by facilitating the understanding of land-use change and is backed up by a machine
learning-based land-use prediction application that imputes historic data and generates predictions of land use in the future. To
present the project, we discuss the system’s requirements which were developed by means of a User-Centered Engineering ap-
proach, elaborate on its current, early state of development and the corresponding results and finally discuss areas of potential
improvement.

CCS Concepts
• Human-centered computing → Visualization; Human computer interaction (HCI); • Computing methodologies → Ma-
chine learning;

1. Introduction

Biodiversity is an important part of the foundation for practically
all aspects of human well-being, as it drives functional ecosystems
in which people can thrive. Due to multiple human-induced threats
including land-use changes, climate change, and air pollution, bio-
diversity is declining at an ever increasing rate [BSDN19, Sin02].
To counter this biodiversity crisis and its severe consequences, we
have to understand how species react to human-induced threats.
Based on this, we can evaluate which conservation measures can
support the protection of biodiversity to which extent and priori-
tise accordingly. The underlying rationale and the conclusions also
need to be communicated to the broad public to find the widespread
political and societal support needed to put the identified measures
into action. To this end, complex models need to be crafted that do
not only integrate climate models but also consider the interplay
between biodiversity and land use [CMPdS∗22]. The general un-
availability of models that can predict changes in land use in the
long term poses a major challenge in this endeavour. While there is
an increasing amount of satellite data available that classifies cur-
rent and past land use, most land-use models only focus on the
next few years [CMPdS∗22]. The emerging availability, accessi-
bility and accuracy of machine learning methods may help to in-
crease the prediction range of these models. At the same time, such
a data-driven approach may considerably shorten the time needed
to develop a dedicated agent-based model for land-use prediction
for a specific region [WBDD22]. Next to increasing the predictive
capacities of land-use models, the models also have to be acces-
sible so that they can help bridging the knowledge gap between

domain experts and the broad public [Knu19]. To this end, several
publications in the context of climate change research and public
perception have shown that aesthetic and intuitive visualization can
play a key role in effective science communication [NC05, She05].
However, suitable visualizations are still rare in land-use and bio-
diversity prediction.

In this paper, we present our efforts towards tackling both the
challenges of future forecasting and interactive visualization. In
particular, we have been following a User-Centered Engineering
approach to create a software ecosystem that allows the users to
navigate through time to explore the changes of land use. The
project presented should fulfill two general goals. Firstly, it should
allow for bridging the knowledge gap by providing a two-way vi-
sualization: a 2D-view providing high precision for those with sci-
entific understanding of the matter to study a data set with and a
3D-view generalizing the presented data and facilitating its under-
standing for persons with little prior knowledge regarding the topic.
Secondly, it should allow for machine learning-based generation of
land-use predictions, thereby providing accurate and plausible data
for scientific use, both performing data imputation on a time series
and predicting potential land-use changes in the future. Addition-
ally, the model should be adaptable to any region. Therefore, a ded-
icated model for land-use prediction for any region can be created
with relative ease as long as there is enough data available.

In the remainder of the text, we will elaborate both on the
project’s requirements and the current state of its implementation,
considering its workflow, its inner workings and the results it pro-
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vides. This specifies how the above goals should be realized in the
final version as well as how they are realized as of now. Finally, we
will outline future work, especially also in light of the early state of
the presented proof-of-concept implementation.

2. Related Work

Before diving into the specifics of the project itself, we discuss
some similar works which have served as both inspiration and guid-
ance while developing it. Firstly, the idea of predicting data using
some form of model and then visualizing it to facilitate understand-
ing is by no means new. For instance, Copernicus, the Earth ob-
servation program of the European Union, provides a website on
which the user can study the land cover, i.e. the physically observed
coverage, of various European countries and its changes over time.
The website allows the user to step from the year 2000 to 2018 in
increments of 6 years and provides a map that shows the density of
some types of land cover such as artificial surfaces or forests and
semi-natural areas. Additionally, the map shown is supplemented
with graphs on the land cover distribution and its relative change
over time. The solution can be found on [Cop23b]. While the web-
site provided by the Copernicus project is an example for an ex-
isting solution regarding the visualization application, related so-
lutions for the prediction application also exist. For example, the
SLEUTH land use change model uses a cellular automata based
approach to predict future land use requiring slope, land cover, ex-
cluded, urban, transportation and hillshade images [CC13]. How-
ever, in contrast to SLEUTH, our implementation strives to work
optimally while only using land cover data as input and does not
make use of cellular automata, using a machine learning model for
direct prediction instead. A general overview of the current state of
land-use prediction models as well as their characteristics, capabil-
ities and limitations is provided in [WBDD22]. Furthermore, the
authors conclude that machine learning has strong potential, giving
inspiration for our specific approach to the prediction. In [Knu19]
the general necessity of scientific communication regarding topics
such as global warming and climate change is stressed, as while the
number of peer reviewed publications on these topics has rapidly
increased in recent years, the corresponding actions, e.g. reduction
of CO2 emissions from fossil fuels, have not. This can be attributed
to a knowledge gap between domain experts and the broad public.
Finally, in [She05], the need for visualizations like ours is high-
lighted very well. To properly communicate climate change, its ex-
tent and its issues to the public, numbers do not suffice. Instead,
images and interactive visualization are needed, e.g. of land-use
change.

3. Requirements

As our project is not supposed to be a simple tech demo, but rather
provide real world use, we have been following the User-Centered
Engineering approach [RF14]. The two stakeholders in the project
and co-authors of this paper, Jana Blechschmidt and Stefan Fallert,
are researchers working at the Center for Theoretical and Compu-
tational Biology of the University Würzburg. They focus on bio-
diversity and how it is impacted by climate and land-use change.
They introduced the need for a software that allows for a visually
appealing representation and navigation of geographical data over

time. As many of these data sets contain missing years, it was clear
from the start that a machine learning model would have to perform
data imputation and also make predictions about future changes.
These high-level user requirements led to a vast number of system
and, in consequence, functional requirement formulations which
served as the basis for developing out system. In the following,
we briefly extend those inferred requirements that had the greatest
impact on our system design and implementation. In the end, our
application allows to pre-process, train and interactively visualize
land-use data of a given geographic region. An impression of the
application which was developed from these requirements can be
seen in Figure 1.

Figure 1: The interactive visualization application. The legend is
currently shown and the selected year is 1990. A button to tog-
gle between 2D-view and 3D-view as well as a sandwich menu for
import/export and changing the navigation related keybinds is in
the upper right corner. The timeline, which can be used either for
scrubbing or selecting a specific year, is at the bottom.

The prediction application needs to be able to import land-use
raster data, generate data for the missing years as well as poten-
tial future predictions with a properly trained model and export the
results in a format usable for scientific purposes even outside the
scope of this project. After the data generation, the visualization
application needs to import the land-use raster data files and dis-
cern what is generated and what is real. Thereafter, the data has
to be visualized in an easy-to-understand and nice-to-look at way.
This has to include a timeline to observe changes between the years
as well as basic navigation options.

The User-Centered Engineering methodology yields the outlined
requirements and also anticipates that they are fulfilled once the
expectations of the stakeholders are met and according tests are
passed. As a starting point we interviewed the stakeholders to lis-
ten to their idea of the project. This revealed the broad user require-
ments stated earlier. Afterwards, to prepare for the refinement pro-
cess, we considered existing solutions and literature on the topic in
a corresponding market and research survey. Next, we performed a
cognitive walk-through which means that we established personas
who represented potential users and then inferred use cases. Con-
sidering the use cases, we were able to deduce system and func-
tional requirements and to create a paper prototype of how our ap-
plications could potentially look. These non-functional deliverables
provided the basis of a first feedback cycle with the stakeholders.
In each cycle, the current results are presented to the stakeholders
and feedback is inquired in a semi-structured interview. Next, the
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feedback is conceptually integrated both in a formal requirements
graph and the implementation concept, and realized. Each cycle
happens over the course of about one month. Following this ap-
proach, we arrived at a set of continually refined functional/design
requirements that we detail below.

The import system needs to identify GeoTiff files, i.e. image data
augmented with real-world georeferences, in a given folder and rec-
ognize which year of data they encode, as well as whether it is cap-
tured real-world or generated data. A supervisor needs to verify this
data or provide it, in case no hints to the time period were automati-
cally recognized. Next, the GeoTiff data is converted to mathemati-
cal objects or bitmaps for prediction and visualization, respectively.
For the prediction application it is further required to split the input
into geographically associated, time-stamped tiles to facilitate the
machine learning process. To adapt the prediction capabilities to a
specific use case, the user should be empowered to configure the
machine learning model, e.g. to specify the maximum number of
iterations or to provide a custom evaluation metric. Next, a model
can be trained by means of a suitable, external machine learning li-
brary. The resulting, trained model should then be saved to disk and
can be used for data completion and prediction. The data prediction
and completion system needs to allow for the user to specify one or
more GeoTiff files to use as the basis as well as the years they need
filled and the model trained beforehand. Optionally, the user should
be able to specify a part of the data set they want a prediction for,
instead of generating a prediction for the whole set. The process
should run automatically by loading the model and performing the
appropriate predictions for each pixel in the raster data and sav-
ing the results as a Tiff file. In the end, additional data such as
the geotransform, i.e. the georeference data associated to the data
set, should be copied over with adjustments where needed from
the GeoTiff files provided. After obtaining a time series of gener-
ated and real data sets and successfully importing them, we can
begin using the interactive visualization application. The land-use
rendering engine needs to take the bitmap from the pre-processing
pipeline as an input and display it in an attractive and informative
way. To connect contextual with detailed data, an option to switch
between 2D-view and 3D-view should be offered. As the rendering
engine works together with the timeline, it is important to reduce
loading times between the time steps the user can navigate across,
e.g. by keeping as much data as possible in memory, ready to be dis-
played at any time, and only showing high details where needed. To
further improve navigation, a camera control system needs to offer
ways of moving the camera and zooming into certain areas to ex-
plore them in more detail. The timeline system, on the other hand,
should provide both options for displaying a specific year as well as
scrubbing across years forward or backward in time. Finally, a leg-
end needs to be provided as part of the user interface system. The
legend displays the different land-use classifications of the data set
and can be shown or hidden to not disturb the user’s exploration.
Optionally, when selecting a section of the map, its classification
should be highlighted in the legend. In this way, the user can easily
understand what type of land use they are looking at, whenever the
visualization does not convey it sufficiently already.

4. Engineered Solution

In the following section, we present the concept and implemen-
tation that has emerged as part of the User-Centered Engineering
process. In particular, we present an overview of the solution we
are working on, dive into its system components and relate their
features to the captured and continuously refined requirements.

4.1. System Overview

The general workflow of the system is split into two applications,
one to interactively visualize data and one to pre-process and gener-
ate data at new time steps based on machine learning. For details on
the first application refer to Figure 1. Meanwhile, the latter is used
by entering file paths and parameters for training and predictions
through a command line interface.

Next, before elaborating on the system’s components, we con-
sider the data set it is being developed for. While it should perform
on a multitude of data sets, we specifically consider the Corine
Land Cover [Büt14], as per suggestion of the stakeholders. It con-
tains geographical raster data in a 100 meter resolution with a min-
imum mapping unit of 25 hectares for areal phenomena, provided
as GeoTiff files with a time series featuring the years 1990, 2000,
2006, 2012 and 2018. The data set provides information on the
biophysical characteristics of the Earth’s surface by categorizing
each pixel in the raster as one of 44 classes. The total size of each
GeoTiff in the data set is 46,000 by 65,000 pixels. The minimum
amount of data to train the tool is technically two time steps with
every pixel classification appearing at least once in one of the two
sets. However, not using the entire Corine Land Cover has pro-
duced subpar results in our experience. For more information on
who produces and coordinates this data set and how it is made,
consider visiting their website at [Cop23a].

4.2. Interactive Visualization

The interactive visualization application is being developed in the
Unity Engine (s. https://unity.com). For details on its user in-
terfacerefer to Figure 1. To start using the visualization applica-
tion, the user first needs to import the relevant data sets. The import
system requires the user to provide a list of file paths paired with
the corresponding years linking to the data sets they want to load,
as well as information whether the data sets contain generated or
captured real-world data. Before any visuals can be generated, the
legend needs to be created first. To do so, the corresponding QML
file for each data set, i.e. a file containing the list of classifications
and the colors and pixel values associated with them, is opened and
the name and color values for each classification are extracted. The
legend generated this way is displayed as a hideable scroll view, as
to not obstruct the user’s vision during exploration, and also saved
internally as it is key for visual generation later on. Now, we can
use the legend as well as the file paths to GeoTiff files and addi-
tional information to prepare generating the visuals. First, the data
formatting system opens the GeoTiff file as an array using GDAL
(s. https://gdal.org) and compresses the result by a factor of
n using built-in functions. The default value for n is 10, but it can
be changed by the user. This is both to ensure that the system does
not run out of memory and to guarantee fast loading times of the
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resulting images during use. The decrease in resolution is not a ma-
jor concern in most cases, as the minimum mapping unit for areal
phenomena in the Corine Land Cover is larger than the resolution
of the GeoTiffs, as mentioned earlier. Next, a bitmap is generated
pixel by pixel using the data in the now compressed array. The color
assignment used in the generation is the one determined for the leg-
end earlier. Finally, the bitmap is saved to disk as a JPEG file with
low compression. The filename denotes the year it is assigned to
and whether it contains generated data or not.

Now, that all data is imported and everything is processed, the
user can start exploring. The application at this point in time can
be seen in 1. To navigate the displayed map simply use the WASD
keys as well as the mouse wheel for zooming in and out. It was
determined, that navigation buttons would obstruct the view too
much, therefore keybinds were used instead. The system behind
this works by moving and scaling the map, which is internally han-
dled as part of the user interface. Furthermore, the timeline system
is implemented such that pressing the play button next to the time-
line results in the years being scrubbed slowly forward in time with
the currently selected year as the starting point. To do so, the cur-
sor is advanced to the corresponding spot and the visual generation
system is notified that is must now load the correct year. Should no
data for a year be available, the next oldest available data is used.
The default selected year upon opening the application is the first
year available in the timeline. The user can also manually select a
tick on the timeline to jump to that year. The ticks are generated by
considering the first and last year available in the data sets provided
and generating a big tick with a year label every 5 years and a small
tick every year that does not have a big one with all ticks, no matter
if big or small, being clickable. Furthermore, years with no data set
available have their tick grayed out and years with a generated data
set are marked with a blue tick. Additionally, the user can also hide
and show the legend by clicking the x-button or clicking the legend
icon-button respectively. Finally, the user interface systems offers
an icon button for switching between 2D- and 3D-view as well as
a sandwich menu for import of GeoTiff files, export of generated
JPEG files and options, e.g. for changing keybinds. Both of these
are non-functional as of now.

Behind the scenes, the visualization is handled by the land-use
rendering engine. At any time, a year can be requested to the engine
for loading. In response, the corresponding JPEG file is opened and
applied as a texture to the map UI element. As the 3D-view is not
implemented yet, there is also no need for a more sophisticated
visual generation system. On the contrary, the current simple sys-
tem ensures high efficiency and keeps loading times to unnoticeable
amounts, allowing for smooth exploration of the time series.

4.3. Machine Learning Model

Before examining the prediction application, we first discuss the
machine learning model behind it. We use LightGBM, an open-
source gradient boosted decision tree library developed by Mi-
crosoft. It takes a list of features as its input and returns a single
classification as its output. LightGBM uses histogram-based algo-
rithms, which are both faster and more memory efficient than the
typically used pre-sort-based algorithms (s. https://lightgbm.
readthedocs.io/en/latest/Features.html) and also com-

pare favorably with the competition [KMF∗17]. We chose it specif-
ically over other libraries for both is speed and memory efficiency
as well as ease of use. In our implementation the features are the
classifications of a chosen pixel in the raster data as well as a cer-
tain amount of pixels surrounding it together with a number repre-
senting how many years into the future the model should predict.
The resulting classification returned by the model is the predicted
classification of the chosen pixel that many years into the future.

Decision tree learning is a form of supervised learning that uses
trees, i.e. refer to Figure 2, which classify instances by sorting them
based on feature values. Each node in the tree represents a fea-
ture of the instance which is to be looked at for classification. Each
branch from that node represents the values that feature can po-
tentially have. The leaves of the tree represent the final classifica-
tion [KZP∗07].

Figure 2: A simple example of a decision tree. Adapted from
[KZP∗07] to fit our application domain.

The difficulty now lies in constructing an optimal decision tree
such that there is as little error as possible. To do so, a weak model
and a strong model are used. The strong model is improved on un-
til it becomes a suitable decision tree for the classification task.
The weak model is trained to predict the gradient of the loss of the
strong model’s output, i.e. the error of the strong model. Finally,
the weak model is subtracted from the strong model to produce a
new strong model, which now has a smaller error than the previous
one [Goo23]. This is repeated until either a satisfying accuracy is
reached, accuracy gain is stagnating or a predetermined number of
iterations is over. Our solution relies on a set number of iterations.

4.4. Prediction

With the context of the machine learning model used in mind, let
us elaborate on the prediction application. It is written in python
and based on converting GeoTiff files into a mathematical structure
the model can learn and work with. Specifically, we chose numpy
matrices (s. https://numpy.org). These objects are then used to
prepare training data for the model. After the model has finished
learning, it can be used to generate predictions for any GeoTiff file
provided. Results from this prediction are saved as GeoTiff files
themselves. The corresponding workflow is demonstrated in Figure
3. Internally, this entire process happens in multiple steps.

First, the application identifies all GeoTiff files within a given
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Figure 3: A workflow diagram for the prediction application. The
user has the options of loading a model or training a new one.

folder and all of its sub-folders. Afterwards, it guesses the cor-
responding years based on filename, prints them on a command
line interface and asks the user for correction. To format the data,
the GeoTiff files are then opened with GDAL and converted into
numpy matrices for later use. Second, the application partitions the
data sets of each year into n× n pixel sized tiles and saves them
with their respective coordinate. This is done, because the model
uses an input of n2 + 1 features, consisting of the pixels in a tile
as well as the desired year difference between the input and the
output, i.e. the predicted classification of the tile’s central pixel in
the future. Currently the number n is hard-coded to be 125, as we
found this to work rather well. This splitting process is an impor-
tant extra step taken for the sake of memory efficiency. Third, the
application generates training data for the model. It does so by gen-
erating a list of all tile coordinates that do not contain a tile filled
with only no-data classified pixels at any year. Thereafter, that list
is shuffled and cut off at a point such that training data generation
does not use more than a given amount of memory. Afterwards, for
each tile coordinate and combination of two years an instance is
created, the features of which are the classifications of the pixels
in the tile at the time of the earlier year as well as the time differ-
ence between the years. Additionally, each instance is given a label,
namely the classification of the tile’s center pixel at the time of the
newer year. These instances are compiled into a LightGBM data set
and saved as a binary for easy loading. Next, the model is trained
using the generated training data. This works automatically thanks
to the LightGBM library. Afterwards it is saved and can be loaded
for reuse at any time. Lastly, the prediction itself happens. To pre-
dict, the input of a GeoTiff file and a year difference as well as a
trained model are required. The GeoTiff file is opened with GDAL
and converted into a numpy matrix and the model is loaded. There-
after, for each pixel in the matrix, a n× n pixel area around that
pixel is considered, given to the model and the result is written in a

new matrix at the same coordinate. If the n×n area is partially out-
side of the provided matrix, the outside portion will be filled with
no-data classified pixels. As a notable optimization, only non-no-
data pixels are considered for the aforementioned process. No-data
pixels are instead immediately copied over into the results matrix.
The result of running this process for each pixel is a new matrix
of the same shape as the input generated from the provided Geo-
Tiff file. This new matrix contains all classifications generated by
the model in the correct arrangement. Finally, it is converted back
into a GeoTiff file and data such as the geotransform is copied over
from the original.

5. Results & Discussion

In this section, we discuss the current state of the interactive ap-
plication, including its prediction engine. As explained earlier, the
User-Centered Engineering approach implements the principle that
a solution is accepted, if it fulfills the expectations of the stakehold-
ers and is passing according tests. Therefore, we first consider the
current evaluation provided by the stakeholders. We specifically in-
quired for evaluative feedback at this point and it was provided by
the stakeholders in written form.

There are currently two fully functional prototypes for
the interactive visualization part and the data-driven gen-
eration component. They implement the most important
requirements and proof the feasibility of the project’s
goal and scope. The presented user interface with the op-
tions to scroll through the timeline and to visualize the
changes in the landscape in real time works intuitively
even for inexperienced users. Especially the option to
switch between the 3D and 2D view is a very useful tool
to allow looking at the data both in a scientific way, i.e.
by provision of the 2D overview with a clear legend and
easily discernible contextual as well as detail views, and
in a more communication-focused, aesthetically pleasing
way by means of the 3D rendering options. In this con-
text, the zoom functionality is highly useful, allowing for
deepened investigation of local and regional changes.
At this point, the process of loading and exporting the
data is adequate for an experienced, scientifically trained
user but could be improved by reducing the number of re-
quired, manually conducted steps and thereby generally
providing better usability. It could further be improved
by supporting greater variations of data formats, ideally
with an editor for data layout schemes. To reach out to the
broad public, the software needs to become more read-
ily accessible, e.g. by provision of a common installation
wrapper or a web front end. The performance of the ma-
chine learning methods seems promising, but their pre-
dictive performance has yet to be rigorously evaluated.
Overall, the project has been advancing rapidly and has
been addressing our needs and feedback. Even at its cur-
rent state, the implemented solutions may already prove
useful for our research by imputing historic land-use data
sets and by the provision of an impressive visualization
of the changes that the land use undergoes over time.

Next, we have to consider proper tests according to these expec-

© 2023 T. Buhl et al.
Proceedings published by Eurographics - The European Association for Computer Graphics.



T. Buhl et al. / User-Centered Engineering of an Interactive Land Use Exploration Tool

tations and evaluate how well the current state of the project passes
them, both for the visualization and the prediction application. For
the first, we compare the achieved solutions with the collected set
of requirements. For the latter, we consider three different evalu-
ation metrics: accuracy and speed of the prediction as well as the
contextual plausibility of the generated land-use maps.

Let us begin by diving into the comparison of the current state of
the visualization application to its requirements. Firstly, the input
system fulfills its functional requirements. However, it can be criti-
cised that the time taken by the data formatting system to generate
the bitmaps can be rather long for large data sets. Furthermore, it
is currently not properly coupled with the user interface as both
the menus for importing a data set and exporting the generated im-
age are non-functional. Next, the navigation system does its job
according to the system requirements and is positively evaluated
by the stakeholders. Both zoom and movement are supported in the
2D-view. The same goes for the timeline system, which supports
the key features year selection and scrubbing while also displaying
the available and generated years in the time series clearly. Notably,
the year changes can be viewed smoothly without any lag. Further-
more, the legend is displayed properly and can be hidden. It can be
noted that optional features regarding the legend, such as highlight-
ing the corresponding classification in the legend when selecting an
area of the map, are yet to be implemented. The sandwich menu for
options and import/export works as intended visually. Additionally,
some improvements to the visual appeal of the user interface can be
made, adjusting it to follow more modern style guides. Lastly, the
land-use rendering engine is to be considered. It fulfills the func-
tional requirements regarding the 2D-view as it is both fast and ef-
ficient. However, the JPEG method used sometimes provides sub-
par results when zooming in very closely. Additionally, it can be
noted that the lack of a map showing locations of country borders
and important cities can hinder the immediate understanding of the
context of the data displayed. The main critique lies in the complete
lack of an implementation of the 3D-view. While it is currently in
a stage of being prototyped on paper and conceptually developed,
it is entirely absent from the actual application as of right now.

Next, let us move on to the results of the prediction application.
We begin by defining a metric for its accuracy. The accuracy of the
model represents the percentage of correctly classified test cases.
To calculate it, sets of validation data are constructed alongside the
training data. While these sets of validation data are of the same
format as the training data, they are generated independently to
more properly reflect the models performance in a real use case.
Ground truth is then established by observing the real world data
provided by the Corine Land Cover during the next time step. This
is compared to the models prediction on the corresponding input
the same amount of time into the future. The median accuracy of
the model with 10 iterations of training is about 82% with the high-
est being 82.82%. After that number of iterations, performance in-
crease becomes marginal. Therefore, the 10 iterations model is used
for the rest of this section. Next, to eliminate the possibility of the
model predicting everything correctly by chance, we consider Co-
hen’s Kappa. It is calculated as follows [Coh60]:

κ = po−pe
1−pe

Here, po refers to the observed inter-rater agreement, i.e. the per-

centage of test cases both raters arrive at the same conclusion for.
In our case this is equivalent to the accuracy of the system, as the
raters are the ground truth on the one hand and the classification
predicted by the model on the other hand. Furthermore, pe refers to
the probability of agreement by chance. It is calculated as follows,
where N is the number of test cases, nki refers to the amounts rater
i predicts category k and c is the total number of categories:

pe =
1

N2 ∑
c
k=1 nk1nk2

As a result, pe calculates to about 10% and we obtain a Cohen’s
Kappa of about 0.8. This is generally accepted as strong agree-
ment [McH12]. Therefore, we can conclude that, mathematically
speaking, the accuracy of our model is rather satisfying.

Next, we examine the speed of the prediction by looking at the
time it takes to predict a 500× 500 pixel GeoTiff. However, as we
optimized our prediction algorithm to skip no-data pixels, we need
to consider two different benchmarks. One, for the time it takes to
predict a 500× 500 pixel GeoTiff full of actual data, and another
one, for one of the same size only containing no-data pixels. These
times average out as 90 - 100 seconds for full GeoTiffs and 0.1 -
0.2 seconds for empty GeoTiffs over a multitude of test runs. While
this does not sound very slow at first, this scales very badly for large
data sets such as the Corine Land Cover. We can conclude, that
the prediction speed is in dire need of improvement to drastically
improve the user experience.

Finally, we consider the plausibility of the prediction. To do so,
we have set up three test cases. Firstly, we simply look at an area of
bare rocks that also goes on beyond the edges. Secondly, we con-
sider a square of forest with a river diagonally flowing through it.
Finally, we take a random section of the Corine Land Cover. For all
of these we discuss the plausibility of the prediction generated by
the model 6 years into the future. Unsurprisingly, the area of bare
rocks is predicted to stay an area of bare rocks with not much in-
teresting to discuss. This confirms that the model is at least capable
of the most basic of tasks. Next, let us take a closer look at Figure
4 featuring an area of mixed forest with a water course crossing
it diagonally. It is rendered using the 2D-view of the visualization
application. For a detailed legend, please refer to the one provided
by [Cop23c].

(a) (b)

Figure 4: (a) shows the input of a simplified river flowing through-
out mixed forests, (b) the prediction generated by our model for that
area 6 years into the future.

Notably, the edges of the image appear to be nonsensical, con-
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taining classifications such as mineral extraction sites, no-data and
moors and heathland. This is due to the model having to work with
large portions of no-data pixels in its input in those areas. Addi-
tionally, south of the river a diagonal line of salt marshes can be
seen and the river itself has inexplicably moved north. Now, before
drawing conclusions from this, let us take a look at the prediction
of the section of the Corine Land Cover presented in Figure 5.

(a) (b)

Figure 5: (a) shows the original section of the Corine Land Cover,
(b) the prediction generated by our model for that same section 6
years into the future.

We can again see a similar trend. While the general concept of
a river flowing through a forest-rich environment with some ur-
ban fabric along its course has been maintained, the details have
been warped. The shape of the river has mostly been maintained,
though its thickness is reduced. Furthermore, the various kinds of
urban fabric have spread out and the peat bogs have largely been re-
placed by forests. We can conclude that the plausibility is not quite
satisfying yet and especially struggles as soon as there are large
amounts of no-data pixels, such as around the edges of a GeoTiff
file. However, it is headed in the right direction and through proper
adjustment of the training data, we assume it is possible to improve
plausibility and mathematical accuracy.

6. Next Steps

The immediately necessary work we can deduce from the results
we shared mainly belongs to two categories: (1) The implemen-
tation of missing features and (2) the improvement of prominent
issues in the current state of the application. Firstly, an issue found
in both applications is a lack of speed of both the import and pre-
diction component. This can be addressed by optimizing the cor-
responding code segments, particularly with paying attention to
pruning unnecessary calculations, on-demand processing, refine-
ment of the implemented algorithms, and optimal use of externally
provided functionalities. Secondly, some features important to the
general interaction loop are missing from both applications. This
includes the lack of easy import and export options in case of the
visualization and a way of configuring the model through the com-
mand line interface in case of the prediction component. The result-
ing implementation works afford the pursuit of engineering rather
than research methods, and can be well-planned for the near future.
Additionally, there are some user experience issues which require
our attention. This is mainly in reference to loading and exporting

the required data, both in regards to the number of manual steps
needed and their complexity. It also includes issues such as the lack
of a map to contextualize the visualized data with. Furthermore, re-
garding the plausibility of the prediction application, better meth-
ods of generating proper training data and better calibrations for the
model need to be found through trial and error. Finally, the inter-
active visualization application still needs to develop its 3D-view
which is a central selling point of the project. Fortunately, a lot of
conceptual work has already been done. However, there are still
open questions regarding its implementation. Optionally, support
for different file formats and types of data sets can also be con-
sidered as future work. After these main categories of issues have
been addressed, the final task for completion of the implementation
work is merging the two applications into a single out-of-the-box
project and its public release.

7. Conclusion & Future Work

Despite the apparent need for further development steps, the pre-
sented proof-of-concept implementations already facilitate both
science and science communication of land-use change. They al-
low one to interactively explore the evolution of land use over time,
backed by a machine learning model that imputes historic data and
generates predictions for the future.

In terms of future work, we envision various directions the pre-
sented project could support. For instance, the resulting tool could
be tailored to different user groups and be actively deployed, for in-
stance, in school curricula, be adjusted to support decision makers
that need to weigh the pros and cons of regional developments, or
provide a platform for human factor studies investigating interac-
tive visual analytics mechanisms, or for experimenting and evolv-
ing time series predicting machine learning approaches.
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