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A B S T R A C T 

Double white dwarfs (DWDs) will be the most numerous gra vitational-wa ve (GW) sources for the Laser Interferometer Space 
Antenna ( LISA ). Most of the Galactic DWDs will be unresolved and will superpose to form a confusion noise foreground, the 
dominant LISA noise source around ∼0 . 5 –3 mHz . A small fraction of these sources will stand out from the background and be 
individually detectable. Uniquely among GW sources, a handful of these binaries will be known in advance from electromagnetic 
(EM) observations and will be guaranteed sources of detectable GWs in the LISA band; these are known as verification binaries 
(VBs). High-cadence photometric surv e ys are continuously disco v ering new VB systems, and their number will continue to 

grow ahead of the launch of LISA . We analyse, in a fully Bayesian framework, all the currently known VB candidates with 

the latest design requirements for the LISA mission and find that 25 of the considered sources can be detected within a 4 yr 
observation time. We explore what can be expected from GW observations, both alone and in combination with EM observations, 
and estimate the VB’s time to detection in the early months of LISA operations. We also show how VBs can be analysed in the 
case where their GW signals compete with many other unknown binary signals (both resolved and unresolved) from a realistic 
Galactic population of DWDs. 

Key w ords: gravitational w aves – binaries: close – stars: individual: white dwarfs. 
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 I N T RO D U C T I O N  

he Laser Interferometer Space Antenna ( LISA ) is a gravitational-
ave (GW) observatory currently under development for science
perations in the 2030s (Amaro-Seoane et al. 2017 ). The LISA
esign is optimized for sensitivity to GWs in the mHz range and the
nstrument will provide the first look at the GW sky in the frequency
and ∼0 . 1 –500 mHz . 
From the first inception of a mission concept aimed at the
Hz GW spectrum (Danzmann et al. 1993 ), it was realized that

he Galactic population (GP) of short-period ( � 1 h) ultra-compact
inaries (UCBs) – white dwarfs, neutron stars, and stellar-mass black
oles – represented a copious reservoir of detectable GW sources
Lipuno v, Postno v & Prokhoro v 1987 ; Hils, Bender & Webbink
990 ). It is now clear that at LISA ’s requirement sensitivity (Babak,
ewitson & Petiteau 2021 ) the instrument will be able to individually

esolve tens of thousands of these UCBs (Amaro-Seoane et al.
023 ). Galactic double white dwarfs (DWDs), both detached and
nteracting, will constitute the o v erwhelming majority of detected
CBs (Nelemans, Yungelson & Portegies Zw art 2004 ; Nissank e et al.
012 ; Korol et al. 2017 , 2022 ; Kremer et al. 2017 ; Lamberts et al.
019 ; Breivik et al. 2020 ; Li et al. 2020 ). LISA will also be sensitive
 E-mail: efinch@star .sr .bham.ac.uk 

e  

w  

L  

Published by Oxford University Press on behalf of Royal Astronomical Socie
Commons Attribution License ( http://cr eativecommons.or g/licenses/by/4.0/), whi
nough to observe several tens to hundreds of DWDs harboured
n Milky Way satellite galaxies (K orol, K oop & Rossi 2018 ; Korol
t al. 2020 ; Roebber et al. 2020 ). UCBs with neutron stars and/or
tellar-mass black holes are also expected to be detected, although
n much smaller numbers (Hils et al. 1990 ; Nelemans, Yungelson &
ortegies Zwart 2001 ; Lamberts et al. 2018 ; Andrews et al. 2020 ;
au et al. 2020 ; Wagg et al. 2022 ). 
Since the population of short-period UCBs is so abundant, the

ystems that LISA can resolve will just be the ‘tip of the iceberg’.
he incoherent superposition of GWs from the remaining unresolved
ources in this population will produce a stochastic foreground signal,
nown as a confusion noise (Hils et al. 1990 ; Farmer & Phinney 2003 ;
uiter et al. 2010 ; Georgousi et al. 2022 ). This confusion noise will
ctually dominate o v er LISA ’s instrumental noise in the frequency
egion ∼0 . 5 –3 mHz . 

Uniquely among GW sources, DWDs are also bright and persistent
ources of electromagnetic (EM) radiation (ho we ver, we note that the
dentification of EM emission from massive black hole binaries might
lso be expected by the time LISA flies; Xin & Haiman 2021 ). This
eans that in some cases they can be detected and studied before the

aunch of LISA . In the early 1990s, a few UCBs were already known
o be guaranteed GW sources for LISA (see, for example, Danzmann
t al. 1993 ; Bender et al. 1998 , and references therein). Known UCBs
hose radiation will be detectable by future GW missions such as
ISA are called verification binaries (VBs) (this idea goes back to, e.g.
© 2023 The Author(s). 
ty. This is an Open Access article distributed under the terms of the Creative 
ch permits unrestricted reuse, distribution, and reproduction in any medium, 

provided the original work is properly cited. 

http://orcid.org/0000-0002-1993-4263
http://orcid.org/0000-0002-6725-5935
https://orcid.org/0000-0001-5438-9152
https://orcid.org/0000-0003-0975-5613
https://orcid.org/0000-0001-5532-3622
http://orcid.org/0000-0002-2527-0213
http://orcid.org/0000-0002-6254-1617
mailto:efinch@star.sr.bham.ac.uk
http://creativecommons.org/licenses/by/4.0/


LISA verification binaries 5359 

P  

t  

t
o
u

 

2  

s  

E  

A  

G  

B  

f  

B
T  

(  

k  

e

w  

p
t
L  

1  

F
a  

G
 

m
b  

m
d
n
L  

c  

p  

a  

s  

w  

c
 

g

a
c
V
a  

e  

m  

o

p  

o  

e
w

t  

L  

t
r  

i

a  

s
l
d
a
c

2
P

T
V
(  

c
o
t
m  

t  

R  

t
t
m  

p  

d  

w  

d  

t  

f
a
p
u  

o  

e  

d
e

2

W  

B
s  

d  

i  

w

c  

B

e  

t
t  

(  

W
n  

d  

i

P

w  

m  

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/522/4/5358/7146841 by U
niversity of Birm

ingham
 user on 01 June 2023
hinney et al. 2001 ). VBs offer a guaranteed detection of GWs within
he first few weeks of the LISA mission and will be useful for testing
he LISA instrument and maximizing its scientific output. They also 
ffer a new opportunity to study the astrophysics of compact binaries 
sing both their GW and EM emission (e.g. Marsh 2011 ). 
The list of known VBs has grown o v er the years (Stroeer & Vecchio

006 ; Kupfer et al. 2018 ; Kupfer et al. 2023 ). New and interesting
ystems are continuously being disco v ered by surv e ys such as the
xtremely Low Mass Surv e y (Brown et al. 2010 ; Brown et al. 2020a ),
TLAS (Tonry et al. 2018 ), OmegaWhite (Macfarlane et al. 2015 ),
aia (Prusti et al. 2016 ), and the Zwicky Transient Facility (ZTF;
ellm et al. 2019 ; Graham et al. 2019 ). Their number will increase

urther with new surv e ys such as SDSS-V (Kollmeier et al. 2017 ),
lackGEM (Bloemen et al. 2015 ), the Gra vitational-wa ve Optical 
ransient Observ er (Stee ghs 2017 ), and the Vera Rubin Observatory
Ivezi ́c et al. 2019 ). It is reasonable to expect that the number of
nown VBs may reach O(10 3 ) by the time LISA flies (e.g. Korol
t al. 2017 ). 

An early study of how well LISA could measure VB properties 
as performed by Stroeer & Vecchio ( 2006 ), who identified ap-
roximately eight VBs abo v e a signal-to-noise ratio (SNR) detection 
hreshold of five and that are therefore expected to be resolvable. 
ater, Kupfer et al. ( 2018 ) used updated EM observations to identify
6 VBs abo v e a similar SNR threshold. Both of these studies used a
isher matrix formalism to estimate the measurement uncertainties, 
nd both studies used a simplified model for the LISA response to
Ws involving just two noise-orthogonal channels. 
This work represents an update to these previous studies on VBs,
aking use of the most recent version of the detectable Galactic 

inaries table from Kupfer et al. ( 2021 , 2023 ). We also use a realistic
odel for the LISA response to GWs, incorporating all three time- 

elay interferometry (TDI) output channels and an instrumental 
oise curve associated with the latest design requirements for the 
ISA mission (Babak et al. 2021 ). Details of all 43 VB candidates
onsidered in this study are summarized in Table 1 , and the top
anel of Fig. 1 illustrates the characteristic strain of this set of VBs
longside the chosen LISA noise curve. Note that we refer to the full
et of binaries considered as ‘VB candidates’, since not all of them
ill be detectable in LISA . Those sources that satisfy the detection

riteria are then known as VBs. 
The scope of the study presented here is quite broad, and to help

uide the reader we present a summary of the key sections below: 

(i) Section 2 , ‘Updated VB parameter estimation study’ , contains 
n updated parameter estimation study on how well the VB properties 
an be measured from GW observations alone. In this section each 
B is considered in isolation and the instrumental noise properties 

re assumed to be known perfectly. We also study how the SNR for
ach VB accumulates o v er time, with a particular focus on the early
onths of the LISA mission so we can estimate the time to detection

f the loudest VBs. 
(ii) Section 3 , ‘EM–GW synergies’ , investigates the effect of incor- 

orating EM priors in the GW analysis to address how the accuracy
f the measurements can be impro v ed (this complements Johnson
t al. 2021 , who considered the influence that LISA measurements 
ill have on the analysis of EM observations). 
(iii) Section 4 , ‘Accounting for unknown noise levels’ , reperforms 

he VB parameter estimation study, but now treats the noise in each
ISA TDI channel as an unknown parameter to be inferred from

he data simultaneously with the VB properties. This shows that the 
esults in Section 2 are robust to the addition of uncertain levels of
nstrumental or confusion noise. 
(iv) Section 5 , ‘Accounting for source confusion’ , performs an 
nalysis of a single typical VB while including all other DWD
ignals from a realistic Galaxy realization (predicted from popu- 
ation synthesis). This involves modelling above-threshold (but EM- 
ark) sources nearby in frequency to the VB, while simultaneously 
ccounting for the below-threshold sources (which constitute the 
onfusion foreground) via a variable noise level. 

 UPDA  TED  VERI FI CA  T I O N  BI NARY  

ARAMETER  ESTIMATION  STUDY  

able 1 summarizes the properties of the currently known candidate 
Bs split into four sub categories: detached DWDs, accreting DWDs 

also known as AM CVns), hot subdwarfs with a white dwarf
ompanion (sdBs), and ultra-compact X-ray binaries (UCXBs). The 
rbital periods of these binaries are typically well determined from 

he source variability via photometry or spectroscopy. Component 
asses are harder to measure because of the intrinsic faintness and

he compact configuration (e.g. see Jim ́enez-Esteban et al. 2018 ;
ebassa-Mansergas et al. 2019 ). It is especially difficult for AM CVn

ype sources because only the accretion disc and, more exceptionally, 
he accretor are visible in the spectra. Typically, both component 

asses can be estimated for eclipsing systems. Distance is yet another
arameter difficult to derive from EM observations. F or man y VBs,
istance could be derived thanks to the arri v al of the Gaia data,
hich was considered in Kupfer et al. ( 2018 ). Here we use up-to-
ate distance estimates derived in Kupfer et al. ( 2023 ) based on
he latest Gaia data release 3. We note, ho we ver, that the highest
requency binary (HMCnc) – expected to be the ‘loudest’ LISA source 
mong currently known Galactic binaries – in the sample is lacking 
arallax measurement; as a consequence, its distance remains highly 
ncertain. As in Kupfer et al. ( 2023 ), for HMCnc we consider a range
f possible distances between 5 and 10 kpc, which comprises various
stimates in the literature. Finally, we note that the inclination is a
egenerate parameter that can generally only be well constrained for 
clipsing or nearly eclipsing systems. 

.1 GW parameter estimation 

e use the up-to-date candidate VB properties in Table 1 and a
ayesian inference pipeline to study the measurement of the VB 

ource properties from their GW signals alone. We emphasize that we
o not use any prior EM-derived knowledge on the GW parameters
n the analyses in this section; a study of the impro v ement obtained
ith a combined multimessenger analysis is left to Section 3 . 
Bayesian parameter estimation was performed using the BALROG 

ode (Roebber et al. 2020 ; Buscicchio et al. 2021 ; Klein et al. 2022 ).
ALROG simulates the LISA mission, including DWD waveform gen- 
ration and the LISA response with mock noise, and has the capability
o perform parameter estimation. Unlike ground-based detectors, 
he LISA data can be processed to produce three output channels
conventionally named A , E , and T ) containing independent noise.

ith the additional assumptions of stationarity and Gaussianity, the 
oise in each channel can be characterized by the power spectral
ensity (PSD) and we write the likelihood as a product o v er the three
ndependent channels as 

 ( d| h ) ∝ 

∏ 

α

exp 

(
−1 

2 
〈 d − h | d − h 〉 α

)
, (1) 

here h and d are the frequency-domain representations of the signal
odel and observed data, respectively, in the three TDI channels: α =
MNRAS 522, 5358–5373 (2023) 
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M

Figure 1. Top: The characteristic strain, h c , of all 43 VB candidates considered in this study (and the double pulsar). This is compared to the LISA instrumental 
noise 

√ 

f S inst and to the total noise including the foreground confusion 
√ 

f ( S inst + S conf ) for a mission duration of T obs = 4 yr. The ratio h c / 
√ 

f ( S inst + S conf ) 
gives the SNR of the source. Here, we use an SNR calculated in the low-frequenc y limit, av eraged o v er LISA orbital modulations and polarization angle; further 
details can be found in Appendix. A . Error bars indicate the full range of possible h c given the measurement uncertainties in VB component masses, distances, 
inclinations, and frequencies (these sources of uncertainty being in decreasing order of significance). Also shown are the first few harmonics of the double 
pulsar PSR J0737-3039 that is on an eccentric orbit with a period of 2.45 h; although it is close, this is not expected to be detectable with LISA (see Section 2.2 ). 
Bottom: Time to detection for the 25 VBs that satisfy SNR 4yr > 6 (i.e. the 25 sources that are detectable within a 4 yr mission). Markers and error bars show the 
median and 50 per cent error bars on the detection time, including both the astrophysical uncertainty and the LISA orbital uncertainty as described in Section 2.3 . 
Sources are shown in order of increasing frequency from left to right. Sources that will not be detectable in the first year of LISA science operations are indicated 
with arrows, and their approximate detection time is shown. We emphasize that no VB sources with frequencies f 0 < 1 mHz are expected to be detectable within 
the first year of LISA operations. 

A

〈

w  

q  

i  

1
 

o

S

a  

T  √
 

b  

o  

t  

d  

e  

a  

T  

t  

q  

s  

2  

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/522/4/5358/7146841 by U
niversity of Birm

ingham
 user on 01 June 2023
 , E , and T . The inner product in each channel is defined as 

 a| b 〉 α = 2 
∑ 

k 

a k b 
∗
k + a ∗k b k 
S α( f k ) 

δf , (2) 

here S α( f k ) is the PSD in channel α. All quantities are in the fre-
uency domain and the subscript k indexes the frequency components
n their discrete Fourier transforms. The frequency resolution is δf =
/ T obs . 
The optimal SNR o v er an observation time T obs is defined as a sum

 v er all three TDI channels 

NR T obs = 

[ ∑ 

α

〈 h | h 〉 α
] 1 / 2 

, (3) 
NRAS 522, 5358–5373 (2023) 
nd is used to determine whether a particular VB can be detected.
he SNR increases with mission duration T obs , but not in the usual ∝
 

T obs manner. The rate at which the SNR accumulates is complicated
y the Galactic confusion noise (see Appendix A ) that decreases
 v er time as it becomes possible to individually resolve more of
he UCB sources in the Galaxy. This means the ef fecti ve noise PSD
ecreases for longer mission durations, thereby raising the SNR. This
ffect is most pronounced for sources with intermediate frequencies
round ∼2 mHz where the confusion is the dominant source of noise.
he rate at which the SNR accumulates is further complicated by

he orbital motion of the LISA constellation around the Sun. The
uadrupolar antenna pattern of LISA introduces oscillations in its
ensitivity to GWs from a particular sky direction at a frequency of
 yr −1 . These effects can be seen in Fig. 2 where the cumulative SNR

art/stad1288_f1.eps
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Table 1. Source properties measured from EM observations for the set of known VBs (accessed on 2022 September 2) from Kupfer et al. ( 2021 ) 
(see also Kupfer et al. 2023 ). Masses, distances, and inclination angles with no available uncertainty information are quoted to two significant 
figures, and values stated in square brackets represent indirect estimates based on theoretical arguments (Kupfer et al. 2018 ). We note that HMCnc 
has an essentially unconstrained distance, and in the parameter estimation study in Section 2 below we adopt the median (7500 pc) of the stated 
range as our fiducial value; we note that this differs from the value used in Kupfer et al. ( 2018 ), although see the discussion in Section 5 of that 
paper. Inclinations are only in the range 0 –90 deg due to the inability of EM observations to distinguish between an inclination of x degrees and 
(180 − x ) degrees. GW observations from LISA will resolve this de generac y and find the true inclination of each system in the range 0 –180 deg . 
(Note that when injecting VBs we choose to inject with the inclination given in the table.) Eclipsing systems are denoted with ∗. 

Type l /deg b /deg P /s m 1 /M � m 2 /M � D /pc ι/deg Refs. 
Source 

AMCVn 
HMCnc 120.4387 −4.7040 321.529 1290(10) 0.55 0.27 [5000–10 000] 38 1, 2, 3 
V407Vul −65.0093 46.7833 569.396 23(13) [0.80 ± 0.10] [0.177 ± 0.071] 2090 ± 680 [60] 2 
ESCet ∗ 24.6080 −20.3339 620.211 25(30) [0.80 ± 0.10] [0.161 ± 0.064] 1780 ± 230 [60] 4 
SDSSJ1351 −151.6161 4.4721 939.0 ± 7.2 [0.80 ± 0.10] [0.100 ± 0.040] 1530 ± 760 [60] 5 
AMCVn 170.3818 37.4426 1028.732 20(30) 0.680 ± 0.060 0.125 ± 0.012 302.0 ± 3.0 43.0 ± 2.0 6 
SDSSJ1908 −61.7867 61.4542 1085.1080(10) [0.80 ± 0.10] [0.085 ± 0.034] 977 ± 32 15.0 ± 5.0 7, 8 
HPLib −124.9155 4.9599 1102.700(50) 0.65 ± 0.15 0.07 ± 0.20 280.0 ± 3.0 30.0 ± 4.0 9, 10 
PTF1919 ∗ −51.0016 69.0291 1347.354(20) [0.80 ± 0.10] [0.066 ± 0.026] 1360 ± 470 [60] 11 
CX1751 −91.9424 −6.2528 1374.00(60) [0.80 ± 0.10] [0.064 ± 0.026] 1130 ± 260 [60] 12 
CRBoo −157.7309 17.8971 1471.306(50) 0.89 ± 0.21 0.07 ± 0.22 351.0 ± 5.0 30 10, 13 
V803Cen −143.8365 −30.3168 1596.4 ± 1.2 0.97 ± 0.20 0.084 ± 0.025 287.0 ± 5.0 13.5 ± 1.5 10, 14 
KLDra −25.8709 78.3217 1501.806(30) 0.76 0.057 930 ± 91 [60] 15 
PTF0719 104.3844 26.5213 1606.2 ± 1.2 [0.80 ± 0.10] [0.053 ± 0.021] 840 ± 200 [60] 16 
CPEri 42.1289 −26.4276 1740(84) [0.80 ± 0.10] [0.049 ± 0.020] 750 ± 200 [60] 17 
ZTFJ1905 ∗ −66.2000 53.6764 1032.164 41(62) [0.80 ± 0.10] [0.090 ± 0.035] 700 ± 600 70 ± 20 18 
DWD 

SDSSJ0651 ∗ 101.3338 5.8064 765.206 543(55) 0.247 ± 0.013 0.490 ± 0.020 960 ± 370 86 . 9 + 1 . 6 −1 . 0 19, 20 
SDSSJ0935 130.9744 28.0938 1188(42) 0.312 ± 0.019 0.75 ± 0.24 400 ± 200 [60] 21, 22 
SDSSJ1630 −128.2284 63.0527 2388.0 ± 6.0 0.298 ± 0.019 0.76 ± 0.24 850 ± 170 [60] 21, 23 
SDSSJ0923 133.7104 14.4288 3884(43) 0.275 ± 0.011 0.76 ± 0.23 288.0 ± 5.0 [60] 21, 24 
ZTFJ1539 ∗ −154.9724 66.1616 414.791 5404(29) 0 . 610 + 0 . 017 

−0 . 022 0.210 ± 0.015 2500 ± 1300 84 . 15 + 0 . 64 
−0 . 57 18 

ZTFJ0538 ∗ 84.8261 −3.4567 866.603 31(16) 0.450 ± 0.050 0.320 ± 0.030 1000 ± 370 85 . 430 + 0 . 070 
−0 . 090 18 

PTFJ0533 82.9058 −21.1234 1233.972 98(17) 0 . 652 + 0 . 037 
−0 . 040 0.167 ± 0.030 1170 ± 390 72 . 8 + 0 . 8 −1 . 4 18 

ZTFJ2029 ∗ −45.5630 33.4339 1252.056 499(41) 0.320 ± 0.040 0.300 ± 0.040 1100 ± 640 86 . 64 + 0 . 70 
−0 . 40 18 

ZTFJ1749 ∗ −92.9622 32.8224 1586.033 89(44) 0 . 400 + 0 . 070 
−0 . 050 0 . 280 + 0 . 050 

−0 . 040 2000 ± 1200 85 . 5 + 1 . 4 −1 . 1 18 
ZTFJ2243 ∗ 13.2384 53.9599 527.934 890(32) 0 . 349 + 0 . 093 

−0 . 074 0 . 38 + 0 . 11 
−0 . 07 1760 ± 730 81 . 9 + 1 . 3 −0 . 7 25 

SDSSJ2322 −6.5666 8.4572 1201.4 ± 5.9 0.340 ± 0.020 > 0.17 860 ± 210 [60] 26 
SDSSJ1235 −178.2132 17.9524 2970.4 ± 4.3 0.350 ± 0.010 0 . 270 + 0 . 060 

−0 . 020 446 ± 28 27.0 ± 3.8 27 
ZTFJ0722 115.8862 −40.2651 1422.548 655(71) 0.380 ± 0.040 0.330 ± 0.030 1460 ± 780 89.66 ± 0.22 18 
ZTFJ1901 −53.1907 74.6334 2436.108 17(93) 0.360 ± 0.040 0.360 ± 0.050 909 ± 78 87.28 ± 0.50 18 
SMSSJ0338 80.4851 59.4015 1836(32) 0.230 ± 0.015 0 . 380 + 0 . 050 

−0 . 030 536 ± 16 69.0 ± 9.0 28 
SDSSJ0634 97.0793 14.8391 1591(29) 0 . 452 + 0 . 070 

−0 . 062 0 . 209 + 0 . 034 
−0 . 021 433 ± 16 37.0 ± 7.0 28 

SDSSJ1337 −177.1107 45.5716 5942.95(30) 0.510 ± 0.010 0.320 ± 0.010 113.78 ± 0.57 13.0 ± 1.0 29 
ZTFJ2320 8.7132 38.0937 3314.7998(40) 0.690 ± 0.030 0.200 ± 0.010 1480 ± 860 84 . 5 + 2 . 7 −3 . 2 18 
SDSSJ1043 160.1506 −2.0480 2739(79) 0.183 ± 0.010 0.76 ± 0.25 2800 ± 1200 [60] 30 
SDSSJ0822 ∗ 120.6776 11.0965 2430.072 50(10) 0.304 ± 0.014 0.524 ± 0.050 1300 ± 1200 87.70 ± 0.20 31 
SDSSJ0106 11.4543 −15.7928 2345.8 ± 1.7 0.188 ± 0.011 0 . 57 + 0 . 22 

−0 . 07 820 ± 440 67 ± 13 32 
WD0957 −151.4766 −67.3014 5269.810 804(73) 0.370 ± 0.020 0.320 ± 0.030 163.70 ± 0.80 75 ± 15 33 
sdB 

CDm30 ∗ −138.8255 −16.6150 4231.791 86(15) 0.540 ± 0.020 0.790 ± 0.010 355.0 ± 7.0 82.900 ± 0.040 34 
ZTFJ2130 ∗ −11.8355 54.4443 2360.4062(14) 0.545 ± 0.020 0.337 ± 0.015 1307 ± 42 86.4 ± 1.0 18 
HD265435 101.3348 10.1443 5945.917 43(28) 0 . 63 + 0 . 13 

−0 . 12 1.01 ± 0.15 461 ± 12 64 + 14 
−5 35 

ZTFJ1946 −52.0264 52.0541 2013.821 41(75) 0 . 272 + 0 . 046 
−0 . 043 0 . 307 + 0 . 097 

−0 . 085 2120 ± 300 77 . 1 + 1 . 6 −1 . 2 18 
ZTFJ0640 99.6393 −5.4567 2236.0160(16) 0 . 39 + 0 . 12 

−0 . 09 0 . 325 + 0 . 030 
−0 . 015 1580 ± 620 65.3 ± 5.1 18 

UCXB 

4U1820-30 −84.8589 −7.0267 685.0 ± 4.0 [1.4] [0.069] 7600 [60] 36 

Notes. [1] Strohmayer ( 2005 ), [2] Barros et al. ( 2007 ), [3] Roelofs et al. ( 2010 ), [4] Espaillat et al. ( 2005 ), [5] Green et al. ( 2018 ), [6] Skillman 
et al. ( 1999 ), [7] Fontaine et al. ( 2011 ), [8] Kupfer et al. ( 2015 ), [9] Patterson et al. ( 2002 ), [10] Roelofs et al. ( 2007b ), [11] Levitan et al. ( 2014 ), 
[12] Wevers et al. ( 2016 ), [13] Provencal et al. ( 1997 ), [14] Roelofs et al. ( 2007a ), [15] Wood et al. ( 2002 ), [16] Levitan et al. ( 2013 ), [17] Howell 
et al. ( 1991 ), [18] Burdge et al. ( 2020a ), [19] Brown et al. ( 2011 ), [20] Hermes et al. ( 2012 ), [21] Brown et al. ( 2016 ), [22] Kilic et al. ( 2014 ), 
[23] Kilic et al. ( 2011b ), [24] Brown et al. ( 2010 ), [25] Burdge et al. ( 2020b ), [26] Brown et al. ( 2020b ), [27] Kilic et al. ( 2017 ), [28] Kilic et al. 
( 2021 ), [29] Chandra et al. ( 2021 ), [30] Brown et al. ( 2017 ), [31] Kosakowski, Kilic & Brown ( 2021 ), [32] Kilic et al. ( 2011a ), [33] Moran, 
Marsh & Bragaglia ( 1997 ), [34] Geier et al. ( 2013 ), [35] Pelisoli et al. ( 2021 ), and [36] Chen, Liu & Wang ( 2020 ) 
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M

Figure 2. Cumulative SNR of all 43 VB candidates as a function of LISA 

integration time over a 10 yr mission. Sources are coloured in three categories 
according to their frequency. The dotted black line shows the simple SNR ∝ √ 

T obs dependence expected for a stationary detector with a constant noise 
PSD. This is not realized for LISA because the confusion noise decreases 
with time; sources at intermediate frequencies where the confusion is the 
dominant noise source accumulated SNR approximately linearly in time. The 
oscillations visible at a frequency of 2 yr −1 are due to the orbital motion of 
the LISA constellation. 
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f each candidate VB is plotted o v er a 10 yr mission duration. This
s consistent with previous work on the SNR evolution o v er time
Kupfer et al. 2018 ; Seoane et al. 2022 ), which also shows an SNR
caling that differs from a simple square root dependence. The rate
t which the SNR accumulates in the first few months of the LISA
ission is investigated in more detail in Section 2.3 . 
The parameter estimation results from the GW-only analysis are

ummarized in Table 2 . LISA SNR T obs values are reported for mission
urations of T obs = 1, 4, and 10 yr for all 43 candidate VBs. Although
arameter estimation analyses were performed for all three mission
urations, results in the table are quoted for the LISA nominal mission
uration of 4 yr (Amaro-Seoane et al. 2017 ). We find that UCB
ources below a threshold SNR of � 6 generally cannot be detected
r characterized by LISA (the posteriors are typically broad, with no
lear peaks and with an amplitude consistent with zero). Throughout
his paper, we adopt a value of SNR = 6 as a fiducial threshold
equired for detection. Parameter estimation results are only shown
n Table 2 for the 25 resolvable sources with SNR 4yr > 6. 

Each VB was injected into a zero-noise realization and analysed in-
ividually. The analysis was performed using the likelihood function
n equation ( 1 ) with the noise PSD being the sum of the instrumental
oise (as described in the latest LISA Science Requirement Document
abak et al. 2021 ) and the astrophysical confusion noise from the
nresolved Galactic binaries (modelled using equation A2 from
abak et al. 2017 ). 
Each VB is described by eight parameters: a GW strain amplitude
 , a GW frequency f 0 (equal to twice the binary orbital frequency,

 0 = 2/ P ), a time deri v ati v e of GW frequenc y ḟ , an inclination angle
, an ecliptic latitude and longitude ( b , l ), and the initial phase φ0 

nd polarization angle ψ . The injected values, where possible, are
erived from the median EM-observed values in Table 1 . The GW
train amplitude is given by (Blanchet 2014 ) 

 = 

2( G M c ) 5 / 3 ( πf 0 ) 2 / 3 

Dc 4 
, (4) 
NRAS 522, 5358–5373 (2023) 
here M c = ( m 1 m 2 ) 3 / 5 / ( m 1 + m 2 ) 1 / 5 is the chirp mass, and D is
he distance to the source. For the injection, the frequency deri v ati ve
as assumed to be driven by GW emission and has the quadrupole-

ormula-deri ved v alue of 

 ̇= 

96 

5 

(
G M c 

c 3 

)5 / 3 

π8 / 3 f 
11 / 3 
0 . (5) 

his constraint was not used in the reco v ery where ḟ was treated as a
ree parameter, allowing us to potentially measure the effects of tides
r mass transfer on the evolution of the binary. No constraints on the
nitial phase and polarization are obtained from the EM observations;
he injected values for these parameters were drawn randomly from
he priors. 

A blind search was performed for each VB. We emphasize that
his analysis is deliberately not taking into account what is already
nown about the VBs from EM observations. The analysis used the
ollowing flat priors: A ∈ [0 , 10 A 0 ]; f 0 ∈ [ f 0 − 3/ T obs , f 0 + 3/ T obs ];
 ̇∈ [ −10 −15 , 10 −15 ] s −2 ; cos ( ι) ∈ [ −1, 1]; sin ( b ) ∈ [ −1, 1]; l ∈ [0,
 π]; φ0 ∈ [0, 2 π]; and ψ ∈ [0, π]. 
The modular design of the BALROG code allows it to be called

ith a wide range of stochastic samplers. In this paper, the NESSAI

Williams, Veitch & Messenger 2021 ) implementation of the nested
ampling algorithm (Skilling 2006 ) was used to sample the posterior
istribution. The runs in this section were performed with 2000 live
oints and required an average of 967, 2575, and 8026 CPU seconds
or the 1, 4, and 10 yr analyses, respectively. 

We find that, with GW measurements only, we can generally
easure the (abo v e-threshold) VB amplitudes to the 1 per cent level,

he GW frequency to a subfrequency bin width precision (one part
n � 10 5 ), and for sources with f 0 � 2 mHz we can constrain the
requency deri v ati ve away from zero. 

Compared to the recent study by Kupfer et al. ( 2018 ), our
nalysis includes 12 new (recently disco v ered) sources that satisfy
he chosen resolvability criteria. This includes five ZTF sources (one
MCVn, four DWDs), four SDSS DWDs, the DWDs SMSSJ0338

nd PTFJ0533, and the UCXB 4U1820-30. The close-to-threshold
ources in Kupfer et al. ( 2018 ) (PTF1919, CX1751, and CDm30) do
ot meet the resolvability criteria used in this study. We see good
greement with the 4 yr SNRs reported in table 3 of Kupfer et al.
 2018 ), with the exception of HMCnc (our SNR is a factor of ∼2
maller) and SDSSJ0935 (our SNR is a factor of ∼2 bigger). These
ifferences are due to choices for the distance to the source. There is
lso broad agreement with the measurement uncertainties on the VB
mplitude and inclination. Ho we ver, in a few cases we find errors
maller than those previously reported; this is likely to be due to
hoices for the source distance and differences in the details of the
nalysis. 

Fig. 3 shows the reco v ered sk y positions of the 25 VBs with SNR 4yr 

 6. For each VB, the 90 per cent credible GW-reco v ered sk y position
s shown along with the injected value (which comes from the EM
bserv ations). The GW-deri v ed sk y position is consistent with the
uch more precise EM-derived sky position in all cases. Table 2 also

eports the 90 per cent credible GW-reco v ered sk y area �90 for these
ources. 

.2 The double pulsar PSR J0737-3039 

he term ‘verification binary’ is used for any LISA source that can be
bserved electromagnetically in advance. These are mostly DWDs
ut, in principle, can include other compact objects. An example
hat is tantalizingly close to being within the sensitivity reach of
ISA is the double pulsar PSR J0737-3039 (Burgay et al. 2003 ;
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Table 2. GW-derived parameter estimates for the set of known VBs, with an integration time of 4 yr and an SNR 4yr > 6 detection threshold. For the remaining 
sources that do not satisfy this detection threshold, we do not report parameter estimates, since they are found to be uninformative. The values 	 A / A , f 0 , ḟ , 
and ι are given to a 1 σ confidence, and �90 is the 90 per cent credible region sky localization. 

Type SNR 

	 A 

A 

f 0 /mHz ḟ /nHz yr −1 ι/deg �90 /deg 2 

Source 1 yr 4 yr 10 yr 

AMCVn 
HMCnc 49.1 98.1 155 0.086 6.220 276 24(18) 23.579 ± 0.087 30 ± 10 0.26 
V407Vul 46.4 116 183 0.021 3.512 492 53(15) 2.602 ± 0.079 59.9 ± 1.0 0.097 
ESCet 35.8 115 182 0.021 3.224 707 71(14) 1.747 ± 0.072 60.1 ± 1.0 0.21 
SDSSJ1351 5.39 20.5 55.9 0.18 2.129 925 48(84) 0.23 ± 0.42 54 ± 14 27 
AMCVn 29.9 94.9 288 0.095 1.944 140 61(18) 0.171 ± 0.084 38 ± 10 0.53 
SDSSJ1908 7.68 22.7 67.2 0.15 1.843 134 50(79) 0.12 ± 0.40 37 ± 13 7.1 
HPLib 17.8 51.7 151 0.10 1.813 729 94(32) 0.08 ± 0.16 31 ± 11 4.9 
PTF1919 1.49 3.85 8.18 – – – – –
CX1751 1.91 4.89 10.2 – – – – –
CRBoo 8.82 22.0 42.9 0.15 1.359 336 88(76) 0.05 ± 0.38 38 ± 13 28 
V803Cen 13.4 32.7 60.4 0.13 1.252 818 82(57) 0.04 ± 0.27 34 ± 12 11 
KLDra 1.41 3.51 6.73 – – – – –
PTF0719 1.48 3.61 6.65 – – – – –
CPEri 1.30 3.09 5.54 – – – – –
ZTFJ1905 6.28 19.8 60.0 0.085 1.937 675 79(90) 0.16 ± 0.46 69.4 ± 3.4 9.7 
DWD 

SDSSJ0651 15.9 84.0 143 0.012 2.613 673 41(22) 0.83 ± 0.10 86.90 ± 0.33 1.1 
SDSSJ0935 31.2 85.5 222 0.029 1.683 501 65(21) 0.296 ± 0.097 59.8 ± 1.4 1.0 
SDSSJ1630 2.86 6.39 10.8 0.32 0.837 5210(31) 0.0 ± 2.3 52 ± 18 470 
SDSSJ0923 3.06 6.42 10.4 0.31 0.514 9755(33) 0.0 ± 1.8 52 ± 17 1193 
ZTFJ1539 41.8 84.1 133 0.012 4.821 699 08(19) 8.005 ± 0.096 84.15 ± 0.36 0.073 
ZTFJ0538 12.4 57.7 128 0.018 2.307 861 02(31) 0.62 ± 0.15 85.43 ± 0.53 3.2 
PTFJ0533 3.78 10.1 24.6 0.21 1.620 7811(18) 0.12 ± 0.91 70 ± 12 104 
ZTFJ2029 3.15 8.38 19.9 0.14 1.597 3720(23) 0.1 ± 1.1 86.2 ± 4.4 116 
ZTFJ1749 1.12 2.74 5.09 – – – – –
ZTFJ2243 47.7 104 164 0.010 3.788 345 95(18) 3.584 ± 0.088 81.88 ± 0.32 0.091 
SDSSJ2322 4.50 12.2 31.2 0.24 1.664 7245(15) 0.09 ± 0.72 49 ± 16 93 
SDSSJ1235 2.99 6.46 10.7 0.31 0.673 3028(29) 0.0 ± 1.7 51 ± 17 960 
ZTFJ0722 2.14 5.42 10.9 – – – – –
ZTFJ1901 1.02 2.28 3.84 – – – – –
SMSSJ0338 3.08 7.26 12.8 0.31 1.089 2653(30) 0.0 ± 1.4 57 ± 17 222 
SDSSJ0634 10.2 25.0 46.3 0.14 1.256 755 06(75) 0.04 ± 0.35 37 ± 13 25 
SDSSJ1337 3.61 7.35 11.7 0.26 0.336 5330(24) 0.0 ± 1.2 49 ± 16 793 
ZTFJ2320 0.358 0.765 1.26 – – – – –
SDSSJ1043 0.463 1.01 1.69 – – – – –
SDSSJ0822 0.995 2.22 3.75 – – – – –
SDSSJ0106 1.57 3.52 5.96 – – – – –
WD0957 1.09 2.23 3.58 – – – – –
sdB 

CDm30 2.50 5.21 8.42 – – – – –
ZTFJ2130 1.06 2.39 4.04 – – – – –
HD265435 1.59 3.24 5.16 – – – – –
ZTFJ1946 0.541 1.25 2.17 – – – – –
ZTFJ0640 1.12 2.54 4.34 – – – – –
UCXB 

4U1820-30 3.38 14.7 23.6 0.21 2.919 7080(13) 0.78 ± 0.60 50 ± 15 34 
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yne et al. 2004 ). The binary is mildly eccentric, e = 0.088, so

t radiates GWs at multiple frequency harmonics f GW 

= n/P = 

 × 0 . 113 mHz , where P = 2 . 45 h is the orbital period (see the top
anel of Fig. 1 ). The orbital parameters of this source are known
ith exquisite accuracy (Kramer et al. 2021 ) and the expected 
NRs in the first few harmonics ( n = 1 to 6) are 0.01, 1.33, 0.70,
.20, 0.04, and 0.01 after T obs = 10 yr of LISA observations. The
otal SNR across all harmonics is 1.52. This is too quiet for LISA
o detect and therefore this is not expected to be a verification

ource. 

o  
.3 Verification binaries in the early months of LISA operations 

Bs will be key in helping to establish the early performance of
he instrument in comparison to pre-launch predictions. This will 
e particularly important during the first few months of science 
perations. In turn, this may well play a role in determining the
iming and content of the first LISA data releases. 

To help guide expectations for which and how many VBs might
e detectable in the early months of LISA science operations, in the
op panel of Fig. 4 we show the SNR evolution o v er the first year
f the mission for an illustrative selection of loud VBs. The total
MNRAS 522, 5358–5373 (2023) 
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M

Figure 3. Skymaps of all 43 VB candidates in the ecliptic coordinate frame. Known sky positions (used as the injected values in the analysis) are indicated 
by markers. The marker shape indicates the VB frequenc y. F or the 25 resolvable VBs satisfying SNR 4yr > 6, the marker colour indicates the VB SNR 4yr . 
Additionally, for the abo v e-threshold sources, the reco v ered sk y position (90 per cent credible re gion) after T obs = 4 yr is shown by a contour. F or reference, the 
Galactic equator and centre are indicated by the grey line and marker, respectiv ely. Insets: F or HMCnc (high f 0 ), ZTFJ0538 (medium f 0 ), and V803Cen (low f 0 ), 
the reco v ered sk y position is shown for T obs = { 1 , 4 , 10 } yr with the associated decreasing areas, �90 , showing the impro v ement o v er time. The scale of each 
inset is indicated in the top left by 1 ◦ lines in both longitude and latitude. 
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umber of VB sources that exceed the SNR > 6 detection threshold
s a function of mission duration is plotted in the bottom panel. 

For the SNR calculations, the GW signals are computed with
strophysical parameters derived from T able 1 . T wo sources of uncer-
ainty are accounted for in these SNR calculations: astrophysical and
rbital. The astrophysical uncertainties arise from the errors on the
arameters obtained from EM observations. The orbital uncertainty
eflects the fact that we do not yet know the exact positions of the
ISA spacecraft at the start of science operations. Over multiyear
bservations, the size of the orbital uncertainty decreases as the
otion of the LISA constellation averages over a complete orbit;

o we ver, for observ ation times shorter than a year this is an important
xtra source of uncertainty. 

Fig. 4 accounts for both sources of uncertainty using a Monte
arlo average. The SNR was computed as a function of T obs for
 set of 1000 parameter draws (astrophysical and orbital position)
or each VB. The astrophysical parameters were drawn either from
 Gaussian distribution (for parameters where both the mean and
tandard deviation are available in Table 1 ) or from a uniform
NRAS 522, 5358–5373 (2023) 
istribution in cases where parameters are unconstrained (to be
onserv ati ve, for sources with inclination given as [60] we draw
nclination samples uniformly in the range 0–π). The initial orbital
osition of LISA is described by two angles (see, for example, the
ppendix of Cornish & Rubbo 2003 ): one describing the phase of
he centre of the constellation around the Sun and one describing
he orientation of the three spacecraft within the constellation. These
ngles were drawn uniformly across their full ranges. 

The size of the orbital SNR uncertainty is larger than the astro-
hysical SNR uncertainty at early times, but is smaller for mission
urations T obs � 3 months . These SNR calculations are assuming
hat the instrumental noise requirements for the LISA mission (Babak
t al. 2021 ) are met exactly, and that the Galactic confusion noise
rom the unresolved Galactic binaries is described by equation (A2)
rom Babak et al. ( 2017 ); in reality, both of these are additional
ources of SNR uncertainty. 

From Fig. 4 , it is expected that two VBs will likely be observable
fter just 1 month of observations. After 6 (12) months, it is expected
hat at least 11 (13) VBs will be detectable. Further results for the

art/stad1288_f3.eps
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Figure 4. Top: Accumulated SNR as a function of mission duration for an 
illustrative selection of loud VBs. The shaded region for each VB corresponds 
to the 50 per cent confidence interval, with the uncertainty coming from the 
astrophysical parameters and LISA orbit. We note HMCnc (shown here with 
a dashed line) has a particularly large uncertainty on its distance; we account 
for this uncertainty by drawing samples in the range 5–10 kpc. Even with this 
accounted for, its high frequency means that it is likely to be one of the loudest 
VBs (which is why we include it here). Bottom: Number of VB sources that 
exceed the detection threshold SNR > 6 as a function of observation time. 
The shaded region in the bottom panel corresponds to the same 50 per cent 
confidence interval from the top panel (coming from both the astrophysical 
and orbital uncertainties). None of the VBs below 1 mHz are detectable within 
the first year of LISA operation, as seen in the bottom panel of Fig. 1 . 
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Figure 5. Mean o v er standard deviation of the amplitude posteriors for the 
edge-on source SDSSJ0651 (top), and for the face-on source SDSSJ1908 
(bottom) as a function of mission duration. The solid blue line shows the 
results for a blind search (1), while dashed lines show searches with different 
EM-informed priors (2–5). The horizontal line indicates the detection thresh- 
old μ/ σ = 2.5. Vertical lines show the detection times for the (1), (4), and (5) 
searches. In both cases, prior knowledge of VB parameters reduces the time 
to detection. For long T obs , prior knowledge of the inclination for the face-on 
source leads to a very significant improvement in the posterior. 
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ime to detection for all 25 individual VBs are shown in the bottom
anel of Fig. 1 , from which one can see that none of the VBs below
 mHz are expected to be observed before LISA gathers ≈2 . 5 yr of
ata. 

 

L E C T RO M AG N E T I C – G R A  VITATIONA L-WA  V E  

YNER GIES  

he analysis in the previous section deliberately did not use any prior
M-deri ved kno wledge of the VB parameters. This information can 
e included in the prior of the GW analysis where it may help to
onfidently detect a VB close to the SNR threshold or impro v e the
arameter estimation accuracy of a louder VB. This section explores 
he influence of prior knowledge of the frequency ( f 0 ), inclination ( ι),
nd sky location ( l , b ). The choice of these parameters was moti v ated
y the availability of EM measurements and on expectations from 

revious (Fisher-matrix) studies (Shah, van der Sluys & Nelemans 
012 ; Shah, Nelemans & van der Sluys 2013 ). The analysis was
riginally performed on a set of simulations where f 0 , ι, l , and
 were separately fixed to the respective EM-measured value. 
e then analysed the simulations where combinations of these 

ariables were fixed. In order to have clearer results, only the most
nformative constraints are presented in this section. We illustrate our 
esults with two example VBs: SDSSJ0651 that is nearly edge-on 
 ι = 87 deg ; this gives rise to approximately linearly polarized GWs)
nd SDSSJ1908 that is nearly face-on ( ι = 15 deg ; this gives rise to
pproximately circularly polarized GWs). 

For a specific mission duration, five different types of analysis were
onsidered: (1) a blind search (using the uninformative priors from 

ection 2 ) and four searches with various parameters fixed to their
M-measured values. These are: (2) frequency fixed, (3) inclination 
x ed, (4) sk y position fix ed, and (5) sk y position and inclination fix ed.
earch (4) can be described as a ‘directed’ or ‘targeted’ search. 
The effect of a particular prior choice is illustrated by considering

ts effect on the one-dimensional marginalized posterior on the ampli- 
ude, A . We use the ratio of the mean, μ, and the standard deviation,
, of this amplitude posterior as a proxy for how confidently a VB

ource can be detected. At low SNR, the amplitude is consistent
ith zero and resembles a truncated distribution; this has a ratio μ/ σ
1, meaning that the VB cannot be detected. At high SNR, the

mplitude posterior is peaked away from zero and has a ratio μ/ σ �
, meaning that the VB can be detected. Empirically, we identify a
hreshold value of μ/ σ > 2.5 as being the minimum value necessary
o detect a VB source (this corresponds roughly to an SNR of 6). 

Fig. 5 shows the evolution of the ratio μ/ σ with increasing
ission duration for the two example sources. The earliest time at
hich the source can be detected is when μ/ σ = 2.5. Compared
MNRAS 522, 5358–5373 (2023) 
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o the blind search (1), in all other cases (2–5) the effect of
ncluding EM prior information is a modest reduction in the time
o detection (knowledge of the inclination parameter leads to the
iggest reduction). SDSSJ0651 (SDSSJ1908) is detected after 104 d
134 d) with a blind search, 92 d (109 d) with the directed search, and
3 d (91 d) with search (5). 
From a Bayesian perspective, the reduction in time to detection

ith impro v ed prior knowledge is e xpected and can be e xplained
n terms of the Bayes’ factor and Occam’s razor. Fixing a model
arameter to its true value reduces the size of the remaining parameter
pace, increasing the Bayesian evidence for the signal hypothesis by
educing its associated Occam penalty. The evidence for the null
ypothesis is unaffected, so the Bayes’ factor (equal to the ratio of
he evidences) increases, making detection easier. 

After the source is detected, the two panels of Fig. 5 show different
ehaviour. For the edge-on source, prior knowledge from EM ob-
ervations does not significantly affect the amplitude measurement.
o we ver, for face-on sources prior knowledge of the inclination

ngle ι does lead to a dramatic impro v ement in the amplitude
easurement; this impro v es further for longer observations. For
DSSJ1908, after T obs = 2 yr , prior knowledge of ι leads to an

mpro v ement in the amplitude measurement by a factor of 2.4.
imilar results were obtained for all the other VBs that were analysed.
From the abo v e discussion, it is clear that prior EM-deri ved kno wl-

dge of the inclination angle is particularly important. The reason for
his can be traced back to the fact that two-dimensional posteriors
n A and ι typically show a strong de generac y; this is particularly
rue for nearly face-on or face-off sources. Therefore, fixing the
nclination to its true value helps to impro v e the measurement of the
mplitude. The amplitude in turn is related to the component masses
nd the distance to the source (see equation 4 ). This is consistent
ith what was found by Shah et al. ( 2012 ) using Fisher matrices. 
It should also be noted that the GW measurements can also be

sed to impro v e the EM measurements of the inclination angle.
ven in cases where the inclination is known from EM observations

see Table 1 ), it is typically not known in which direction on the
ky the VB is orbiting (i.e. an EM-measured inclination of ι =
 

◦ could correspond to a nearly face-on source seen orbiting in a
ounterclockwise direction or to a nearly face-off source with ι =
79 ◦ seen orbiting clockwise). GW measurements will break this
e generac y (see results in Table 2 ). This is consistent with what was
ound by Littenberg & Cornish ( 2019 ) in the specific case of ZTF
1539 + 5027. 

Knowledge of the inclination helps most for face-on systems.
o we ver, it is harder to measure ι for such systems because they are
ot eclipsing. If the inclination is not known but the VB source is
nown not to be eclipsing, this implies that the binary is not close
o edge-on and therefore places a weak constraint on the inclination.
o investigate the usefulness of such a constraint, we conducted a
ost-analysis on all VBs with ι = [60 ◦] in Table 1 . Posterior samples
ith 85 ◦ < ι < 95 ◦ were remo v ed, mimicking the effect of a prior that

xcludes this range of ι that would give rise to eclipses. Unfortunately,
he resulting posteriors showed a negligible improvement. 

 AC C O U N T I N G  F O R  U N K N OW N  NOISE  

EVE LS  

he VB analyses described earlier all used the standard form of
he likelihood, equation ( 1 ). This assumes that the noise in each
ndependent data time series is additive, stationary, and Gaussian.
he statistical properties of this type of noise can be described in

erms of the PSD, S α( f ). The standard GW likelihood also assumes
NRAS 522, 5358–5373 (2023) 
hat this noise PSD is known exactly beforehand. In reality, the
nstrumental noise sources will not be understood perfectly and it
ill also be necessary to account for the presence of the Galactic

oreground as an additional uncertain noise source in the analysis.
n this section we describe how this can be done as part of a fully
ayesian analysis of VB sources by relaxing the assumption of a
nown noise PSD. 
Hereafter, instead of equation ( 1 ), we use a modified GW likeli-

ood: 

 ( d| h ) = 

∏ 

α

exp 
(
−2 

∑ 

k 
| d α ( f k ) −h α ( f k ) | 2 

(1 + δα ) S α ( f k ) 
δf 

)
2 π

∏ 

k (1 + δα) S α( f k ) δf 
, (6) 

here α labels the TDI channel. When the noise is treated as an
nknown in the analysis it is necessary to include the denominator
f equation ( 6 ) (see e.g. Littenberg 2011 ). 
A fixed, reference PSD S α( f ) is used in equation ( 6 ) [although we

se the same symbol, we stress that the meaning of S α( f ) here is
ifferent from that in equation ( 2 )]. This can be chosen to be our best
 priori estimate for the LISA noise; this was taken to be the same PSD
hat was used in Section 2.1 , including the estimate of the confusion
oise. This is fixed throughout the analysis. Ho we ver, this reference
oise PSD is multiplied by a factor 1 + δα . The three new parameters
α describe variations in the noise lev el relativ e to the a priori PSD
stimate. These parameters can account for both instrumental and
alactic foreground noise sources. VBs are extremely narrow band

ources with GW signal power present only in a few frequency
ins; therefore, we choose to use a single parameter in each TDI
hannel to describe variations in the noise level only (the shape of
he PSD is kept fixed). Flat priors were used on the δα parameters
ith sufficiently broad ranges that the posteriors are unaffected by
rior boundaries. 
In Section 5 this likelihood is used to analyse multiple signals

imultaneously. First, ho we ver, the VB sources were reanalysed in-
ividually with this likelihood to ensure they can still be individually
etected and characterized in the presence of unknown noise levels.
he VBs were injected into simulated LISA noise generated from the
SDs shown in Fig. 6 (see also the solid black curve in the top panel
f Fig. 1 ). 
Our ability to constrain the PSD δα parameters depends on how
uch data are analysed. The sums and products o v er k in equation ( 6 )

re taken o v er a small frequency range centred on the GW frequency
f the VB. Because δα describes the noise level across the whole band,
he more frequency bins that are included the better the resulting

easurement of δα . In order to ensure a fair comparison between δα

osteriors from different analyses the number of frequency bins was
xed to 438 in all cases. This value was chosen to be as small as
ossible while still comfortably containing all the signal power for
ll the VB sources (accounting for Doppler broadening and a 10 yr
requency drift for those sources with large ḟ ). All other details of
his analysis are the same as those presented in Section 2 . 

For each of the 43 VB candidates, two analyses were performed at
ission durations of T obs = 1, 4, and 10 yr : an analysis with known
SDs (all three δα parameters fixed to zero) and an analysis with
nknown noise levels ( δα allowed to vary). Notice that even in cases
here the VB cannot be detected, it is still possible to measure δα .
or those VBs above the threshold, we find that it is still possible to
etect and characterize them in the presence of unknown noise levels.
he reco v ered posteriors were nearly identical in both simulations

or most VBs, with a small number showing a small shift in some
arameters, consistent with the width of the posterior. 
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Figure 6. Representative constraints on the noise curve in channels A , E , and T , with mission durations of 1, 4, and 10 yr plotted in blue, orange, and green, 
respecti vely. Error bars sho w 90 per cent confidence intervals. Also plotted for comparison is the LISA noise PSD used for the injection. At low frequencies, the 
GW signal in the T channel is highly suppressed. 
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Two interesting cases were CX1751 after 4 yr and ZTFJ0640 after 
0 yr . Here the SNRs were just below threshold, with SNRs of 4.89
nd 4.34, respectively. This resulted in VB parameter posteriors 
hat were somewhat constrained when the δα were fixed but that 
ecame unconstrained when the δα were free parameters; posterior 
nformation for marginally subthreshold sources can be lost when 
arginalizing o v er uncertain noise lev els. 
It is also possible to use these results to gain some insight

nto our ability to measure the LISA noise level. Because the δα

re treated as free parameters we obtain posterior distributions on 
hese parameters for all 43 VB candidates. Plotted in Fig. 6 are
he 90 per cent confidence regions for the reconstructed noise level 
 

f (1 + δα) S α( f ) in all three TDI channels. The results are shown 
or all 43 separate VB candidate analyses on a single plot as a
unction of frequenc y. F or each VB (and for each T obs ), we have
ingle measurement of δα . We plot the posterior on the noise curve
 

f (1 + δα) S α( f ) . Because we have VBs spread across a range 
f frequencies, this set of measurements can be used as a crude
econstruction of the full noise PSD across the whole LISA band. 
ecause we are analysing VBs one at a time (with no other sources
resent) and in the presence of simulated Gaussian noise, we expect 
hat the reco v ered values of δα should be consistent with the PSD
sed for the injection; this can be seen to be the case in Fig. 6 .
ith our choice of number of frequency bins, N bin = 438, the noise

urve can be measured to an accuracy of ≈8 per cent (90 per cent
redible interval). We stress that the magnitudes of the uncertainties 
n the PSDs shown in Fig. 6 are determined by our choice of
 bin and the uncertainty on δα scales as 1 / 

√ 

N bin . We also stress
hat we have taken the most conserv ati ve approach in which the
hree noise parameters are treated as independent. Understanding of 
ISA ’s subsystem behaviour during mission operation may provide 
dditional constraints across parameters describing the noise. 

 AC C O U N T I N G  F O R  S O U R C E  C O N F U S I O N  

hus far, the VBs have been treated in isolation. This neglects the rest
f the GP of UCBs that LISA will face, both individually resolved
nd unresolved. (Ho we ver, the ef fects of the unresolved sources are
artly accounted for in the model for the Galactic confusion noise.)
n this section, we adopt a fiducial mock Galaxy catalogue to directly
etermine the impact of the rest of the UCBs in the Galaxy on our
bility to measure VB parameters. 

Here we consider the GP of detached DWDs only, as they are
xpected to be at least an order of magnitude more numerous than
he other types of stellar remnant binaries in LISA ’s frequency band
Amaro-Seoane et al. 2023 ). Specifically, we use a mock DWD
atalogue from Wilhelm et al. ( 2020 ) assembled by combining the
WD binary population synthesis model of Toonen, Nelemans & 

ortegies Zwart ( 2012 ) with a snapshot of GALAKOS , a high-
esolution N -body simulation of a stellar disc and bulge/bar with
tructural parameters that reproduce the currently observed proper- 
ies of our Galaxy (D’Onghia & L. Aguerri 2020 ). Representative of a

ilky Way-like Galaxy with a total stellar mass of 5 × 10 10 M �, the
atalogue contains ∼1.4 × 10 7 DWDs emitting in the LISA frequency 
and. Based on an SNR criterion, Wilhelm et al. ( 2020 ) showed that
2.2 × 10 4 DWDs could be detected within 4 yr of the mission,
hile the rest would contribute to the Galactic confusion foreground 

ignal. 

.1 Population analysis 

irst, we attempt to quantify how ‘confused’ each VB source is. This
s designed to be a measure of both how many other UCBs are close
n frequency to the VBs, and how loud these sources are. A source
rom the GP is classified as ‘close’ if its frequency f GP 

0 (accounting
or Doppler broadening) crosses into any of the 10 frequency bins
for a 4 yr mission) centred on the VB initial frequency f 0 ; i.e. if ∣∣f GP 

0 − f 0 
∣∣ < 5 δf + 

v 

c 
f 0 , (7) 

here v/ c ≈ 10 −4 is the orbital velocity of LISA around the Sun. The
ctual Doppler broadening will depend on the ecliptic latitude of the
ource; equation ( 7 ) uses the maximum value. This can be thought
f as counting sources from the GP that have power in the 10 closest
requency bins to the VB. 

For each VB, members of the GP within the permitted frequency
ange were counted and their SNRs computed. Note that these SNRs
re computed in the same manner as those in Table 2 , with respect to
he fixed instrumental plus confusion noise curve. Then, the highest 
NR among the sources in the GP was identified and compared to

he SNR of the VB. This information is summarized in Fig. 7 . 
MNRAS 522, 5358–5373 (2023) 
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M

Figure 7. The number of DWDs in a simulated GP (Wilhelm et al. 2020 ) 
within 10 frequency bins ( T obs = 4 yr ) of each VB, after accounting for 
Doppler broadening (see equation 7 ). These sources will need to be accounted 
for in a realistic analysis of the VB. Marker fill colour indicates the SNR 4yr of 
the loudest member of the GP within the frequency range, while the marker 
edge colour indicates the SNR 4yr of the VB. We consider a VB to be more 
‘confused’ (i.e. likely to be harder to separate from the rest of the population) 
if it has more, or louder, DWD sources nearby in frequency. VBs with a 
circular marker satisfy SNR VB > SNR 

max 
GP , while those with a cross satisfy 

SNR VB ≤ SNR 

max 
GP . The VB V803Cen is highlighted; this is analysed further 

in Section 5.2 . 
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As expected, the GP source count is a steeply decreasing function
f frequency. In this particular realization of the Galactic DWD
opulation, the VBs CRBoo, SDSSJ2322, SDSSJ1351, 4U1820-30,
nd ZTFJ1539 have associated with them at least one DWD with
n SNR greater than their own, i.e. SNR VB > SNR 

max 
GP . The case of

U1820-30 is particularly extreme with the ratio SNR VB / SNR 

max 
GP =

 . 12. 
All VBs will be confused to some extent, with the possible

xception of a few of the highest frequency VBs. In some cases,
here are thousands of other sources nearby in frequency, including
everal that are louder than the VB itself. In order to successfully
erform a GW analysis of the VB under realistic conditions, it is
herefore necessary to account for the presence of other individually
esolvable DWDs from the GP (whose number is unknown a priori)
long with the VB and to marginalize o v er uncertain lev els of the
oise in the three TDI channels (to which the quiet unresolved DWDs
ontribute). Optionally, it is also possible to account for the fact that
he VB’s sky location is known, i.e. to perform a ‘directed search’
or the VB, where the sky position angles l and b are fixed to their
no wn v alues (gi ven in Table 1 ). This is the goal of the following
ection. 

.2 VB inference with a realistic confusion foreground 

n this section, we take as an example VB the binary V803Cen,
nd place it in the simulated GP described earlier. V803Cen has 65
WDs from the GP nearby in frequency (assessed using the criteria

n equation 7 ), two of which have SNR 4yr > 6 (the next loudest has
n SNR of 5.01). Therefore, it might be expected that we would need
o model these two additional sources to perform reliable inference
n the VB. 
To demonstrate this, a 4 yr LISA data instance was generated

ncluding an instrumental noise realization, the VB V803Cen, plus
29 other DWDs from the (mock) Galaxy. This number includes the
NRAS 522, 5358–5373 (2023) 
5 sources closest in frequency to the VB, plus the additional sources
in the ∼100 frequency bins outside the initial frequency range) to
nsure we lose no power at the edge of our frequency band used in
he analysis. 

Using this data instance, we then perform an unknown-noise pa-
ameter estimation (using equation 6 ) of the VB while simultaneously
odelling N extra sources. The cases N = [0, 1, 2, 3] were explored,

nd in all cases the VB inference is ‘targeted’ (that is, with fixed
ky location), while the other DWDs are searched for over the full
ky. The total number of unknown parameters in the analysis is
herefore 3 + 6 + (8 × N ). All other priors are the same as those
escribed in Section 2.1 , with the exception of f 0 that was set to
e within the range given by equation ( 7 ). To deal with the label-
witching problem, which arises when multiple sources described by
he same model are included in the analysis, we follow the approach
n Buscicchio et al. ( 2019 ) and order sources by their frequency. All
nalyses were performed with 4000 live points, and took ∼1, 30,
00, and 500 CPU hours for the N = 0, 1, 2, and 3 runs, respectively.
The results are summarized in Fig. 8 . In the top right panel of

he figure, we show the log-Bayes’ factors, log 10 B 

N 
0 , comparing the

odel evidences for different values of N (normalized to the N =
 analysis, i.e. the VB-only analysis). This peaks at N = 2 extra
ources, consistent with the expectation that only DWDs above a
hreshold SNR of ∼6 can be detected. Ho we ver, the N = 3 analysis
lso has comparable support to the N = 2 case (it is disfa v oured by
og 10 B 

2 
3 = 1 . 2); we speculate that this is related to the presence of

nother marginally subthreshold source. 
The corner plot in the top half of the figure, with the coloured

istograms, shows posteriors on the amplitude, inclination, and
requency for each of the modelled sources in the N = 2 analysis.
ote that, because of the narrow frequency posteriors, the frequency
anels have been split to zoom-in on the posterior for each source.
he true (injected) values for each source are shown with the dotted

ines. We see posteriors consistent with the injected values for the
B, indicating that we have successfully accounted for the unknown
oise and confusion sources. Ho we ver, only one of the GP sources
as posteriors consistent with the injected values. The bias seen in
he reco v ery of GP 1 is a result of our imperfect signal model; the
nference on this source is confused by the presence of many other
ources (some of which are just below the SNR threshold of 6, and so
ave not been completely captured by our noise model). Comparing
he results to those in Section 2 , we see comparable errors in the
requency, amplitude, and inclination ( 	 f / δf ∼ 0.08, or one part in
 × 10 6 , 	 A / A ∼ 0 . 15, 	ι ∼ 13 ◦). 
To the left of the corner plot are the posteriors on the unknown

oise parameters for each TDI channel, δα , as described in Section 4 .
hese represent a modification to the instrumental noise curve (no an-
lytical description of the confusion noise is present in this analysis).
n the A and E channels, we measure the power from the confusion
oise to be ∼5 ± 1 times greater than the instrumental noise only. The
ashed line plotted on each of the histograms indicates an expected
alue for δα , from a periodogram-type calculation. To do this, we
enerate a new data instance with an instrumental noise realization
nd a population of confusion sources (in the same way the data we
nalysed were created), but we exclude the three modelled sources
rom the data. In other words, we subtract perfectly the sources we
odel from the data. With this new data instance, which represents

ur noise n α( f ), we can calculate the PSD S α via 

 α = 

2 

T 

〈| n α( f ) | 2 〉 . (8) 

obs 
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Figure 8. Top: Corner plot showing posteriors for V803Cen and two (nearby in frequency) sources from the GP with SNR 4yr > 6, and posteriors on the noise 
level in each TDI channel with respect to the (design) instrumental noise curve (parametrized through δα). A directed search for the VB was performed (shown 
in red), and blind searches with no prior information for the two Galactic binaries were performed (shown in blue and green). Bottom: The skymap of the VB 

V803Cen (red star) and its associated abo v e-threshold Galactic binaries (blue and green markers), among its subthreshold Galactic binaries (black markers) 
and the remainder of the mock Galaxy realization (heatmap). Contours show the reco v ered sk y position (90 per cent credible re gion) at T obs = 4 yr for the two 
abo v e-threshold Galactic binaries. 
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his approximates the PSD as being constant o v er the frequenc y
ange of the data; as our analysis data are narrow ( ∼150 frequency
ins, with T obs = 4 yr ), this is a reasonable approximation. Finally,
o obtain the predicted δα , we compare this measured PSD to the
nstrumental noise curve at the VB frequency f 0 . Our posteriors are
roadly consistent with the prediction, but our measurement tends to
o wer v alues. One reason for this is that we cannot perfectly model
he abo v e threshold sources in our Bayesian analysis. As seen in
he other panels of Fig. 8 , confusion between the GP sources leads
o biases in the posteriors. As we may be ‘absorbing’ power from
ther (just below threshold) GP sources into our model, this causes
n underestimate of the noise. The loudest below-threshold sources
ay also break the assumption of a constant (in time and frequency)
SD in the application of equation ( 8 ). 
Finally, the bottom panel of the figure shows a skymap with the

ocations of the VB V803Cen (a targeted sky search, red star), the
ther two DWDs we model (for which the 90 per cent credible
egions are shown with green and blue contours), and the other 227
ubthreshold sources from the GP that were included in the data. The
eatmap indicates the density of all ∼1.4 × 10 7 sources in the (mock)
alaxy. We see sky recovery consistent with the injected values. 

 DISCUSSION  A N D  C O N C L U S I O N S  

nique among GW sources, a small number of Galactic UCBs are
nown in advance of the operation of a GW observatory as guaranteed
ources. Extending previous studies of VBs, e.g. Kupfer et al. ( 2018 ),
e have considered the most recent list (and rele v ant parameter

rrors) of VBs maintained by the LISA Consortium (Kupfer et al.
021 ; see also Kupfer et al. 2023 ), and carried out the work within a
ayesian framework using the three independent TDI channels A , E ,
nd T and the instrument performance according the current science
equirements. 

We have shown that LISA will detect 25 currently known systems
 v er its nominal mission lifetime with SNR in the range of ≈6–
00. We have also quantified the expected accuracy with which the
ystem parameters will be measured by computing their marginalized
osterior probability distributions, and shown that LISA will provide
strophysically non-trivial measurements for quantities such as
rbital inclination and the evolution of the orbital period. We have
lso quantified the extent to which prior knowledge of the source
arameters affects the integration time required to detect a VB,
herefore providing an early ‘verification’ of LISA ’s performance. 

Consistent with previous studies, we hav e deriv ed these baseline
esults under the assumption that the noise affecting the measure-
ents is known and that within the frequency band co v ered by a VB

ignal no other GW source is present. Both assumptions are clearly
rong, and one may wonder how reliable these results, as well as

ll of those present in the literature, actually are. We have therefore
eneralized our analysis in the tw o k ey directions that remove these
 v ersimplifications. 
First, we have relaxed the assumption that the noise, both coming

rom the instrument and from the unresolved foreground of Galactic
nd extragalactic UCBs, is known in advance. By including the noise
evel (parametrized by a single parameter in each TDI channel) as
ne of the parameters that need to be fitted in the analysis, we have
hown that there is minimal effect on the accuracy with which the
B parameters can be measured. As a by-product of this analysis, we
ave demonstrated that the overall PSD in each of the three channels
an be measured to ∼8 per cent , but we stress that this measurement
s dependent on the number of frequency bins included in the analysis.
NRAS 522, 5358–5373 (2023) 
Secondly, we have accounted for the fact that the signal from
Bs will o v erlap with those from man y other UCBs in the Galaxy.
y considering a state-of-the-art synthetic population of Galactic
inaries, we have analysed a small ( ≈1000 nHz ) frequency band
tting concurrently for a VB, an unknown number of other DWDs,
nd the noise level in the three TDI channels. We have shown that
he baseline results presented in Table 2 are robust. 

The actual analysis of the LISA data to identify VBs will need to
nclude additional refinements that we have not considered here. In
articular, we have assumed that the noise contribution is Gaussian
nd stationary throughout the observing time, which we know is not
rue. F or e xample, the (dominant, in the band of interest for this
ork) confusion noise level changes during the year due to the LISA
otion. We have assumed there are no data gaps (which surely will

ccur), and we have not considered either transients of instrumental
r astrophysical nature (e.g. radiation from a loud massive black hole
inary) in the frequency band. 
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PPENDI X  A :  NOI SE  C U RV E S  A N D  

HARACTERI STI C  STRAI N  

his appendix gives details of the LISA instrumental and confu- 
ion noise sources. This appendix also gives useful equations for 
redicting the SNR of DWD sources computed in a low-frequency 
pproximation. These equations were used to produce the results in 
he top panel of Fig. 1 . We stress that elsewhere in the paper all
NRs were computed using the full LISA TDI outputs described in

he main text, without making a low-frequency approximation. 
In the top panel of Fig. 1 , the instrumental noise curve is plotted as

 inst ( f ) = 

√ 

f S inst ( f ) , with S inst ( f ) being the low-frequency approx-
mation of the PSD in line with the latest SciRD document (Babak
t al. 2021 ): 

 inst ( f ) = (4 S disp ( f ) + S opt ( f )) 

( 

1 + 0 . 6 

(
2 πf 2 . 5 × 10 9 

c 

)2 
) 

, 

(A1) 
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ith S disp ( f ) being the displacement noise and S opt ( f ) being the optical
oise. 
The total noise curve is plotted as s n ( f ) = 

√ 

f S n ( f ) , where
 n ( f ) = S inst ( f ) + S conf ( f ), and the expression for the confusion noise
SD S conf ( f ) is obtained from Babak et al. ( 2017 ): 

 conf ( f ) = A gal 

(
f 

1 Hz 

)−7 / 3 
exp 

[ 
−

(
f 

s 1 

)α] 
× 1 

2 

[ 
1 + tanh 

(
− f −f 0 

s 2 

)] 
, (A2) 

here the parameters A gal , α, s 1 , f 0 , and s 2 where fitted for different
alues of the observation time (Babak, private communication) and
hen interpolated as a function of T obs . Note that an updated confusion
oise curve can be found in Karnesis et al. ( 2021 ). 
The binaries considered here are nearly monochromatic, and

mit at low frequencies with respect to the instrumental transfer
requency f ∗ = c /2 πL ≈ 19 mHz, where L is the length of the
ISA laser arms. Therefore, for the sensitivity estimates used in the

op panel of Fig. 1 , the signal is modelled in the low-frequency
pproximation (Cutler 1998 ). The combined signal is equi v alent to
wo independent detectors, with 

 I ,I I ( t) = 

√ 

3 
2 

[ 
F 

I ,I I 
+ 

( t ) h + 

( t ) + F 

I ,I I 
× ( t ) h ×( t ) 

] 
, (A3) 

 + 

( t) = −A (1 + cos 2 ι) cos [2 πf 0 ( t − ˆ k · P ) + φ0 ] , (A4) 

 ×( t) = 2 A cos ι sin [2 πf 0 ( t − ˆ k · P ) + φ0 ] , (A5) 

here F 

I ,I I 
+ , × ( t) are the detector antenna pattern functions and c P 

s the position of LISA ’s barycentre. The parameter f 0 is the GW
requency of the signal, φ0 is its initial phase, ι is its inclination, ˆ k 
s the wave propagation vector, and A is the GW strain amplitude
iven by equation ( 4 ). The combined squares SNR ρ2 for this signal
s 

2 = 4 
∫ ∞ 

0 
| ̃ h I ( f ) | 2 +| ̃ h II ( f ) | 2 

S n ( f ) 
d f . (A6) 

We can model the antenna pattern functions in the following
ay (Cutler 1998 ): 

 

I 
+ 

( t) = 

1 
2 

(
1 + cos 2 θ̄

)
cos 2 ̄φ cos 2 ̄ψ − cos θ̄ sin 2 ̄φ sin 2 ̄ψ , (A7) 

 

I 
×( t) = 

1 
2 

(
1 + cos 2 θ̄

)
cos 2 ̄φ sin 2 ̄ψ + cos θ̄ sin 2 ̄φ cos 2 ̄ψ , (A8) 

 

II 
+ 

( t) = 

1 
2 

(
1 + cos 2 θ̄

)
sin 2 ̄φ cos 2 ̄ψ + cos θ̄ cos 2 ̄φ sin 2 ̄ψ , (A9) 

 

II 
× ( t) = 

1 
2 

(
1 + cos 2 θ̄

)
sin 2 ̄φ sin 2 ̄ψ − cos θ̄ cos 2 ̄φ cos 2 ̄ψ , (A10) 

here θ̄ and φ̄ are the spherical angles of the source position in a
rame rotating together with LISA ’s arms, and ψ̄ is a polarization
ngle. We can find θ̄ and φ̄ as 

cos θ̄ = 

ˆ N · ˆ z̄ , (A11) 

tan φ̄ = 

ˆ N · ˆ ȳ 
ˆ N · ˆ x̄ 

, (A12) 

here ˆ N is a unit vector pointing towards the source, and ˆ x̄ , ˆ ȳ , and
ˆ z̄ form a triad defining the detector frame, given in an inertial frame
ied to the ecliptic by 

ˆ N = ( cos b cos l , cos b sin l , sin b) , (A13) 

ˆ x̄ = 

(
1 
4 ( 3 − cos 2 ωt ) , − 1 

4 sin 2 ω t, 
√ 

3 
2 cos ω t 

)
, (A14) 

ˆ ȳ = 

(
− 1 

4 sin 2 ωt , 1 4 ( 3 + cos 2 ωt ) , 
√ 

3 
2 sin ωt 

)
, (A15) 

ˆ z̄ = 

(
−

√ 

3 
2 cos ω t, −

√ 

3 
2 sin ω t, 1 2 

)
, (A16) 
NRAS 522, 5358–5373 (2023) 
here b and l are, respectively, the ecliptic latitude and longitude
f the source, and ω = 2 π/yr is the orbital angular frequency of the
ISA constellation around the Sun. 
In order to compute the Fourier transform of the signal, we can take

dvantage of the fact that the GW frequency f 0 is well separated from
he frequency of the modulation from LISA ’s motion and compute it
n a time interval 1/ f 0 � 	 T � 2 π/ ω. We can write 

˜ 
 I ,I I ( f ) = 

∑ T obs /	T −1 
n = 0 

˜ h I ,I I ( f , n ) , (A17) 

˜ 
 I ,I I ( f , n ) = 

∫ ( n + 1) 	T 

n	T 
h I ,I I ( t )e −2 πif t d t (A18) 

≈
√ 

3 
2 B 

I ,I I 
+ 

( n	T ) 
∫ ( n + 1) 	T 

n	T 
h + 

( t)e −2 πif t d t 

+ 

√ 

3 
2 B 

I ,I I 
× ( n	T ) 

∫ ( n + 1) 	T 

n	T 
h ×( t)e −2 πif t d t 

= 

√ 

3 
4 [ A + 

B 

I ,I I 
+ 

( n	T ) − iA ×B 

I ,I I 
× ( n	T )] 

× { g[( n + 1) 	T ] − g( n	T ) } , (A19) 

 

I ,I I 
+ 

( t) = F 

I ,I I 
+ 

( t) e −2 πif 0 ˆ k ·P ( t) , (A20) 

 

I ,I I 
× ( t) = F 

I ,I I 
× ( t)e 2 πif 0 ˆ k ·P ( t) , (A21) 

( t) = 

sin [ π( f −f 0 ) t] 
π( f −f 0 ) 

e −i π( f −f 0 ) t+ iφ0 

+ 

sin [ π( f + f 0 ) t] 
π( f + f 0 ) 

e −i π( f + f 0 ) t−iφ0 . (A22) 

ote that since the square SNR in equation ( A6 ) is obtained by
nte grating o v er positiv e frequencies and since this F ourier transform
as narrow support, we can neglect the second line in g ( t ). 

Since the pre-factor v aries slo wly, if the observation window
omprises an integer number of years, we can average the pre-factor
n this result and obtain the approximation 

〈| ̃  h I ,I I ( f ) | 2 
〉

t 
≈ 3 I I ,I I 

16 
sin 2 [ π( f −f 0 ) T obs ] 

π2 ( f −f 0 ) 2 
, (A23) 

 

I ,I I = 

∫ T obs 
0 

(
A 

2 
+ 

F 

I ,I I 
+ 

( t) 2 + A 

2 
×F 

I ,I I 
× ( t) 2 (A24) 

+ 2 A + 

A ×F 

I ,I I 
+ 

( t) F 

I ,I I 
× ( t) sin [4 πf 0 ˆ k · P ( t)] 

)
d t, 

here we assumed that the pre-factor in ˜ h I ,I I ( f ) is a constant equal
o its root modulus square average, and simplified the factors of g ( t )
y taking advantage of the fact that it is then a telescoping sum. We
an further average over the polarization angle ψ̄ to get 

〈
ρ2 

〉
t, ̄ψ 

= 4 
∫ ∞ 

0 

〈 | ̃ h I ( f ) | 2 +| ̃ h II ( f ) | 2 〉 t, ̄ψ 
S n ( f ) 

d f . (A25) 

The support of g ( T obs ) as a function of frequency is of the order
f a few 	 f = 1/ T obs . Assuming that the noise PSD S n ( f ) is constant
nside a window of a width of a few 	 f around f 0 , we can compute 

〈
ρ2 

〉
t, ̄ψ 

≈ 3 A 

2 T obs 
4096 S n ( f 0 ) 

(
443 − 78 sin 2 b − 37 sin 4 b 

)
× (

1 + 6 cos 2 ι + cos 4 ι
)
. (A26) 

e can similarly compute the SNR averaged over ecliptic latitude
nd/or inclination. We find 

〈
ρ2 

〉
t, ̄ψ ,ι

≈ 3 A 

2 T obs 
1280 S n ( f 0 ) 

(
443 − 78 sin 2 b − 37 sin 4 b 

)
, (A27) 

〈
ρ2 

〉
t, ̄ψ ,b 

≈ 3 A 

2 T obs 
10 S n ( f 0 ) 

(
1 + 6 cos 2 ι + cos 4 ι

)
, (A28) 

〈
ρ2 

〉
t, ̄ψ ,b,ι

≈ 24 A 

2 T obs 
25 S n ( f 0 ) 

. (A29) 
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In order to represent the SNR of each VB as a ratio h c / s n , the
haracteristic strain is e v aluated with the following formula: 

h c = 

A 

[ 3 f 0 T obs 
4096 (443 − 78 sin 2 b − 37 sin 4 b)(1 + 6 cos 2 ι + cos 4 ι) 

]1 / 2 
, 

(A30) 

here T obs = 4 yr and [ f 0 , b , ι] are the EM measurements of
requency, ecliptic latitude, and inclination of the VB, respectively 
2023 The Author(s). 
ublished by Oxford University Press on behalf of Royal Astronomical Society. This is an Open
 http://cr eativecommons.or g/licenses/by/4.0/), which permits unrestricted reuse, distribution, and repr
see Table 1 ). The error bars in the top panel of Fig. 1 on each h c are the
esult of the e v aluation of the minimum and maximum characteristic
train, obtained by replacing [ f min , D L max , m 1min , m 2min , f ( ι) max ] and
 f max , D min , m 1max , m 2max , f ( ι) min ], respectively, into equation ( A30 ).
 ( ι) refers to the expression f ( ι) = 1 + 6cos 2 ι + cos 4 ι. The minimum
nd maximum values of each parameter are reported in Table 1 . 
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