
 
 

University of Birmingham

Melting performance enhancement in a thermal
energy storage unit using active vortex generation
by electric field
Selvakumar, R. Deepak; Wu, Jian; Afgan, Imran; Ding, Yulong; Alkaabi, Ahmed K.

DOI:
10.1016/j.est.2023.107593

License:
Creative Commons: Attribution (CC BY)

Document Version
Publisher's PDF, also known as Version of record

Citation for published version (Harvard):
Selvakumar, RD, Wu, J, Afgan, I, Ding, Y & Alkaabi, AK 2023, 'Melting performance enhancement in a thermal
energy storage unit using active vortex generation by electric field', Journal of Energy Storage, vol. 67, 107593.
https://doi.org/10.1016/j.est.2023.107593

Link to publication on Research at Birmingham portal

General rights
Unless a licence is specified above, all rights (including copyright and moral rights) in this document are retained by the authors and/or the
copyright holders. The express permission of the copyright holder must be obtained for any use of this material other than for purposes
permitted by law.

•Users may freely distribute the URL that is used to identify this publication.
•Users may download and/or print one copy of the publication from the University of Birmingham research portal for the purpose of private
study or non-commercial research.
•User may use extracts from the document in line with the concept of ‘fair dealing’ under the Copyright, Designs and Patents Act 1988 (?)
•Users may not further distribute the material nor use it for the purposes of commercial gain.

Where a licence is displayed above, please note the terms and conditions of the licence govern your use of this document.

When citing, please reference the published version.
Take down policy
While the University of Birmingham exercises care and attention in making items available there are rare occasions when an item has been
uploaded in error or has been deemed to be commercially or otherwise sensitive.

If you believe that this is the case for this document, please contact UBIRA@lists.bham.ac.uk providing details and we will remove access to
the work immediately and investigate.

Download date: 28. Apr. 2024

https://doi.org/10.1016/j.est.2023.107593
https://doi.org/10.1016/j.est.2023.107593
https://birmingham.elsevierpure.com/en/publications/80422222-ed8c-47ad-932c-ddadb8405be1


Journal of Energy Storage 67 (2023) 107593

A
2

Contents lists available at ScienceDirect

Journal of Energy Storage

journal homepage: www.elsevier.com/locate/est

Research Papers

Melting performance enhancement in a thermal energy storage unit using
active vortex generation by electric field
R. Deepak Selvakumar a, Jian Wu b, Imran Afgan c,d, Yulong Ding e, Ahmed K. Alkaabi a,∗

a Department of Nuclear Engineering and Emirates Nuclear Technology Center (ENTC), Khalifa University of Science and Technology, Abu Dhabi, United Arab
Emirates
b Heilongjiang Key Laboratory of Micro- and Nano-scale Fluid Flow and Heat Transfer and School of Energy Science and Engineering, Harbin Institute of
Technology, Harbin 150001, PR China
c Department of Mechanical Engineering and Emirates Nuclear Technology Center (ENTC), Khalifa University of Science and Technology, Abu Dhabi, United Arab
Emirates
d Department of MACE, University of Manchester, Manchester M13 9PL, United Kingdom
e Birmingham Center for Energy Storage and School of Chemical Engineering, University of Birmingham, Birmingham B15 2TT, United Kingdom

A R T I C L E I N F O

Keywords:
Energy storage
Melting
Electrohydrodyanmics
Charge injection
Active method

A B S T R A C T

Latent heat thermal energy storage (LHTES) devices aid in efficient utilization of alternate energy systems
and improve their ability to handle supply–demand fluctuations. A numerical analysis of melting performance
in a shell-and-tube LHTES unit in the presence of a direct current (DC) electric field has been performed.
The governing equations of fluid flow, heat transfer, electric potential and charge conservation are solved
using a customized finite-volume solver built in the open-source framework of OpenFOAM. Enthalpy-porosity
method based fixed grid approach is used to track the melt interface. Primary objective of the study is to
highlight the interface and flow morphology evolution in the presence of electric field induced flow and to
evaluate the melting performance of the LHTES unit. The transient evolution of the melting process in the
presence of electric field has been mapped in terms of total liquid fraction, kinetic energy density and mean
Nusselt number. The charge injection from the tube surface generates multiple electrohydrodynamic (EHD)
flow vortices in the liquid region. Thus, the inherent uni-cellular flow structure of the natural convection driven
melting is disrupted. The multi-cellular flow structure with stronger velocity distribution enhances mixing and
heat transfer. Melting performance at various levels of applied voltages (0 ≤ 𝑉 ≤ 10 𝑘𝑉 ) in both vertical and
horizontal orientations of the LHTES unit has been quantified in terms of charging time and total power storage.
The charging time gets shorter and total power storage gets higher with increasing applied voltages. In the
vertical orientation, a maximum 82.52% reduction in charging time and 80.85% increase in net power storage
is achieved. In the horizontal orientation, weaker buoyancy force leads to stronger influence of the electric
field. A maximum of 89.61% reduction in charging time and 88.35% increase in power storage is achieved in
the horizontal orientation. The results of this study aid in understanding the mechanism of EHD flow assisted
melting and provide a reference for design of a shell-and-tube LHTES unit with improved performance.
1. Introduction

Increasing global energy consumption and the global warming have
pushed the researchers to shift towards greener and sustainable en-
ergy resources with lesser carbon footprint. Solar/wind energy are
considered a potential substitute for conventional fossil fuel based
energy production. However, the availability of the solar and wind
energy is discontinuous with respect to time [1]. Nuclear energy is
also an alternate energy source with lesser carbon foot print [2]. But,
nuclear power plants are efficient only when operated at full load
with constant output and thus, have a limited load-following capability
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with the respect to the supply grid requirements [3]. In an attempt to
overcome these limitations, latent heat thermal energy storage (LHTES)
has become a critical component in energy production systems with
intermittent availability or poor load-following capability [4]. LHTES
systems coupled with power production plants store the excess energy
when it is available in excess and release when the source is not
available or the demand in the supply grid is high [5–8]. LHTES
systems are popular owing to their simple design, high volumetric
efficiency, high energy storage density and minimum energy loss [9].
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Nomenclature

Notations

𝐄⃗ Electric field [Vm−1].
𝐉 Current density [Am−2].
𝑢 Velocity vector [ms−1].
𝐶 Charge injection parameter.
𝐶𝑝 Specific heat capacity [Jkg−1K−1].
𝐷 Ionic diffusivity [m2s−1].
𝐷𝑆 Diameter of the shell [mm].
𝐷𝑇 Diameter of the tube [mm].
𝑓 Local liquid fraction.
𝐻 Height of the LHTES unit [m].
K Ionic mobility [m2V−1s−1].
𝑘 Thermal conductivity [Wm−1K−1].
𝐾𝐸 Kinetic energy density [Jm−3].
𝐿 Latent heat of fusion [kJkg−1].
𝑃 Power [Js−1].
𝑝 Pressure [kgm−1s−2].
𝑞 Charge density [Cm−3].
𝑇 Electric Rayleigh number.
𝑡 Time [s].
𝑉 Electric potential [V].
𝑣 Volume [m3].
𝐠⃗ Gravitational acceleration [ms−2].

Greek Symbols

𝛼 Thermal diffusivity [m2s−1].
𝛽 Thermal expansion coefficient [K−1].
𝜇 Dynamic viscosity [kgm−1s−1].
𝜈 Kinematic viscosity [m2s−1].
𝜌 Density [kgm−3].
𝜎 Electric conductivity [Sm−1].
𝜃 Temperature [K].
𝜀 Dielectric permittivity [Fm−1].

Superscripts/Subscripts

0 Initial value.
∞ Ambient value.
𝑠, 𝑙 Solid, liquid phase.

However, the thermal conductivity of phase change materials (PCMs)
is inherently low leading to slow melting process and energy storage
rates [10]. Researchers have attempted to use several techniques to
enhance the melting process in the LHTES units.

Performance improvement in LHTES units can be classified into
three categories, namely (i) extending the heat transfer area, (ii) im-
proving the effective thermal conductivity of the PCM and (iii) in-
tensifying the heat transfer rate by inducing flow motion in the melt
region. Inclusion of pins, fins and micro-encapsulation of the PCMs are
the common approaches used to increase the heat transfer area [11].
Several studies have been reported on the investigation of effects of
fin dimensions [12], fin orientation [13] and fin numbers [14] on
the melting rate enhancement. Although, the fins increase the heat
transfer surface area, over utilization of fins damps the natural con-
vective flow. Recently, researchers have attempted to use complex
fractal shaped fins for melting enhancement in LHTES units [15,16].
However, manufacturing of LHTES units with complex fin shapes is
difficult [17,18]. Micro-encapsulation of PCM also increases the heat
2

transfer area, where each individual micro-capsule acts as a separate
LHTES unit with higher surface area to volume ratio [19]. But, micro-
encapsulation of PCM is a time consuming, labor intensive process and
are less scalable to large capacity LHTES systems [20]. Researcher are
working towards microfluidic method based encapsulation of PCMs
to overcome these limitations [21]. Addition of fine nanoparticles
with high thermal conductivity metallic nanoparticles increase the
effective thermal conductivity of the PCM and enables faster melting
rates [22,23]. In addition metallic nanoparticles act as nucleation
sites for melting [24]. Adding non-metallic nanoparticles improve the
thermal stability and increase the energy storage density. However,
deposition and coagulation of nanoparticles is a big concern [25,26].
Likewise, researchers have attempted to incorporate metallic foams
into the PCMS to improve the effective thermal conductivity. Metallic
foams enhance the thermal conductivity and also, improve the thermal
stability of the LHTES system. However, embedding metallic foams into
PCMs increase complexity in construction and maintenance of LHTES
systems and also, significantly increase the net weight [27]. Metallic
foams are also susceptible for corrosion and can deteriorate over time,
reducing the effectiveness and lifespan of the LHTES units [28].

Melting enhancement techniques discussed above are passive meth-
ods that does not involve any secondary fluid flow. Active techniques
of melting enhancement involve additional fluid flow induced by a sec-
ondary mechanism. LHTES units subjected to mechanical and acoustic
vibrations actively increase the velocity distribution and mixing in the
liquid region and enhance the melting process [29,30]. However, in-
corporating these acoustic and mechanical vibrations devices increased
the system complexity, affected the mechanical stability and notably
increased the total power consumption [30]. Few researchers have
attempted to employ magnetic field induced fluid motion to improve
the melting process. However, the action of magnetic field deteriorated
the melting rate [31,32]. Review of the available literature reveals
that the works on performance improvement in LHTES units using
active methods are very scarce in literature. Majority of the studies
on performance improvement in LHTES units are concerned with pas-
sive techniques like using fins, metal foams, micro-encapsulation and
nano-additives. Very few studies have explored the possibility of using
active techniques based on magnetic field induced flows, acoustic and
mechanical vibrations, etc. Employment of electric field induced EHD
flow based active method to enhance the heat transfer in solid–liquid
phase change process is relatively a very new research direction, getting
explored only in the past few years.

For the first time in literature, Nakhla et al. [33–36] performed
a series of experiments on melting in the presence of electric field.
All their experiments reported a notable decrease in charging time
with the application of electric field. They reported extraction of semi-
solid PCM material from the mushy interface region into the bulk
liquid region and termed it as ‘‘solid extraction’’ similar to the liquid
extraction observed in boiling process exposed to an electric field [37].
Based on the subsequent observations of their studies, they inferred that
the charge injection mechanism leading to electroconvection flow cells
primarily contributed to the enhancement in melting. Experiments of
EHD assisted melting performed by Nakhla et al. [33–36] had complex
setups with an array of wire electrodes which limited the ability to
isolate and study the underlying mechanism in EHD assisted melting.
To overcome this limitation, Sun et al. [38–41] performed a series of
EHD melting experiments in simple configurations to provide deeper
insights on the underlying mechanism of EHD assisted melting. In all
their experiments, they identified the Coulomb force to be responsible
for the melting enhancement. In addition, their studies provider deeper
insights on the charge generation mechanisms. The strength of electric
field determines the charge generation mechanism. Under weak electric
field, the free charges are produced by the conduction mechanism.
Whereas, charge injection took place when the electric field is strong.
Results of Sun et al. [38–41] reported that the strength of electric field,

charge generation mechanism, polarity of the applied voltage and the
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resultant direction of fluid flow are all important parameters that de-
termine the melting performance. A recent experimental study on EHD
assisted melting of paraffin wax by Hassan and Cotton [42] reported an
melting enhancement of 4.75 times by the application of electric field.
It was reported that the Coulomb force is primarily responsible for the
solid extraction phenomenon and melting enhancement.

Following the experimental studies on EHD assisted melting, numer-
ical models for EHD assisted melting were reported in literature. Luo
et al. [43] developed a lattice Boltzmann method (LBM) based model
for EHD assisted melting and analyzed the roles of electric Rayleigh
number (𝑇 ), Prandtl number (𝑃𝑟) and Stefan number (𝑆𝑡) on melting
enhancement. It was reported that the higher values of 𝑇 and lower
values of 𝑆𝑡 favored maximum melting enhancement due to the action
of Coulomb force. Using the LBM model for melting developed by Luo
et al. [43], Lu et al. [44] performed a heat transfer analysis of EHD
solid–liquid phase change. A maximum 60% enhancement in melting
speed was reported and the melting process became independent of the
Rayleigh number (𝑅𝑎) at high values of electric Rayleigh number (𝑇 ).
A finite-volume method (FVM) based numerical algorithm for EHD as-
sisted melting was developed by selvakumar et al. [45]. Multiple stages
in the EHD assisted melting process were identified and the mechanism
of EHD assisted melting was highlighted. Lower values of 𝑅𝑎 and higher
values of 𝑇 favored maximum melting enhancement by Coulomb force.
Subsequently, a numerical study considering the combined action of
buoyancy, Coulomb and dielectric forces was performed by Selvakumar
et al. [46]. It was confirmed that the Coulomb force is the main reason
for melting enhancement and dielectric force plays a minor role only
in the earlier stages of EHD melting. At higher values of 𝑇 , the melting
process was purely driven by the electroconvective flow. Recently,
Endigeri et al. [47] performed a numerical analysis of EHD assisted
melting in a square cavity with a circular wire electrode. Although,
larger wire electrode produced stronger EHD flow, the resultant EHD
flow is damped by the presence of large electrode. Thus, small wire
electrode produced higher melting enhancement, as compared to larger
wire electrode.

Above literature review indicates that the research on performance
improvement of LHTES units are mainly concentrated on the em-
ployment of passive methods [11]. Very few studies deal with active
methods for melting enhancement. EHD flow assisted melting process
is a relatively new research direction. Results available in literature
indicate that organic PCMs are electrically insulating materials with
good dielectric strength to withstand strong electric fields. Due to
the low electrical conductivity, the energy consumption is very small
even at very high applied voltages. Furthermore, EHD based systems
have simple design, quick response and vibration free operation [48].
Thus, electric field-based control of melting is a viable and economic
technique that deserves more attention. Likewise, the effect of electric
field on melting is very less explored and most of these studies are
limited to basic analysis to understand the mechanism of EHD assisted
melting. To the best of our knowledge, no work has been reported
in the archived literature to investigate the effect of electric field
on the melting performance in a shell-and-tube LHTES unit. In an
attempt to bridge this gap and to provide more insights, this study
presents a numerical investigation of melting performance in a shell-
and-tube LHTES unit in the presence of an EHD flow induced by
charge injection. The flow features, heat transfer characteristics and
melt interface morphology in the presence of electric field in a shell-
and-tube LHTES unit are presented. The shift in the uni-cellular flow
morphology of the natural convection melting to multi-cellular flow
structure in EHD assisted melting process is highlighted. Furthermore,
effects of electric field induced flow on melting performance in both
vertical and horizontal orientations of the shell-and-tube LHTES unit
are studied. The melting performance is quantified in terms of charging
3

time and power storage.
Table 1
Properties of PCM (Paraffin wax) [35,38,49,53].
Property Value

Liquid Density [𝜌𝑙] 760.00 kgm−3

Solid Density [𝜌𝑠] 870.00 kgm−3

Liquid Specific Heat Capacity [𝐶𝑝,𝑙] 2400.00 Jkg−1K−1

Solid Specific Heat Capacity [𝐶𝑝,𝑠] 1800.00 Jkg−1K−1

Liquid Thermal Conductivity [𝑘𝑙] 0.15 Wm−1K−1

Solid Thermal Conductivity [𝑘𝑠] 0.24 Wm−1K−1

Dynamic Viscosity [𝜇𝑙] 3.42 × 10−3 kgm−1s−1

Thermal Expansion Coefficient [𝛽] 1 × 10−6 K−1

Latent Heat of Fusion [𝐿] 192.00 kJkg−1

Solidus Temperature [𝜃𝑠𝑜𝑙] 331.00 K
Liquidus Temperature [𝜃𝑙𝑖𝑞 ] 333.00 K
Liquid Dielectric Permittivity [𝜀𝑙] 1.771 × 10−11 Fm−1

Solid Dielectric Permittivity [𝜀𝑠] 1.992 × 10−11 Fm−1

Liquid Ionic Mobility [𝐾𝑙] 7.50 × 10−8 m2s−1V−1

Solid Ionic Mobility [𝐾𝑠] 7.50 × 10−7 kgm−3

2. Problem formulation

2.1. Physical description of the problem and computational domain

A shell-and-tube latent heat thermal energy storage (LHTES) device
of height 𝐻 = 1 𝑚 under the influence of electrohydrodynamic flow
induced by charge injection is considered. The diameters of the shell
and tube are 𝐷𝑆 = 36 mm and 𝐷𝑇 = 12 mm, respectively. The dimen-
sions and operating temperature of the LHTES module are adopted from
the experimental study of Kibria et al. [49]. Present study considers
2D slices of the shell-and-tube LHTES unit in vertical (case 1) and
horizontal (case 2) orientations [50,51]. A schematic diagram of the
TES unit, computational domain in vertical and horizontal orientations
along with the associated boundary conditions are presented in Fig. 1.
The shell of the LHTES unit is initially filled with solid PCM (paraffin
wax) at ambient temperature (𝜃∞ = 298.15 K). Heat transfer fluid
(HTF) at 361.15 K is considered to flow through the tube. The flow
rate is sufficiently high such that the difference between the inlet and
outlet temperature is less than 0.5 K [49]. Thus, a constant temperature
(𝜃𝐻 = 361.15 K) boundary condition is considered at the tube wall (flow
of HTF is not considered). No-slip boundary condition is considered at
the wall surfaces. The top, bottom and shell walls are set to be adia-
batic. The tube wall is connected to a high voltage power supply (𝑉0),
whereas, the shell wall is grounded. The top and bottom walls are elec-
trically insulated. Thus, the charge injection takes place from the tube
wall (emitter electrode) towards the shell wall (collector electrode). A
constant, homogeneous and autonomous charge injection is considered
at the emitter electrode [43,52]. Accurate experimental measurement
of charge density is not possible. To overcome this limitation, a non-
dimensional charge injection parameter 𝐶 = 𝑞0(𝐷𝑆−𝐷𝑇 )

2𝜀𝑙𝑉0
is commonly

used in the literature. Here, 𝑞0 is the charge density at the electrode
surface and 𝜀𝑙 is the dielectric permittivity. The injection parameter
is generally varied in three levels 0.1, 1 and 10, corresponding to
weak, medium and strong charge injection regimes, respectively. In the
present study, medium charge injection with 𝐶 = 1 is considered [52].
The thermo-physical and dielectric properties of the PCM are listed
in Table 1. It is necessary to mention that the ionic mobility of the
PCM in liquid state is calculated by Walden’s rule [53] and the ionic
mobility in solid state is one order of magnitude higher than that in
liquid state [34].

2.2. Governing equations

The two-way coupled governing equations for fluid flow, heat trans-
fer, solid–liquid phase change, electric potential and charge transport
are considered based on the following assumptions [46,54]:
• The flow is two-dimensional, incompressible and Newtonian.
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Fig. 1. A schematic representation of the latent heat thermal energy storage (LHTES) unit and the computational domains for case 1 (Vertical orientation) and case 2 (Horizontal
orientation) with the associated boundary conditions (The images are not to scale).
• The PCM is a dielectric material and the electric current is negli-
gible. Thus, magnetic effects, joule heating and the heating from
the electrode surface are negligible.

• Thermo-physical properties and dielectric properties are different
for solid and liquid phases but are constant with respect to
temperature in each individual phase.

• The density variation in the liquid region is calculated by Boussi-
nesq approximation.

• The solid phase is rigidly fixed to the wall.

Continuity equation:

∇.𝐮⃗ = 0, (1)

Momentum equation:
𝜕𝐮⃗
𝜕𝑡

+ ∇
(

𝐮⃗𝐮⃗
)

= −∇𝑝̂ + 𝜈𝑙∇2𝐮⃗ − 𝐠⃗
[

1 − 𝛽
(

𝜃 − 𝜃∞
)]

+ 𝑞𝐄⃗ + 1
2
𝐄2∇𝜀 + 𝑆𝑢 (2)

Energy equation:
𝜕𝜃
𝜕𝑡

+ ∇.
(

𝐮⃗𝜃
)

= ∇.
(

𝛼𝑙∕𝑠𝛥𝜃
)

+ 𝑆𝜃 (3)

Poisson equation for electric potential:

∇.
(

𝜀𝑙∕𝑠∇𝑉
)

= −𝑞𝑙∕𝑠 (4)

Electric field:

𝐄⃗𝑙∕𝑠 = −∇𝑉 (5)

Charge transport equation:
𝜕𝑞𝑙∕𝑠
𝜕𝑡

+ ∇. 𝐉 = 0; 𝐉 = (𝐾𝑙∕𝑠𝐸𝑙∕𝑠 + 𝐮⃗)𝑞𝑙∕𝑠 −𝐷𝑙∕𝑠∇𝑞𝑙∕𝑠 (6)

Here, 𝐮⃗ =
[

𝑢𝑥, 𝑢𝑦
]

and 𝐄⃗ =
[

𝐸𝑥, 𝐸𝑦
]

denote the velocity and electric field
vectors, respectively. 𝐠⃗

[

1 − 𝛽
(

𝜃 − 𝜃∞
)]

is the buoyancy body force term
(Boussinesq approximation). 𝛽 is the volumetric thermal expansion
coefficient. 𝐠⃗ = 𝑔𝐞𝑦 (𝑔 > 0) represent the acceleration due to gravity
and 𝐞𝑦 = [0, 1] is the unit normal vector. The terms 𝑞𝐄 and 1

2𝐄
2∇𝜀

in Eq. (2) represent the Coulomb and dielectric forces, respectively. In
Eq. (3), the terms 𝜈, 𝜃 and 𝛼 denote the kinematic viscosity, temperature
and thermal diffusivity, respectively. The source term 𝑆𝜃 in Eq. (3) is
given as [55]:

𝑆𝜃 = −

[

∇.(𝐮⃗.(𝐿𝑓 )) + 𝜕(𝐿𝑓 )
𝜕𝑡

]

(7)
4

𝐶𝑝
Here, 𝐿 is the latent heat of fusion, 𝐶𝑝 is the specific heat capacity
and 𝑓 is the local liquid fraction in a control volume. The local liquid
fraction 𝑓 is a function of temperature 𝜃 and is expressed as follows:

𝑓 (𝜃) =

⎧

⎪

⎨

⎪

⎩

0 𝜃 ≥ 𝜃𝑙𝑖𝑞
𝜃−𝜃𝑠𝑜𝑙
𝜃𝑙𝑖𝑞−𝜃𝑠𝑜𝑙

𝜃𝑙𝑖𝑞 > 𝜃 ≥ 𝜃𝑠𝑜𝑙

1 𝜃 > 𝜃𝑠𝑜𝑙

(8)

In Eq. (8), 𝜃𝑙𝑖𝑞 and 𝜃𝑠𝑜𝑙 denote the liquidus and solidus temperatures of
the PCM, respectively. The term 𝑆𝑢 = 𝐴𝐮⃗ in Eq. (2) is a source term to
switch the velocity to zero in the solid region [55,56]. 𝐴 is expressed
as a linear function of local liquid fraction 𝑓 as 𝐴 = −𝜁 (1 − 𝑓 ). The
constant 𝜁 should take a sufficiently high value such that the term 𝐴
will override all other terms in the momentum equation, within the
solid and mushy region . The source term 𝑆𝑢 becomes zero within
the liquid domain (𝑓 = 1). In Eqs. (4) and (6), 𝑉 , 𝜀, 𝐉, 𝑞, K and 𝐷
represent the electric potential, dielectric permittivity, current density,
charge density, ionic mobility and charge diffusivity, respectively. The
subscript ’𝑙∕𝑠’ represents the liquid or solid properties calculated as a
function of local liquid fraction.

3. Numerical procedure and validation

The open-source FVM-based framework of OpenFOAM® is used to
solve the governing equations. The standard finite-volume procedures
available in OpenFOAM® are used to discretize the governing equa-
tions. The Laplacian and gradient terms are discretized using the central
differencing and cubic schemes, respectively. The Quadratic Upwind
Interpolation for Convective Kinetics (QUICK) scheme is used to dis-
cretize the convective terms in the momentum and energy equations.
The electromigration term in the charge-transport equation (Eq. (6))
are transformed similar to a traditional convective terms as described
in Ref. [45]. This transformation of the electromigration term helps
in using an implicit discretization. The diffusion term in the charge-
transport equation is negligible. Thus, the charge-transport equation
is a hyperbolic equation with strong convection dominance [53]. This
equation suffers from numerical instability similar to high Peclet num-
ber convective flows. Thus, the convective terms in the charge-transport
equation are discretized using a deferred correction approach based on
the total variation diminishing (TVD) VanLeer scheme, as demonstrated
in Ref. [53]. The local derivative terms in the governing equations are
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Fig. 2. Comparison of present numerical results with experimental and numerical data for melting in a shell-and-tube LHTES unit from literature. (𝑎) Time variation of temperature
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iscretized using the implicit Euler backward method. The absolute tol-
rance of all variables is set to 1×10−8. The numerical implementation,
iscretization, update of source terms, treatment of electromigration
erm in the charge conservation equation are described elaborately in
ur previous works [45,46].

A detailed validation of the numerical solver with reference to stan-
ard benchmark cases of melting, electric field and charge transport are
resented in [45,46]. The problem considered in this study is a combi-
ation of melting of a PCM in a shell and tube LHTES unit assisted by
he EHD flow in the liquid region. Thus, additional validation cases are
resented to establish the capability of the numerical solver to handle
he flow and heat transfer physics involved in the problem considered
n this study. To begin with, a case of melting (without electric field) in
shell and tube LHTES unit is considered. Rathod et al. [57] performed
n experimental study of melting and heat transfer in a vertical shell-
nd-tube LHTES unit. Experimental results for the time variation of
5

emperature at two monitor points (A - 0.2 m from the top and B - 0.4 m
rom the top) in the middle of the distance between the tube and shell
ere provided in Ref. [57]. A 2D numerical simulation of a vertical

lice of the vertical shell-and-tube LHTES unit considered in Ref. [57]
as carried out. Fig. 2(a) presents the comparison of the experimental

esults of Rathod et al. [57] and the present simulations. The root
ean square (RMS) value of the temperature difference between the
umerical and experimental results at point A is 2.22 K. Whereas, the

RMS value of temperature difference between the experimental and
numerical results at point B is 3.86 K. This agreement is acceptable and
in the range of previous numerical results reported in literature [50].
Likewise, an experimental study of an horizontal shell-and-tube LHTES
unit by Kibria et al. [49] is also considered for validation. Kibria
et al. [49] reported the experimental measurements of the melt radii
at two instantaneous time moments along the horizontal length of the
LHTES unit. A 3D numerical simulation of the geometry of the LHTES
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Fig. 3. Comparison of present numerical results for (𝑎) Charge density and (𝑏) Electric field distribution across a solid–liquid interface in a 1-D hydrostatic domain with the
analytical results of Luo et al. [43].
unit considered in Ref. [49] was performed. The comparison between
the experimental and present numerical predictions of the melt radii
along the horizontal length at 11 and 29 mins are reported in Fig. 2(b).
The variations between the experimental and present numerical results
are within the acceptable limit (maximum deviation less than 3%). The
present numerical results and the numerical predictions of Ref. [49]
match closely with each other. Secondly, a case of electric field coupled
charge transport across a one-dimensional (1D) liquid–solid interface
is considered. A vertical 1D domain with different liquid fractions are
considered. As the geometry is one-dimensional, the liquid fraction
indicates the location of liquid–solid interface along the 𝑦-direction.
The ionic mobility of the liquid is considered to be 10 times the ionic
mobility of the solid (𝐾𝑙 = 10×𝐾𝑠). Likewise, the dielectric permittivity
of the liquid is 2 times that of the solid (𝜀𝑙 = 2×𝜀𝑠). The discontinuity in
the dielectric properties lead to a sudden step change in charge density
and electric field intensity across the interface. Luo et al. [43] provided
6

analytical solutions for the distribution of the charge density and
electric field across an 1D liquid–solid interface. The electric field and
charge density distribution across the interface at different locations are
presented in Fig. 3. Results obtained by the present numerical solver are
in excellent agreement with the analytical solution provided by Luo
et al. [43]. The step changes in the charge density and electric field
intensity are captured with negligible numerical diffusion and without
any nonphysical oscillations. In overall, the capability of the solver to
simulate the physics considered in this study is verified.

A 2D rectangular slice for vertical (case 1) and a 2D circular annulus
for horizontal (case 2) orientations of the shell-and-tube LHTES unit
are considered (refer Fig. 1), herein [50,51]. Thus, a two-dimensional
(2D), uniform and structured grid is employed in this study. The grid is
chosen based on a grid sensitivity analysis. For both the cases of vertical
and horizontal orientations, three different grids G1, G2, and G3 were
considered. For case 1 with vertical orientation, G1, G2 and G3 have
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Fig. 4. Time evolution of total liquid fraction in the computation domain for (𝑎) Case 1 : Vertical orientation and (𝑏) Case 2 : Horizontal orientation using three different grids.
400,000, 800,000 and 1,200,000 cells, respectively. Likewise, G1, G2,
G3 contain 350,000, 700,000 and 1,050,000 cells, respectively for case
2. Time evolution curves of total liquid fraction in the computational
domain is mapped for case 1 and case 2 at 𝑉0 = 0 and 10 kV using the
three grids in Figs. 4(a) and 4(b), respectively. The variation between
the liquid fraction curves using G2 and G3 are negligible for both
the cases. The variation between the curves using G1 show notable
deviation from those of G2 and G3, for both the cases. Thus, considering
both the grid independency of the results and the computational time,
grids G2 with 800,000 cells and 700,000 cells are considered for cases
1 and 2, respectively. A sufficiently small time step of 0.001 s has been
chosen for all the simulations in this study. It is to be noted that the
melting without electric field produced time independent results even
at a large time step size of 0.1 s. However, to ensure the stability of
the convection dominant hyperbolic charge conservation equation and
the time step independence for unsteady flow patterns, a much smaller
time step size of 0.001 s is required.
7

4. Results and discussion

Results of the present numerical analysis on melting of a PCM in
a shell-and-tube LHTES unit assisted with EHD flow are presented in
this section. All the simulations are carried out up to a physical time of
3600 s. The effects of applied electric field strength and the orientation
of the LHTES unit are analyzed. The applied voltage is varied from
0 to 10 kV in steps of 2. It is to be noted that the occurrence of
charge injection at 𝑉0 ≤ 2 kV is not guaranteed. Thus, the results
provided for 𝑉0 = 2 kV is only for reference. The occurrence of charge
injection at 𝑉0 = 2 kV is subjected to experimental verification. The
transient dynamics of the melting process in the presence of charge
injection is explained in Section 4.1. The melt interface progress and
the flow structure influenced by the applied electric field is presented
in Section 4.2. The melting performance of the shell-and-tube LHTES
unit in the presence of EHD flow is quantified in terms of charging time
and power storage in Section 4.3.
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Fig. 5. Time evolution of total liquid fraction in the computational domain at 0 ≤ 𝑉0 ≤ 10 kV in (𝑎) Case 1: Vertical orientation and (𝑏) Case 2 : Horizontal orientation.
4.1. Melting dynamics in the presence of electric field

The time evolution curves of the total liquid fraction in the com-
putational domain for the vertical (case 1) and horizontal (case 2)
orientations of the LHTES unit at 0 ≤ 𝑉0 ≤ 10 kV are presented in
Figs. 5(a) and 5(b), respectively. At time 𝑡 = 0, the domain is filled with
solid PCM and the total liquid fraction in the computational domain is
zero. In the absence of electric field (𝑉0 = 0), the total liquid fraction
begins to increase due to the heating from the tube surface. As time
progresses, the rate of melting slows down and the slope of the melting
curve begins to decrease. Finally, the melting curve get saturated as the
total liquid fraction in the computational domain approaches to 1. It is
to be noted that the maximum value of total liquid fraction achieved
in 3600 s for case 1 without electric field is 0.995 (99.5%), whereas,
the same for case 2 is only 0.9722 (97.2%). This can be attributed to
the conduction dominated melting in the bottom half of the domain
in the horizontal orientation (case 2). In the vertical orientation, the
8

natural convection flow influences the entire domain. Whereas in the
horizontal orientation, the natural convection is dominant only in the
region above the heated tube surface and the melting process in the
region below the tube surface is primarily due to the conduction heat
transfer. In the presence of electric field (𝑉0 > 0 kV), the melting rate
curve is coincident with that of the case without electric field (𝑉0 =
0 kV) in the initial stages of melting. This period marks the conduction
dominated melting process. At the early stages, the total liquid fraction
in the computational domain is less and thus, the fluid motion is not
significant. Hence, the heat transfer is primarily due to conduction.
Therefore, the melting rate curves of 𝑉0 > 0 kV are coincident with that
of 𝑉0 = 0 kV. However, with further progress of time, the total liquid
fraction in the domain gets higher, which enables the fluid motion. At
this stage, the melting curves for the cases with 𝑉0 > 0 kV begin to
deviate from the curve for the case without electric field. This deflection
point denotes the onset of EHD flow due to the electric field. The EHD
flow induced by charge injection increases the convection heat transfer,
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Fig. 6. Time evolution of kinetic energy density in the liquid region of the computational domain at 0 ≤ 𝑉0 ≤ 10 kV in (𝑎) Case 1: Vertical orientation and (𝑏) Case 2 : Horizontal
orientation.
thereby, increasing the melting rate. This deflection point occurs earlier
for higher applied voltages. From Fig. 5, it is noticed that the melting
rate is much higher for the cases with electric field as compared to the
benchmark case without electric field. The increase in melting rate is
marginally higher for the cases with 𝑉0 = 2 kV. However, for the cases
with 𝑉0 ≥ 4 kV, the slopes of the melting rate curves are steep denoting
a notable enhancement in melting speed.

In order to further explore the melting dynamics in the presence of
electric field, the evolution of kinetic energy density in the computa-
tional domain is presented in Fig. 6. The instantaneous kinetic energy
density in the domain is calculated as follows [58]:

Kinetic energy density 𝐾𝐸 = 1
𝑣𝑓 ∫𝑣𝑓

𝐮⃗2 𝑑𝑣 (9)

Here, 𝑣𝑓 is the volume of the liquid PCM in the computational do-
main. Kinetic energy density in the fluid domain is a measure for the
9

intensity of fluid motion in the liquid domain. Higher values of kinetic
energy density indicates stronger fluid motion and vice versa. In other
words, the kinetic energy density of a fluid is an important factor in
determining the potential for energy conversion in fluid flow systems.
The evolution curves of 𝐾𝐸 with respect to time for cases 1 and 2 and
applied voltage 0 ≤ 𝑉0 ≤ 10 kV are presented in Figs. 6(a) and 6(b). The
kinetic energy density in the domain is close to zero in the initial stages
of melting. This period marks the conduction dominated region where
the melting rate curves of cases with 𝑉0 = 0 kV are coincident with
those of 𝑉0 > 0 kV. With the progress of time, the 𝐾𝐸 curve becomes
non-zero marking the onset of fluid motion. For 𝑉0 = 0 kV, the onset
of fluid motion occurs slower than the cases with electric field. The
onset of fluid motion for 𝑉0 = 0 and 2 kV occurs more or less at the
same time. This indicates that the effect of electric field on onset of
fluid motion is weak at 𝑉0 = 2 kV. However, the onset of fluid motion
for 𝑉 ≥ 4 kV occurs earlier for higher applied voltages for both cases
0
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Fig. 7. Time evolution of mean Nusselt number along the hot tube surface at 0 ≤ 𝑉0 ≤ 10 kV in (𝑎) Case 1: Vertical orientation and (𝑏) Case 2 : Horizontal orientation.
1 and 2. For 𝑉0 = 0 and 2 kV, the kinetic energy density increases
for a while, then falls gradually and reaches a steady value, in case 1.
The onset of fluid motion increases the kinetic energy density in the
domain. But, the increase in liquid volume with respect to time leads
to the fall of 𝐾𝐸. At 𝑉0 ≤ 2 kV, the curves of 𝐾𝐸 are almost coincident
except of the marginal difference in the end of melting process. This
confirms that the raise in kinetic energy density is mainly due to the
natural convective flow motion which is not strong enough to sustain
the growth in 𝐾𝐸 with the increase in liquid volume. In case 2, the
𝐾𝐸 curve shows only a marginal increase to a non-zero value after
the onset of fluid motion for 𝑉0 = 0 and 2 kV. The bump in 𝐾𝐸
curve as observed at 𝑉0 ≤ 2 kV in case 1 is not seen in case 2. This
indicates that both natural convective flow motion and the EHD flow
motion are weak in horizontal configuration at 𝑉0 ≤ 2 kV. For both
cases 1 and 2, the increase in 𝐾𝐸 is notably high after the onset of
fluid motion at applied voltages greater than or equal to 4 kV. This
confirms that the application of electric field leads to stronger fluid
10
motion in the melted PCM region. For 𝑉0 ≥ 4 kV, the 𝐾𝐸 curves
begins to exhibit strong periodic oscillations after the point where
100% melting is achieved. The random oscillations with respect to time
observed in the 𝐾𝐸 indicate that the EHD flow motion induced by
charge injection is chaotic in nature. This can be attributed to the high
values (> 2000) of electric Rayleigh number 𝑇 = 𝜀𝑙𝑉0

𝜇𝐾𝑙
. The EHD flow at

higher electric Rayleigh numbers are characterized by random chaotic
flow vortices [52,59]. As the melting approaches 100%, the flow field
in the computational domain becomes same as the chaotic flow regime
experienced in a single-phase fluids at strong electric fields. Unlike the
curves of 𝑉0 = 0 and 2 kV, the strong electroconvective flow induced by
the charge injection helps to sustain the high values of 𝐾𝐸 until the end
of simulation up to 3600 s. Furthermore, the amplitude of oscillations
is higher in case 2 than case 1, because the influence of buoyancy force
is weaker in horizontal orientation. Thus, the electroconvective motion
is stronger and exhibits more chaotic flow patterns. In overall, it can
be inferred that the application of electric field leads to earlier onset
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Fig. 8. Contours of liquid fraction, temperature and velocity at different instantaneous time moments in vertical orientation (case 1) at an applied voltage 𝑉0 = 0 kV.
of fluid motion and generates random chaotic EHD flow vortices in the
liquid region. This leads to increased velocity distribution, mixing and
heat transfer resulting in faster melting rates as observed in Fig. 5.

The time variation of the mean Nusselt number (𝑁𝑢𝑀 ) along the
tube surface for both the cases 1 and 2 at 0 ≤ 𝑉0 ≤ 10 kV are presented
in Figs. 7(a) and 7(b), respectively. The mean Nusselt number 𝑁𝑢𝑀 is
defined as the surface weighted average of the local Nusselt number
(𝑁𝑢) along the hot surface. Local Nusselt number is calculated as 𝑁𝑢 =
− 𝜕𝑇

𝜕𝑦
𝐿

𝜃𝐻−𝜃∞
. Where, 𝐿 is the length of the hot surface (height of tube in

case 1 and diameter of tube in case 2). For the cases without electric
field (𝑉0 = 0 kV), the mean Nusselt number initially experiences a drop
and then remains constant for a while and then gradually decreases
and finally gets saturated at a constant value. The initial drop marks
the conduction dominated region and then the constant plateau marks
the sustained fluid motion regime due to natural convection. Once the
melting is about to be complete, the mean Nusselt number begins to
fall due to the raise in temperature in the liquid region. Finally, when
the melting is more than 90%, the mean Nusselt number reaches a
constant value due to the thermal stratification. For the cases with 𝑉0 =
2 kV, the behavior is synonymous with only a marginal increase in the
mean Nusselt number distribution. This indicates that the heat transfer
enhancement at 𝑉0 = 2 kV is only slightly higher than the benchmark
case without electric field. This can also be related to the liquid fraction
and 𝐾𝐸 curves of 𝑉0 = 2 kV presented in Figs. 5 and 6. In contrast,
the cases with 𝑉0 ≥ 4 kV show a significantly higher mean Nusselt
number distribution in the plateau region. This period marks the strong
electroconvective flow motion that leads to enhanced heat transfer.
The peak value of the mean Nusselt number distribution gets higher
with increasing applied voltages. Furthermore, the time variation of
mean Nusselt number for the cases with electric field is characterized
with random chaotic oscillations. This observation can be related to
the random oscillations in the 𝐾𝐸 curves (refer Fig. 6) that mark the
11
chaotic vortices generated in EHD flows with high electric Rayleigh
numbers. It is to be noted that the mean Nusselt number curves for the
cases with electric field (𝑉0 > 0 kV) reach thermal stratification much
earlier than the benchmark case without electric field. The melting
process gets completed much earlier in the presence of electric field
and therefore, the system also reaches earlier thermal stratification. The
final mean Nusselt number in stratified state for the cases with electric
field are also marginally lower than the cases without electric field. This
is because, for the cases without electric field, the total liquid fraction is
less than 100% at 3600 s. But, the cases with electric field reach 100%
melting at a much shorter time period.

4.2. Flow and melt interface morphology

Contours of liquid fraction, temperature and velocity distribution in
the vertical orientation (case 1) for 𝑉0 = 0 and 10 kV are presented in
Figs. 8 and 9, respectively. The key feature to be noted is that the case
without electric field does not reach 100% melting even at the end of
simulation at 3600 s. Whereas, the case with electric field (𝑉0 = 10 kV)
has reached 100% melting at 480 s. Thus, it is obvious that the presence
of EHD flow induced by charge injection has led to a notable decrease
in melting time. The melting starts from the heated tube surface and
progresses towards the shell wall. In the absence of electric field, the
melt interface progresses faster in the upper end of the domain and lags
behind in the lower end of the domain. This can be attributed to the
movement of hotter liquid in the upward direction due to buoyancy
effect. Thus, the melt interface is inclined towards the shell wall in the
upper part, as influenced by the uni-cellular natural convective fluid
motion. The temperature field also takes a similar shape as dictated
by the natural convective flow cell. This can be clearly seen in the
velocity contour with a single large natural convective flow vortex.
However, in the case of 𝑉 = 10 kV, the melt interface take the shape
0
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Fig. 9. Contours of liquid fraction, temperature and velocity at different instantaneous time moments in vertical orientation (case 1) at an applied voltage 𝑉0 = 10 kV.
Fig. 10. Zoomed view of the flow field and streamlines in case 1 (vertical orientation) at (𝑎) 𝑉0 = 0 kV, (𝑏) 𝑉0 = 6 kV and (𝑐) 𝑉0 = 10 kV.
of electroconvective flow vortices generated by the charge injection.
At 𝑡 = 120 𝑠, the EHD flow vortices (refer velocity contours in Fig. 9)
generated from the emitter electrode (tube surface) are noticed. Unlike
the case without electric field, the melt interface at 𝑉 = 10 kV takes
12

0

the shape of the EHD flow vortices. As the EHD flow gets stronger,
the melt interface and temperature contours are completely dictated by
the EHD flow cells. Likewise, the peak velocity distribution is also an
order of magnitude higher in the case with 𝑉 = 10 kV, as compared to
0
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Fig. 11. Contours of liquid fraction, temperature and velocity at different instantaneous time moments in horizontal orientation (case 2) at an applied voltage 𝑉0 = 0 kV.
the case without electric field. To provider further insights on the flow
morphology in case 1 with and without electric field, a zoomed view of
velocity contours with streamlines in the mid-section of the LHTES unit
is provided in Fig. 10. The case without electric field is characterized by
a smooth velocity distribution and perfectly parallel flow streamlines of
13
the natural convective flow cell. On the other hand, the flow field in the
presence of electric field (𝑉0 = 4, 10 kV) is characterized by multiple
flow cells with rotating vortices.

Likewise, the distribution of liquid fraction, temperature and veloc-
ity for case 2 with 𝑉 = 0 and 10 kV are presented in Figs. 11 and
0
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Fig. 12. Contours of liquid fraction, temperature and velocity at different instantaneous time moments in horizontal orientation (case 2) at an applied voltage 𝑉0 = 10 kV.
12, respectively. As observed in case 1, the melting does not reach
100% by 3600 s for case 2 without electric field. While, the case with
𝑉0 = 10 kV reaches 100% melting at a short time of 8 min. Thus, it is
confirmed that the rate of melting is notably enhanced by the charge
14
injection induced EHD flow. For the case without electric field, it is
noted that the melting progress faster in the region above the heated
tube. As the hot fluid moves upward due to the buoyancy force, the
melt interface progresses faster in the region above the heated tube.
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Fig. 13. Zoomed view of the flow field and streamlines in case 2 (horizontal orientation) at (𝑎) 𝑉0 = 0 kV and (𝑏) 𝑉0 = 10 kV.
Whereas, the melting process in the region below the hot tube is mainly
due to the heat conduction. Thus, the progress of melt interface is
slower and becomes perfectly horizontal in the region below the heated
tube. This observation is also noted in the thermal field. In the initial
stages, the melting happens in the upper part of the domain due to
natural convective flow motion. This period is marked with natural
convective thermal plumes in the upward direction emanating from the
heated tube surface. Once the melting gets completed in the upper part
of the domain, the melting in the bottom part is purely conduction
dominated. Thus, the thermal plumes disappear and the temperature
distribution becomes smooth as observed in conduction heat transfer.
The velocity field characterized by two or four flow cells that are more
or less symmetric about the heated tube. In the case with electric
field (𝑉0 = 10 kV), the melt interface progresses almost uniformly
around the heated tube. This can be attributed to the EHD flow that is
generated uniformly all around the emitter electrode (heated tube). As
observed in the velocity contours of Fig. 12, random EHD flow vortices
gets developed all around the heated tube. Thus, the heat transfer is
primarily dictated by these EHD flow cells. Hence, the melt interface
and the thermal field take the shape of the EHD flow cells. Velocity
contours with streamlines for case 2 at 𝑉0 = 0 and 10 kV are presented
in Fig. 13. The flow in the absence of electric field is characterized
four flow cells generated due to natural convection. These 4 cells are
confined to the region above the heated tube. Whereas, the case with
𝑉0 = 10 kV exhibits multiple flow cells generated by charge injection.
These randomly oscillating flow cells are approximately uniformly
distributed all around the heated tube (emitter electrode).

4.3. Performance evaluation

Finally, the melting performance of the shell-and-tube LHTES unit
in the vertical (case 1) and horizontal (case 2) orientations at 0 ≤
𝑉0 ≤ 10 kV are quantified in terms of charging time and total power
storage in this section. The variation of charging time for cases 1 and
2 with respect to the applied voltage (0 ≤ 𝑉0 ≤ 10 kV) are presented
in Fig. 14. The charging time is defined as the total time required to
97% melting. For the benchmark case without electric field, the total
charging time for case 2 is notably higher than that required for case
1. This is due to the fact that the melting in case 2 without electric
field is purely conduction drive in the bottom half of the domain.
However, in the presence of electric field, the charging time is notably
reduced in both the cases. It is worthy to mention that the charging time
becomes lower for case 2 than case 1, in the presence of electric field.
The percentage reduction in charging time for all the simulation cases
considered herein are presented in Fig. 15. The percentage reduction in
charging time for case 2 is slightly higher than case 1. The strength of
natural convection is higher in case 1 as compared to case 2. Thus, the
15
influence of EHD flow motion is a bit weaker in case 1, as compared to
case 2. Therefore, the net reduction in charging time observed in case
2 is slightly higher than that of case 1.

The total power stored in the shell-and-tube LHTES unit is defined
as [60]

Total stored power 𝑃 =

[

𝑚𝑙 ⋅
(

𝐶𝑝,𝑙 ⋅
(

𝜃𝑙 − 𝜃∞
)

+ 𝐿
)]

+
[

𝑚𝑠 ⋅ 𝐶𝑝,𝑠 ⋅
(

𝜃𝑠 − 𝜃∞
)]

Time required to reach 97% melting

(10)

Here, 𝑚𝑙 and 𝑚𝑠 denote the mass of liquid and solid PCM when 97%
melting is reached. 𝜃𝑙 and 𝜃𝑠 are the mean liquid and solid temperatures
at 97% melting. In the above expression, the first term in the numerator
represents the total heat content stored in the liquid PCM. Where,
𝑚𝑙 ⋅

(

𝐶𝑝,𝑙 ⋅
(

𝜃𝑙 − 𝜃∞
))

indicate the sensible heat content used to raise the
temperature of the liquid PCM and 𝑚𝑙 ⋅𝐿 is the latent heat component
of the energy stored during the melting process. Likewise, the second
term in the numerator represents the sensible heat content stored
in the solid PCM. The total power stored at 97% melting in case 1
and 2 are presented in Figs. 16(a) and 16(b). It is evident that the
net power stored increases with the increase in applied voltage. The
maximum increase in net power storage for case 1 is around 80.85%.
Whereas, a maximum of 88.35% increase in total power stored is noted
in case 2. This confirms that the effect of electric field induced flow
motion on melting performance is higher in case 2 than case 1. The
additional electric power consumption to generate the EHD vortices can
be evaluated by 𝑃𝐸𝐿 = 𝑉 × 𝐼𝑡𝑜𝑡, where 𝐼𝑡𝑜𝑡 represents the total electric
current in the system. The total electric current in the system at a given
instantaneous moment is estimated as:

𝐼𝑡𝑜𝑡 = ∬ 𝐽 .𝑛̂𝑑𝑆 (11)

The mean total electric current for a period of 3600 s through the
electrode surface calculated as per Eq. (11) vary approximately from 2
to 7 𝜇𝐴. The maximum electric power consumption calculated based
on the mean total electric current at 𝑉0 = 10 kV for case 1 is
13.42 ×10−3 W and for case 2 is 2.179 ×10−4 W. Thus, active vortex
generation by charge injection can produce significant enhancement
in melting performance of a shell-and-tube LHTES module with only
a few milliwatts of additional electric power consumption. Results of
this study indicate that active vortex generation using charge injection
is an viable and economic melting performance enhancement technique
in a shell-and-tube latent heat thermal energy storage (LHTES) unit.

5. Concluding remarks

This study proposed a shell-and-tube LHTES design assisted with
active vortex generation by charge injection for melting performance
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Fig. 14. Charging time required to reach 97% melting in vertical (case 1) and horizontal (case 2) orientations at 0 ≤ 𝑉0 ≤ 10 kV.
Fig. 15. Percentage reduction (with reference to case without electric field) in charging time required to reach 97% melting in vertical (case 1) and horizontal (case 2) orientations
at 2 ≤ 𝑉0 ≤ 10 kV.
enhancement. A 2D numerical analysis in both vertical and horizontal
configurations of the LHTES unit are performed. The melting perfor-
mance at 6 levels of applied voltages in both the vertical and horizontal
configurations are studied. The transient melting dynamics in the shell-
and-tube LHTES unit in the presence of electrohydrodynamic (EHD)
flow is mapped with respect to time in terms of total liquid fraction, ki-
netic energy density and mean Nusselt number. The flow and interface
morphology are highlighted by contours of liquid fraction, temperature
and velocity contours. The melting performance is quantified in terms
of total charging time and net power stored. Key findings of this study
are summarized below:

• Charge injection generates multiple flow vortices from the emitter
electrode (heated tube) surface.

• EHD flow vortices alter the flow structure, increase flow strength,
mixing and heat transfer in the fluid region.
16
• The melt interface takes the shape of the vortices generated by
charge injection.

• In the vertical orientation (case 1), the EHD flow makes the
melting uniform in the top and bottom parts of the LHTES unit.

• In the horizontal orientation (case 2), the EHD flow makes the
melting uniform all around the heated tube.

• A maximum of 82.52% and 89.61% reduction in total charging
time is observed at cases 1 and 2, respectively.

• A maximum of 80.85% and 88.35% increase in total power stored
in the LHTES unit is noted in cases 1 and 2, respectively.

• The performance enhancement by EHD flow is slightly more
effective in case 2 due to the weaker buoyancy force.

• The maximum additional electric power consumption is in the
order of few milliwatts (13 mW for case 1 and 0.2 mW for case 2).
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Fig. 16. Total power stored in the PCM at 97% liquid fraction for (𝑎) Case 1: Vertical orientation and (𝑏) Case 2: Horizontal orientation, at different applied voltages (0 ≤ 𝑉0 ≤ 2 kV).
Thus, EHD flow based melting enhancement is a potential tech-
nique with simple design and notable performance improvement
with minimal additional electric power consumption.

Results presented in this study give deeper insights on the mechanism
of melting performance enhancement in a shell-and-tube LHTES unit
by EHD flow generated by charge injection. The results indicate that
the active vortex generation by electric field induced charge injection
is an effective and economic technique to enhance melting performance
in a shell-and-tube LHTES module. The authors propose to extend this
research to further complex 3D LHTES designs with different electrode
configurations and fluid flow directions.
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