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CATEGORY O FOR TAKIFF LIE ALGEBRAS

MATTHEW CHAFFE

Abstract. We study category O for Takiff Lie algebras g ⊗ C[ε]/(ε2) where g is the Lie algebra of a reductive
algebraic group over C. We decompose this category as a direct sum of certain subcategories and use an analogue

of parabolic induction functors and twisting functors for BGG category O to prove equivalences between these

subcategories. We then use these equivalences to compute the composition multiplicities of the simple modules in
the Verma modules in terms of composition multiplicities in the BGG category O for reductive subalgebras of g. We

conclude that the composition multiplicities are given in terms of the Kazhdan–Lusztig polynomials.

1. Introduction

1.1. Category O. For a reductive Lie algebra g over C, an important part of the representation theory of g is
the subcategory O of U(g)-Mod introduced by Bernstein–Gelfand–Gelfand (BGG) in the 1970s. This category
contains many interesting modules, including all finite dimensional modules. The objects of this category are the
modules satisfying certain finiteness conditions, and the category has many desirable homological properties. One
of the main results in the theory of category O was the proof of the Kazhdan–Luzstig conjecture, which gives the
composition multiplicities of the simple modules in the Verma modules in terms of values of certain polynomials,
called the Kazhdan–Luzstig polynomials, at 1. The definition of category O was later extended to a more general
class of Lie algebras, namely those with a triangular decomposition (see for example [RCW]).

In this paper, we consider the Takiff Lie algebra of a reductive Lie algebra g. Such algebras do not have a
triangular decomposition in the sense of [RCW], but they do have a decomposition that is triangular in a weaker
sense (see [W, §2]) which allows us define an analogue of BGG category O. The case of Takiff sl2 was studied by
Mazorchuk and Söderberg in [MS]. In particular, they gave a natural analogue of category O for Takiff sl2. We
study the natural generalisation of this definition to Takiff g for a general reductive Lie algebra g. Our main result
is a formula for the composition multiplicities of the simple modules in the Verma modules in this category.

1.2. Takiff Lie algebras and the category Oε. The main type of Lie algebras we consider in this paper are the
Takiff Lie algebras. For any Lie algebra g, we define Takiff g, denoted gε, to be the Lie algebra gε = g⊗ C[ε]/(ε2).
We consider these algebras in the case where g is the Lie algebra of a reductive group. Such algebras were first
considered by Takiff in [T], in which the invariant polynomials are considered. More recently, highest weight theory
for these algebras was considered in [W] and their graded representation theory was considered in [CG].

We write x and x respectively for the elements x⊗ 1 and x⊗ ε ∈ gε, and if a ⊆ g, then we write a, a, and aε for
the subsets {a ∈ gε : a ∈ a}, {a ∈ gε : a ∈ a}, and a⊗C[ε]/(ε2) of gε respectively. If u =

∑
i xi,1xi,2 . . . xi,ni ∈ U(g),

the enveloping algebra of g, for some xi,j ∈ g and ni ∈ Z>0 then we also write u =
∑
i xi,1xi,2 . . . xi,ni ∈ U(gε).

We fix a maximal torus h of g, root system Φ, and choice of positive roots Φ+, which gives a triangular decom-
position n−⊕ h⊕ n of g. We then have a direct sum decomposition n−ε ⊕ hε⊕ nε of gε. This is not triangular in the
sense of [RCW] since hε does not act diagonalisably on gε, but it is triangular in the weaker sense of [W, §2].

Highest weight theory for truncated current Lie algebras, of which Takiff algebras are a special case, was consid-
ered in [W, §3]. In the case of Takiff algebras, the Verma modules are defined to be Mλ,µ = U(gε)⊗U(hε⊕nε) Cλ,µ
where Cλ,µ is the 1-dimensional U(hε ⊕ nε)-module on which h and h act by λ ∈ h∗ and µ ∈ h∗ respectively, and
nε acts by 0. We go further and define the category Oε of U(gε)-modules to be the full subcategory of U(gε)-Mod
with objects M such that M is finitely generated, the subalgebra h acts semisimply on M , and both nε and h act
locally finitely on M . This definition is a generalisation of the definition of classical category O for Takiff sl2 given
in [MS, §2.4]. We will sometimes write expressions such as Oε(g) to emphasise to which algebra g we are referring.
As in BGG category O, the Verma module Mλ,µ has a unique simple quotient Lλ,µ and these Lλ,µ form a set of
representatives of the isomorphism classes of simple modules in Oε. In particular, both the Verma modules and
simple modules in Oε are parameterised by h∗ ⊕ h∗.

We now mention two differences between our category Oε and the BGG category O. Firstly, the category Oε is
not Artinian; this will follow from our computation of composition multiplicities in §6. Secondly, unlike in BGG
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2 MATTHEW CHAFFE

category O projective covers need not exist. In the g = sl2 case, for example, [MS, Theorem 17] states that Oε
decomposes as a direct sum of certain subcategories. Some of these subcategories are equivalent to the category of
finite-dimensional modules for the power series ring C[[X]], in which it is easy to see that the trivial module has no
projective cover.

1.3. Composition multiplicities of Verma modules. Although the modules in Oε are not necessarily finite
length, we can give a well defined notion of [M : Lλ,µ], the composition multiplicity of Lλ,µ in M (see Lemmas 6.1
and 6.2). In BGG category O, the composition multiplicities are given by the values at 1 of certain Kazhdan–Lusztig
polynomials (see for example [HTT]). In the category Oε, we can calculate the composition multiplicities using the
following result, where we write p for Kostant’s partition function (with the same sign convention as in [H, §1.16]),
and write •2 for the shifted action of W on h∗ given by w •2 λ = w(λ + 2ρ) − 2ρ where ρ =

∑
α∈Φ+

1
2α. Here

we extend elements µ ∈ h∗ to elements of g∗ by setting µ(x) = 0 for x ∈ n ⊕ n− and extending linearly, and we
then write gµ to mean the centraliser (with respect to the coadjoint action) of this extension. We also recall that a
standard parabolic subalgebra of g is a subalgebra containing the standard Borel h⊕ n.

Theorem 1.1. Let λ, λ′, µ, µ′ ∈ h∗ and let w be an element of the Weyl group W of g of minimal length such that
gw(µ) is the Levi factor of a standard parabolic subalgebra. Then:

[Mλ,µ : Lλ′,µ′ ] = δµµ′
∑
χ∈ZΦ

p(χ)[Mw•2λ+χ(gw(µ)) : Lw•2λ′(g
w(µ))]

where Mw•2λ+χ(gw(µ)) and Lw•2λ′(g
w(µ)) are respectively the Verma module and the simple module for gw(µ). All

but finitely many terms of this sum are zero, so [Mλ,µ : Lλ,µ] is always finite.

The composition multiplicities of the simple modules in the Verma modules are therefore given in terms of the
composition multiplicities of the simple modules in the Verma modules for the reductive algebra gµ, and hence in
terms of the Kazhdan–Lusztig polynomials.

1.4. Parabolic induction and twisting functors. The category Oε decomposes as a direct sum Oε =
⊕

µ∈h∗ Oµε ,
where Oµε is the full subcategory of Oε with objects consisting of the modules M such that for any h ∈ h, the action
of h−µ(h) on M is locally nilpotent (see Lemma 3.8). The subcategory Oµε contains Mλ,µ and Lλ,µ for any λ ∈ h∗.
To prove Theorem 1.1, we reduce to the case O0

ε using two equivalences. The first uses an analogue of the concept
of twisting functors for BGG category O (see [AS] for a discussion of these functors in the BGG category O case).

Theorem 1.2. Let α be a simple root, let sα ∈ W be the simple reflection corresponding to α, and let µ ∈ h∗ be

such that µ(hα) 6= 0. Then the categories Oµε (g) and Osα(µ)
ε (g) are equivalent.

By standard results concerning the action of W on h∗, for any µ ∈ h∗ there exists w ∈ W such that Oµε is

equivalent to Ow(µ)
ε and gw(µ) is the Levi factor of a standard parabolic subalgebra of g. The second equivalence

uses a form of parabolic induction to obtain the following result (see Theorem 4.1 for a more precise statement).

Theorem 1.3. Let µ ∈ h∗ be such that the centraliser gµ is the Levi factor of a standard parabolic subalgebra. Then
the categories Oµε (g) and Oµε (gµ) are equivalent.

We also show that there is an equivalence between Oµε (gµ) and O0
ε (g

µ). Combining this with Theorems 1.2 and
1.3, we see that any Oµε (g) is equivalent to O0

ε (g
w(µ)) for a suitable element w of the Weyl group of g. Therefore,

once we understand the image of the simple modules and Verma modules under these equivalences, the problem of
computing composition multiplicities of the simple modules in the Verma modules in general reduces to computing
them in O0

ε (g) for all reductive Lie algebras g.

To compute the composition multiplicities of the Verma modules in O0
ε (g), we decompose them as a direct sum

of h-modules, each of which is isomorphic as an h-module to a Verma module for g. Since the simple modules in
O0
ε and the simple modules in BGG category O are isomorphic as g-modules (see Lemma 3.9), this gives Theorem

1.1 in the case µ = 0. Applying Theorems 1.2 and 1.3 then gives the full result.

1.5. Structure of the paper. In §2.1 and §2.2, we define our basic notation, and in §2.3 we review some standard
results on centralisers, Levi subalgebras, and parabolic subalgebras.

In §3.1 we give analogues of several fundamental results in BGG category O that hold in Oε, and in §3.2 we
prove the existence of the decomposition Oε =

⊕
µ∈h∗ Oµε mentioned above.

In §4 we state precisely and prove Theorem 1.3. In §4.1 we prove a result on the action of the centre Z(gε) of
the enveloping algebra of gε on highest weight modules, and then in §4.2 use this result to show the exactness the
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functors in the equivalence. We complete the proof using a standard argument involving the Five Lemma inspired
by [FP, Proposition 2.1].

Twisting functors for Oε are defined in §5.1 and shown to be equivalences between certain Oµε in §5.2.

Finally, in §6 we first show that the notion of composition multiplicity is well defined in our category and
then proceed to compute the composition multiplicities of the simple modules in the Verma module Mλ,0. By the
parabolic induction and twisting functor equivalences, this is then enough to determine the composition multiplicities
for all Verma modules in Oε.

Acknowledgements. The author would like to thank Simon Goodwin and Lewis Topley for their support and
advice, and the EPSRC for financial support.

2. Preliminaries

2.1. Notation and conventions. Throughout, all vector spaces, Lie algebras, associative algebras are over C,
and unless otherwise specified tensor products are over C. Associative algebras are unital and not necessarily
commutative. Unless otherwise stated, if A is an associative C-algebra, then by an A-module we always mean a left
A-module.

2.2. Reductive groups and Lie algebras. Let g be the Lie algebra of a connected reductive algebraic group G
over C. Choose a maximal torus h of g, and let Φ ⊆ h∗ be the root system of g with respect to h, writing gα for
the α root space of g. We fix a system of simple roots ∆ ⊆ Φ and corresponding system of positive roots Φ+ ⊆ Φ.
We fix a partial order on Φ in the usual way. We fix a basis {eα : α ∈ Φ+} ∪ {fα : α ∈ Φ+} ∪ {hα : α ∈ ∆} of g
such that eα ∈ gα, fα ∈ g−α, and hα := [eα, fα] ∈ h is such that α(hα) = 2. We will sometimes write e−α instead
of fα. For α, β ∈ Φ such that α+ β ∈ Φ, let κ(α,β) ∈ C be such [eα, eβ ] = κ(α,β)eα+β . Let n = span{eα : α ∈ Φ+},
let n− = span{fα : α ∈ Φ+}, and let b = h ⊕ n be the standard Borel subalgebra of g. Let W be the Weyl group
of g, and for α ∈ ∆ let sα ∈W be the simple reflection corresponding to α. If H ⊆ G is a maximal toral subgroup
of G corresponding to h, then W can also be viewed as NG(H)/H, where NG(H) is the normaliser of H in G. We
write gε for Takiff g and write x for x⊗ 1 ∈ gε and x for x⊗ ε ∈ gε. There is a triangular decomposition of g given
by gε = n−ε ⊕ hε ⊕ nε.

2.3. Centralisers and parabolic subalgebras. Let µ ∈ h∗, and extend µ to an element of g∗ by setting µ(x) = 0
for x ∈ n ⊕ n−. The centraliser gµ can be described as gµ = h ⊕ (

⊕
β∈Φµ

gβ), where Φµ = {β ∈ Φ : µ(hβ) = 0}.
This is the Levi factor of some parabolic subalgebra q of g, which by [CM, Lemma 3.8.1] is conjugate to a standard
parabolic subalgebra p. It then follows that gµ is conjugate to the Levi factor l of p, and then (again using [CM,
Lemma 3.8.1]) the root system Φµ is W -conjugate to the root system of l by some element w ∈W . We then observe

that Φw(µ) = w(Φµ), and so l = gw(µ). This gives us the first part of the following lemma, which will allow us to

use Theorem 1.2 to show that any Oµε is equivalent to some Oµ′ε , where µ′ satisfies the hypotheses of Theorem 1.3:

Lemma 2.1. Let µ ∈ h∗. Then there exists w ∈W and a Levi factor l of a standard parabolic p such that gw(µ) = l.
Furthermore, if we pick w of minimal length subject to this condition and let w = sαnsαn−1

. . . sα1
be a reduced

expression for w, then for each 1 ≤ i ≤ n, we have ((sαi−1
. . . sα1

)µ)(hαi) 6= 0.

Proof. By the above discussion, we can certainly find w = sαnsαn−1
. . . sα1

and l the Levi factor of a standard

parabolic subalgebra satisfying gw(µ) = l. Now, suppose that w has minimal length such that gw(µ) = l and that for
some i we have ((sαi−1

· · · sα1
)µ)(hαi) = 0. In general, if µ(hα) = 0 for some α ∈ Φ then sα(µ) = µ− µ(hα)α = µ,

so in particular, if w′ := sαn . . . sαi+1sαi−1 . . . sα1 , then w(µ) = w′(µ) and so l = gw(µ) = gw
′(µ). But w′ has shorter

length than w, giving a contradiction. �

3. Category O for Takiff Lie algebras

3.1. Elementary results in Oε. We now formally state the definition of the category Oε described in the intro-
duction:

Definition 3.1. The category Oε is the full subcategory of U(gε)-Mod with objects M satisfying the following:

(O1) M is finitely generated.
(O2) h acts semisimply on M .
(O3) nε and h act locally finitely on M .
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As for BGG category O, the category Oε is closed under submodules, quotients, and direct sums, and every
module M ∈ Oε is Noetherian.

Let M ∈ Oε. We say v ∈ M is a weight vector of weight λ ∈ h∗ if for any h ∈ h, we have h · v = λ(h)v, and
write Mλ for the subspace of M consisting of weight vectors of weight λ. We say v ∈M is a highest weight vector
of weight (λ, µ) ∈ h∗ ⊕ h∗ if it satisfies the following:

(1) nε ·m = 0.
(2) For all h ∈ h, we have h ·m = λ(h)m, i.e. m ∈Mλ.
(3) For all h ∈ h, we have h ·m = µ(h)m.

We also say m is maximal of weight λ if it satisfies conditions (1) and (2) but not necessarily (3).

Lemma 3.2. Let M ∈ Oε. Then:

(a) Each weight space Mλ of M is finite dimensional; and
(b) The set {λ ∈ h∗ : Mλ 6= 0} is contained in

⋃
λ∈I{λ− γ : γ ∈ Z≥0Φ+} for some finite subset I ⊆ h∗.

Proof. The proofs are a natural extension of the proofs of the equivalent statements in the BGG category O (see
the proofs of (O4) and (O5) in [H, §1.1]). �

Corollary 3.3. Let M ∈ Oε and suppose there exists a maximal vector of weight λ in M . Then for some µ ∈ h∗

there exists a highest weight vector of weight (λ, µ) in M .

Proof. Let V be the space of maximal vectors of weight λ. This is finite dimensional since it is a subspace of Mλ,
which is finite dimensional by Lemma 3.2. Now, the action of h preserves weight spaces and for any h ∈ h and
n ∈ n or n we have n · (h · v) = h · (n · v) + [n, h] · v. Hence since [n, h] lies in n, the action of h preserves maximal
vectors, so h acts on V , so since h is commutative there is some common eigenvector v ∈ V for this action. But
then by definition v is a highest weight vector of weight (λ, µ) for some µ ∈ h∗. �

We say M is a highest weight module of weight (λ, µ) if there is some highest weight vector v ∈ M of weight
(λ, µ) that generates M . One class of highest weight modules are the Verma modules Mλ,µ, which are defined by

Mλ,µ = U(gε)⊗U(bε) Cλ,µ where Cλ,µ is the one dimensional U(bε)-module where nε acts by 0, h acts by λ, and h
acts by µ. These Verma modules are the universal highest weight modules in the sense that for any highest weight
module M of weight (λ, µ), we have that Mλ,µ maps onto M (by sending 1 ⊗ 1λ,µ ∈ Mλ,µ to a non-zero highest
weight vector v ∈M of weight (λ, µ) that generates M), and this map is unique up to scalar multiplication. They
behave similarly to the Verma modules in BGG category O; for example by a similar argument to [H, Theorem
1.2] for any Verma module Mλ,µ the weight space Mλ

λ,µ is 1 dimensional, and Mλ,µ has a unique maximal proper
submodule and hence a unique simple quotient denoted Lλ,µ. Once we have Lemma 3.4 it will easily follow that
these Lλ,µ form an irredundant set of representatives of isomorphism classes of simple modules in Oε. We also
observe that any finite dimensional simple module must lie in Oε and so must be equal to Lλ,µ for some λ, µ ∈ h∗.
We now prove the following lemma, which is an analogue of a standard result (see [H, Corollary 1.2]) in BGG
category O.

Lemma 3.4. Let M ∈ Oε. Then M has a finite filtration

0 = M0 ⊆M1 ⊆M2 ⊆ · · · ⊆Mk−1 ⊆Mk = M

such that each Mi+1/Mi is a highest weight module.

Proof. By (O1) and (O2), there exists a finite set {v1, v2, . . . , vn} of weight vectors which generate M . Let V be the
U(nε ⊕ h)-module generated by the vi, which is finite dimensional by (O3), and proceed by induction on dim(V ),
observing that if m is maximal, then so are h ·m and h ·m for any h ∈ h:

If dim(V ) = 1, then any non-zero element of V is a highest weight vector and generates M , so M is highest
weight. If dim(V ) > 1 then pick some λ maximal among the weights of V . Then any vector of weight λ is maximal,
so by a similar argument to the proof of Corollary 3.3 there is some v ∈ V λ which is a highest weight vector
generating a highest weight submodule M1 of M . Hence we may consider M = M/M1 which is generated by V ,
the image of V in M/M1. Since dim(V ) < dim(V ) we are done by induction. �

Corollary 3.5. The set {Lλ,µ : λ, µ ∈ h∗} is an irredundant set of representatives of isomorphism classes of simple
modules in Oε.
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Proof. Let L be a simple module in Oε. By Lemma 3.4, L has a finite filtration such that each quotient is a highest
weight module, but since L is simple this filtration must have length 1, i.e. L is a highest weight module. Hence L
is a simple quotient of some Verma module Mλ,µ, but the only such simple quotient is Lλ,µ. �

Lemma 3.6. The centre Z(gε) of U(gε) acts on any highest weight module M by some character χ : Z(gε)→ C.

Proof. Again the proof is a natural extension of the proof of the equivalent statement in BGG category O. �

3.2. Decomposition of Oε. We now wish to decompose Oε into a direct sum of smaller subcategories. In BGG
category O, for a central character χ the subcategory Oχ is defined to be the full subcategory of O whose objects
are the modules with generalised central character χ. It can then be shown that O =

⊕
χOχ and hence any

indecomposable module lies in Oχ for some χ (see [H, §1.12] for more details). It is possible to construct a similar
decomposition for our Oε using Lemmas 3.4 and 3.6 which are analogous to the results used in BGG category O.
However, we choose to use the subalgebra U(h) instead of Z(gε) via the following lemma (though we will return to
the action of Z(gε) in §4.1):

Lemma 3.7. For M ∈ Oε, let M (−,µ) be the generalised weight space for the action of h with weight µ, i.e. the set
of elements of M such that for all h ∈ h, there exists n ∈ N with (h− µ(h))n ·m = 0. Then:

(a) As a vector space, M =
⊕

µ∈h∗M
(−,µ).

(b) Each M (−,µ) is a submodule of M .

Proof. First observe that h acts on each weight space Mλ, and since these are finite dimensional and h is abelian,
Mλ may be written as the sum of generalised weight vectors for h. Now let v ∈ M . Then v can be written as a
sum of weight vectors, which can each be written as a sum of generalised weight vectors for h. Hence M is the sum
of the the M (−,µ) and this sum is direct, proving (a).

To show that M (−,µ) is a submodule of M , it suffices to show that x · v ∈ M (−,µ) for any basis vector x
of gε. Now let v ∈ M (−,µ). If x = eα, fα, hα or hα, then [x, (h − µ(h))n] = 0 for any h ∈ h and n ≥ 0, so
(h − µ(h))n · (x · v) = x · ((h − µ(h))n · v). But since v ∈ M (−,µ), this is 0 for sufficiently large n and hence
x · v ∈M (−,µ). For x = eα, we have [eα, (h− µ(h))n] = −nα(h)eα(h− µ(h))n−1, so:

(h− µ(h))n · (eα · v) = eα · ((h− µ(h))n · v) + nα(h)eα(h− µ(h))n−1 · v

and again, since v ∈ M (−,µ), this is 0 for sufficiently large n. Hence eα · v ∈ M (−,µ), and the argument to show
fα · v ∈M (−,µ) is similar. �

In light of this, we define Oµε to be the full subcategory of Oε whose objects are the modules M such that
M = M (−,µ). We then have:

Corollary 3.8. There is a direct sum decomposition Oε =
⊕

µ∈h∗ Oµε .

Lemma 3.9. Let µ ∈ h∗. Then Mλ,µ and Lλ,µ ∈ Oµε for all λ ∈ h∗. Moreover, if I : O(g)→ O0
ε (g) is the functor

induced by the surjective homomorphism gε → g with kernel g, then Lλ,0 ∼= I(Lλ) for all λ ∈ h∗.

Proof. To see that Mλ,µ ∈ Oµε , observe that for any h ∈ h, (h − µ(h)) · (1 ⊗ 1λ,µ) = 0, so M
(−,µ)
λ,µ 6= 0. But Mλ,µ

is indecomposable, so Mλ,µ = M
(−,µ)
λ,µ , i.e. Mλ,µ ∈ Oµε . Since Oµε is closed under taking quotients, we also see that

Lλ,µ ∈ Oµε . Finally, I(Lλ) is certainly simple and lies in O0
ε , so is isomorphic to Lλ′,0 for some λ′ ∈ h∗. But by

considering weight spaces, we must have λ′ = λ, so I(Lλ) ∼= Lλ,0. �

Remark 3.10. It follows from this and the fact that Verma modules are indecomposable that Lλ′,µ′ cannot occur
as a subquotient of Mλ,µ unless µ = µ′.

4. Parabolic Induction

4.1. The centre of U(gε). We now give a precise statement of Theorem 1.3:

Theorem 4.1. Let g be a reductive Lie algebra with maximal toral subalgebra h as above and let p ⊆ g be a standard
parabolic subalgebra of g with Levi decomposition p = l⊕ r. Let µ ∈ h∗ be such that gµ = l. Then there is a category
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equivalence between Oµε (gµ) and Oµε (g) given by the functors:

I : Oµε (gµ) −→ Oµε (g)

M 7−→ U(gε)⊗U(pε) M

R : Oµε (g) −→ Oµε (gµ)

M 7−→M rε

where for the first functor, we inflate a U(gµε )-module M into a U(pε)-module by letting U(rε) act by 0. For the
second functor, M rε = {m ∈M : rε ·m = 0}.

These functors are adjoint since we have inverse isomorphisms θ : Hom(M,N rε)→ Hom(U(gε)⊗U(pε)M,N) and
η : Hom(U(gε)⊗U(pε) M,N)→ Hom(M,N rε) given by θ(f)(u⊗m) = u · f(m) and η(g)(n) = g(1⊗ n) respectively.

Remark 4.2. Let C0,µ be the one-dimensional U(gµε )-module where [gµ, gµ]ε and z(gµ) act by 0, and z(gµ) acts
by µ. Then, since µ is 0 on [gµ, gµ] ∩ h, the functors (−)⊗U(gµε ) C0,µ and (−)⊗U(gµε ) C0,−µ give a pair of mutually

inverse equivalences of categories between Oµε (gµ) and O0
ε (g

µ). Combining this with Theorem 4.1 then gives an
equivalence between Oµε (g) and O0

ε (g
µ).

To prove Theorem 4.1 we use an approach similar to that of [FP, Theorem 2.1] to show that the maps φM :
M −→ (U(gε)⊗U(pε) M)rε given by φM (m) = 1⊗m and ϕN : U(gε)⊗U(pε) N

rε −→ N given by ϕN (u⊗ n) = u · n
are isomorphisms. We first show that the functors I and R are exact, and then use the Five Lemma and Lemma
3.4 to reduce the proof that φM and ϕN are always isomorphisms to the case where M and N are highest weight
modules. The exactness of I follows easily from the fact that U(gε) is a free U(pε)-module, but showing exactness
of R is more difficult. The key result we need to prove the exactness of R is the following:

Theorem 4.3. Let λ, λ′, µ, µ′ ∈ h∗ and let N1, N2 ∈ Oε be highest weight modules of weights (λ, µ) and (λ′, µ′)
respectively. Then ExtOε(N1, N2) = 0 unless µ = µ′ and λ − λ′ ∈ ZΦµ, where Φµ = {α ∈ Φ : µ(hα) = 0}. In
particular, let M ∈ Oε be indecomposable, let 0 ⊆ M1 ⊆ · · · ⊆ Mn = M be a filtration such that all Mi/Mi−1 are
highest weight, and let (λi, µi) be the weight of the highest weight module Mi/Mi−1. Then there exist λ, µ ∈ h∗ such
that λi ∈ λ+ ZΦµ and µi = µ for all i.

We devote the rest of this section to the proof of this theorem in the case where µ satisfies the hypotheses of
Theorem 4.1. This is the only case we require to prove Theorem 4.1; however Theorem 4.3 will in fact hold for any
µ as a consequence of Theorem 1.2. We first recall that if µ 6= µ′ then by Corollary 3.8, we have that M and N lie
in different Oµε , so we restrict our attention to the case µ = µ′. We wish to use the central characters of the Verma
modules Mλ,µ. To do this, we first need some information about the centre Z(gε) of U(gε). The following results,
respectively [T, Theorem 4.1] and [D, Corollary 2.4.11], can be used to prove certain elements of U(gε) lie in the
centre Z(gε):

Theorem 4.4. Let {z1, z2, . . . , zn} be a set of algebraically independent homogeneous generators of S(g)g. Define
maps ι,D : S(g)→ S(gε) by letting ι be the inclusion S(g) ↪→ S(g) ⊆ S(gε) and letting

D(z) =
∑
xi∈B

∂ z

∂ xi
xi

where B is a basis for g.

Then {ι(z1), ι(z2), . . . , ι(zn), D(z1), D(z2), . . . , D(zn)} is a set of algebraically independent generators for S(gε)
gε .

We will always apply this Lemma with B = {eα, fα : α ∈ Φ+} ∪ {hα : α ∈ ∆}

Lemma 4.5. Let a be a finite dimensional Lie algebra and let ω : S(a) → U(a) be given by ω(x1x2 . . . xk) =
1
k!

∑
σ∈Sk xσ(1)xσ(2) . . . xσ(k) for x1, x2, . . . xk ∈ a. Then ω restricts to a bijection between S(a)a and Z(a).

The map ω is not an algebra isomorphism, but (using the notation of Theorem 4.4) we do have that ω(D(zi)) ∈
Z(gε) for each 1 ≤ i ≤ n. We wish to understand how these elements act on a highest weight module M of weight
(λ, µ), and in particular how they act on a highest weight vector of weight (λ, µ).

We now let π : S(g)G → S(h)W be the Chevalley restriction map, and define another map π′ : U(gε)
h → S(hε)

whose restriction to Z(gε) is analogous to the Chevalley restriction map in the following manner. By the PBW
theorem, there is a decomposition U(gε)

h = U(hε)⊕ I, where I = U(gε)
h∩ (U(gε)nε). This I is clearly a left ideal of

U(gε)
h. To see it is a right ideal, we observe that I is also equal to U(gε)

h ∩ (n−ε U(gε)). Let π′ : U(gε)
h → U(hε) =

S(hε) be the projection along this decomposition, which is an algebra homomorphism since I is a two sided ideal.
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For any z ∈ Z(gε) ⊆ U(gε)
h, we have that z acts on a highest weight vector of weight (λ, µ), and hence on all of

Mλ,µ, by (π′(z))(λ, µ) where S(hε) is identified with C[h∗ε ].

For µ ∈ h∗, we define two maps ξµ and ψµ by:

ξµ : h∗ → Cn

λ 7→ (π′ωD(zi)(λ, µ))i=1,...,n

ψµ : h∗ → Cn

λ 7→ (ωDπ(zi)(λ, µ))i=1,...,n

We also let φ : h∗ → h∗/W ∼= Cn be the quotient map, which is the map of algebraic varieties induced by the
inclusion S(h)W ↪→ S(h). Here the identification h∗/W ∼= Cn is induced by the Chevally isomorphism S(h)W ∼=
C[π(z1), π(z2), . . . , π(zn)]. We now state and prove the following Lemma, which we use together with Corollary 3.8
to prove Theorem 4.3:

Lemma 4.6. With notation as above:

(a) Let M and N be highest weight modules of weight (λ, µ) and (λ′, µ) respectively. Then M and N have
different central characters unless ξµ(λ) = ξµ(λ′).

(b) For any fixed µ ∈ h∗, there is some cµ ∈ Cn such that ξµ(λ) = ψµ(λ) + cµ. Hence ξµ(λ) = ξµ(λ′) if and
only if ψµ(λ) = ψµ(λ′).

(c) dµφ = ψµ for any µ ∈ h∗.
(d) rank(dµφ) = dim(z(gµ)).
(e) If gµ is a Levi factor of a standard parabolic subalgebra p ⊆ g, we have ker(ψµ) = ker(dµφ) = CΦµ, so by

part (b), ξµ(λ) = ξµ(λ′) holds only if λ− λ′ ∈ CΦµ.

Proof. Part (a) follows from the remark that z ∈ Z(gε) acts on Mλ,µ by (π′(z))(λ, µ).

For part (b), we first view π′ ◦ ωD and ωD ◦ π as maps from S(g)h to S(hε). Let x ∈ S(g)h be a monomial in
the standard PBW ordering; we then consider four cases:

(1) x ∈ S(h). In this case, π(x) = x and since D(x) ∈ S(hε), we have ωDπ(x) = ωD(x) = π′ωD(x).

(2) x is of the form fβhα1
hα2

. . . hαkeβ , in which case:

ωD(π(x)) =ωD(0) = 0

π′(ωD(x)) =π′(ω(fβhα1hα2 . . . hαkeβ + hα1hα2 . . . hαkeβfβ

+
∑
j

fβhα1
hα2

. . . hαj−1
hαj+1 . . . hαkeβhαj ))

=
1

2
hα1

hα2
. . . hαkhβ +

1

2
hα1

hα2
. . . hαkhβ + 0 = hα1

hα2
. . . hαkhβ .

To show that second equality, we first observe that π′ and ω are linear. Considering the first term, we see that
for any 0 ≤ i ≤ j ≤ k, we have:

π′(hα1
. . . hαieβhαi+1

. . . hαjfβhαj+1
. . . hαk) =π′(hα1

. . . hαieβhαi+1
. . . hαkfβ)

=π′(hα1 . . . hαjhαj+1 . . . hαk [eα, fα]

+
∑
l≥i

hα1
· · ·hαl [eα, hαl+1

]hαl+2
. . . hαkfβ

+ fβhα1hα2 . . . hαkeβ)

=π′(hα1hα2 . . . hαkhβ

+
∑
l≥i

β(hαl)fβhα1
hα2

. . . hαkeβ

+ fβhα1hα2 . . . hαkeβ)

=hα1
hα2

. . . hαkhβ
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and

π′(hα1
. . . hαifβhαi+1

. . . hαjeβhαj+1
. . . hαk) =π′(fβhα1

. . . hαjeβhαj+1
. . . hαk)

=π′(
∑
l≥j

fβhα1 . . . hαl [eβ , hαl+1
]hαl+2

. . . hαk

+ fβhα1
hα2

. . . hαkeβ)

=π′(
∑
l≥j

β(hαl)fβhα1hα2 . . . hαkeβ

+ fβhα1hα2 . . . hαkeβ)

=0.

Now, ω(fβhα1
hα2

. . . hαkeβ) is a sum of (k + 2)! terms. Half of these terms are of the form

1

(k + 2)!
hα1

. . . hαieβhαi+1
. . . hαjfβhαj+1

. . . hαk

and half are of the form
1

(k + 2)!
hα1 . . . hαifβhαi+1 . . . hαjeβhαj+1 . . . hαk

so π′(ω(fβhα1hα2 . . . hαkeβ)) = 1
2hα1hα2 . . . hαkhβ . Similar results hold for the other terms π′(ω(hα1hα2 . . . hαkeβfβ))

and π′(ω(fβhα1hα2 . . . hαj−1hαj+1 . . . hαkeβhαj )).

(3) x is of the form fα1
. . . fαmhβ1

. . . hβkeγ where m > 1 and γ =
∑
αi (so in particular γ > αi for all i). In this

case:

ωD(π(x)) =ωD(0) = 0

π′(ωD(x)) =π′(ω(
∑
i

fα1 . . . fαi−1fαi+1 . . . fαmhβ1 . . . hβkeγfαi

+
∑
j

fα1
. . . fαmhβ1

. . . hβj−1
hβj+1 . . . hβkeγhβj

+ fα1
. . . fαmhβ1

. . . hβkeγ))

=0 + 0 + 0

(4) x is of the form fα1
. . . fαmhβ1

. . . hβkeγ1
. . . eγp , where m ≥ 1, p > 1 and

∑
αi =

∑
γk. In this case:

ωD(π(x)) =ωD(0) = 0

π′(ωD(x)) =π′(ω(
∑
i

fα1
. . . fαi−1

fαi+1
. . . fαmhβ1

. . . hβkeγ1
. . . eγpfαi

+
∑
j

fα1
. . . fαmhβ1

. . . hβj−1
hβj+1 . . . hβkeγ1

. . . eγphβj

+
∑
l

fα1 . . . fαmhβ1 . . . hβkeγ1 . . . eγl−1
eγl+1

. . . eγpeγk))

=0 + 0 + 0

In particular, ωDπ(x) − π′ωD(x) ∈ S(h) for any monomial x and hence for any z ∈ S(g)G ⊆ S(g)h. Hence
ξµ(λ)− ψµ(λ) depends only on µ, so for fixed µ we have that ξµ(λ)− ψµ(λ) is a constant as required.

By considering the inclusion map S(h)W ↪→ S(h) and identifying S(h)W with C[π(z1), π(z2), . . . , π(zn)], we can
write φ : h∗ → h∗/W ∼= Cn in components as:

φ(λ) =

π(z1)(λ)
...

π(zn)(λ)


Now let φi : h∗ → C be given by φi(λ) = π(zi)(λ). Then we have the following equality, which is the key step in
allowing us to understand the action of Z(gε) in terms of the adjoint quotient map φ:

dµφi(λ) =

n∑
j=1

∂φi
∂hj

(µ)hj(λ) = D(π(zi))(λ, µ)
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so dµφ(λ) = ψµ(λ) proving part (c).

To show part (d), we invoke a result (see [R, Proposition 1.2]) that states that if ξ : g → Cn is the adjoint
quotient map, then rank(dµξ

′) = dim(z(gµ)). Now, consider the following diagrams:

S(h) h

S(h)W S(g) Cn g

φ ζ

ξ

where ζ : g = n− ⊕ h⊕ n→ h is the projection along this decomposition, and we identify h and g with their duals
h∗ and g∗ respectively using the isomorphism obtained from the Killing form. The diagram on the right commutes
since it is the induced by the diagram on the left. In particular, rank(dµφ) = rank(dµξ), completing the proof of
(d).

Finally, to show (e) we let ∆µ = {α ∈ Φ+ ∩Φµ : α is minimal in Φ+ ∩Φµ}, which is a simple system for Φµ, and
note that dim(CΦµ) = dim([gµ, gµ]∩h). Now consider Mλ,µ and let α ∈ ∆µ. In the case µ satisfies the hypotheses of

Theorem 4.1, fα⊗1λ,µ ∈Mλ,µ is highest weight of weight (λ−α, µ) and generates a submodule of Mλ,µ isomorphic
to Mλ−α,µ. Hence by parts (a) and (b), α ∈ ker(ψµ) for each α ∈ ∆µ, so by linearity, CΦµ ⊆ ker(ψµ). But by (d),
dim(ker(ψµ)) = rank(g)− dim(z(gµ)) = dim([gµ, gµ] ∩ h) = dim(CΦµ) so we must have that CΦµ = ker(ψµ). �

Proof of Theorem 4.3. Suppose N1 and N2 are highest weight modules of weights (λ, µ) and (λ′, µ′) respectively. If
ExtOε(N1, N2) 6= 0, then by Corollary 3.8 we must have µ = µ′. The central characters of N1 and N2 must be the
same, so by Lemma 4.6(a) we must have ξµ(λ) = ξµ(λ′). By Lemma 4.6(e), we must then have λ−λ′ ∈ CΦµ. Observe

that for any module M ∈ Oε and ν ∈ h∗, the subspace
⊕

ν−ν′∈ZΦM
ν′ is in fact a submodule of M , and M is a direct

sum of such submodules. Hence λ− λ′ ∈ CΦµ ∩ ZΦ = ZΦµ as required. Now, suppose M ∈ Oµε is indecomposable
and 0 = M0 ⊆ M1 ⊆ · · · ⊆ Mn = M is a filtration such that each Mi/Mi−1 is a highest weight module of weight
(λi, µi). Then for each 0 ≤ i ≤ n− 1 there is a short exact sequence 0→Mi+1/Mi →Mi+1/Mi−1 →Mi/Mi−1 → 0,
so the first part of the theorem implies the desired result. �

4.2. Exactness of the restriction functor. We now fix a standard parabolic subalgebra p of g with Levi de-
composition p = l⊕ r and let µ ∈ h∗ be such that gµ = l. We prove Theorem 4.1 using Theorem 4.3 along with the
following three lemmas.

Lemma 4.7. Let M be a highest weight module of weight (λ, µ). Then

M rε =
⊕

λ−λ′∈CΦµ

Mλ′

Proof. We first observe that since gµ is the Levi factor of a standard parabolic r = span{eα : α ∈ Φ+\Φµ}. Now,

if v ∈ Mλ′ for some λ′ such that λ − λ′ ∈ CΦµ, then for α ∈ Φ+\Φµ we have eα · v, eα · v ∈ Mλ′+α. But since

λ � λ′ + α, Mλ′+α = 0 and so v ∈M rε . Hence we have that M rε ⊇
⊕

λ−λ′∈CΦµ
Mλ′ .

On the other hand, suppose v ∈ M rε is of weight λ′. Then, since nε ∩ lε acts locally finitely and M rε is a
gµε submodule, we can repeatedly apply elements eα, eα where α ∈ Φµ to find a maximal vector whose weight is
in λ′ + CΦµ. Hence by Corollary 3.3 there is a highest weight vector in M whose weight is in λ′ + CΦµ, which
generates a highest weight submodule of M that must have the same central character as M . But by Theorem
4.3, this highest weight module has the same central character only if the weight of v is in λ+CΦµ, which implies
λ− λ′ ∈ CΦµ as required. �

Lemma 4.8. Let 0 → L
f→ M

g→ N → 0 be a short exact sequence in Oµε . Suppose there exists some non-zero
v ∈ M rε of weight λ. There either there exists some non-zero v1 ∈ Lrε of weight λ, or there exists some non-zero
v2 ∈ N rε of weight λ.

Proof. If v /∈ ker(g), then g(v) has weight λ and is in N rε . If v ∈ ker(g), then since ker(g) = im(f), we have
v = f(v1) for some v1 ∈ L, and since f is injective this v1 must be in Lrε and have weight λ. �

We can now prove exactness of the functor R defined earlier:

Lemma 4.9. Let p be a standard parabolic subalgebra of g with Levi decomposition p = l⊕ r, and let µ ∈ h∗ be such
that gµ = l. Then the functor (−)rε = R : Oµε (g)→ Oµε (gµ) is exact.
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Proof. Let 0→ L
f→M

g→ N → 0 be a short exact sequence in Oµε (g).

Since f is injective, the restriction of f to Lrε is still injective. If m ∈ ker(g)∩M rε , then m = f(l) for some l ∈ L.

Additionally, if r ∈ rε, then f(r ·l) = r ·m = 0, so r ·l ∈ ker(f) = 0. Hence l ∈ Lrε . Therefore 0→ Lrε
f→M rε

g→ N rε

is exact, i.e. taking rε invariants is always left exact.

Hence we only need to show that g : M rε → N rε is surjective, and by Theorem 4.3 it suffices to consider the
case where M and N both have filtrations by highest weight modules of weights (λi, µ), where λi − λj ∈ ZΦµ for
all i, j. Now, let v ∈ N rε have weight λ. By Lemmas 4.7 and 4.8, we must have λ ∈ λi + ZΦµ for some (in fact,
any) λi. There exists some w ∈ g−1(v) which is also of weight λ, so to complete the proof it is enough to show that
any element of M of weight λ ∈ λi + ZΦµ is in M rε . But the weight of any element of M lies in

⋃
(λi − Z≥0Φ+).

In particular, if α ∈ Φ+\Φµ and λ ∈ λi + CΦµ, then λ + α � λi for any λi, so Mλ+α = 0. Hence if v ∈ M is of

weight λ ∈ λi +CΦµ, then for any eα ∈ rε, eα · v ∈Mλ+α = 0, and similarly eα · v = 0, so v ∈M rε as required. �

λ2 λ1λ λ3

α1

α1 + α2α2

Above is an illustration of the argument in the case where g = sl3 and Φµ = {α1,−α1} for α1 a simple root. Here
M ∈ Oµε has a filtration where the sections are highest weight of weights (λ1, µ), (λ2, µ), and (λ3, µ). If Mλ 6= 0
for some λ ∈ h∗, then λ must lie in the area below the two lines. If λ ∈ λ− Z≥0Φµ, then λ+ α2 and λ+ (α1 + α2)
lie above the horizontal line, so for any m ∈ Mλ, we have eα2

·m = eα2 ·m = eα1+α2 ·m = eα1+α2 ·m = 0, i.e
m ∈M rε .

Proof of Theorem 4.1. As earlier, we let φM : M −→ (U(gε) ⊗U(pε) M)rε be given by φM (m) = 1 ⊗ m and let
ϕN : U(gε)⊗U(pε) N

rε −→ N be given by ϕN (u⊗ n) = u · n. We wish to show that these are always isomorphisms.
The exactness of the functors I and R combined with Lemma 3.4 and a standard argument using the Five Lemma
means it suffices to check this only on highest weight modules.

The map φM is always injective since if {mi : i ∈ I} is a basis for M , then there is a basis for U(gε) ⊗U(pε) M

consisting of all elements of the form u ⊗ mi where u is a monomial in U(r−ε ). Hence the element 1 ⊗ m ∈
U(gε)⊗U(pε) M is never 0 if m is non-zero.

Suppose φM is not surjective. Then there exist u1, . . . , un ∈ U(r−ε ) and m1, . . .mn ∈M such that not all the uk
are scalars, the mk are weight vectors, and

∑
uk ⊗mk ∈ (U(gε)⊗U(pε) M)rε . But if M is highest weight of weight

(λ, µ) with highest weight generator m, then U(gε)⊗U(pε) M is highest weight of the same weight since 1⊗m will
be a highest weight generator. By Lemma 4.7, we have:

(U(gε)⊗U(pε) M)rε =
⊕

λ−λ′∈CΦµ

(U(gε)⊗U(pε) M)λ
′

but if uk is not a scalar, the weight λ′ of uk ⊗mk does not satisfy λ− λ′ ∈ CΦµ, giving a contradiction. Hence φM
is an isomorphism for any M ∈ Oµε (g).

We observe that if n ∈ N is a highest weight generator of N then certainly n ∈ N rε , so n = ϕN (1⊗n) ∈ im(ϕN )
and hence ϕN is surjective. To see it is injective, let K = ker(ϕN ) and consider the short exact sequence:

0→ K ↪→ U(gε)⊗U(pε) N
rε ϕN→ N → 0.
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Since the functor R is exact, we have another exact sequence:

0→ Krε ↪→ (U(gε)⊗U(pε) N
rε)rε → N rε → 0

where the map (U(gε)⊗U(pε) N
rε)rε → N rε is the restriction of ϕN to (U(gε)⊗U(pε) N

rε)rε . Now, we observe that
ϕN (φNrε (n)) = ϕN (1⊗n) = n, so ϕN restricted to (U(gε)⊗U(pε)N

rε)rε is the inverse of φNrε and hence is bijective.
Therefore Krε = 0, and so K = 0 since if K were non-zero, it would contain a non-zero highest weight vector v
which would then be in Krε . �

5. Twisting Functors

5.1. Definition of twisting functors. Now we aim to prove Theorem 1.2 using a generalisation of the twisting
functors for BGG category O. Fix some α ∈ ∆ and let U = U(gε), the enveloping algebra of gε. We let

v(k, l,m,n) =
∏
β∈I

e
kβ
β

∏
β∈I

e
lβ
β

∏
β∈J

h
mβ
β

∏
β∈J

h
nβ
β ∈ U

for any k, l ∈ ZI≥0 and m,n ∈ ZJ≥0, where I = Φ\{α} and J = ∆.

We need to consider the localisation of U with respect to the subset Fα = {f iαf
j

α : i, j ≥ 0}. Since the ring U
has no zero divisors, by [MR, Theorem 2.1.12] to show the left localisation exists it suffices to show that Fα is a
left Ore set, i.e. that for all u ∈ U and f ∈ Fα, Fαu∩Uf 6= ∅. In fact, we will also show that Fα is a right Ore set,
so the right localisation also exists and is isomorphic to the left localisation.

Lemma 5.1. Let α ∈ ∆. The sets {f iα : i ≥ 0}, {f jα : j ≥ 0} and Fα = {f iαf
j

α : i, j ≥ 0} are all both left and right
Ore sets in U .

Proof. We show that each of these sets is a left Ore set; the proofs that they are also right Ore sets are very similar.
Let x ∈ gε ⊆ U and let j ≥ 0. It is easily verified by induction that:

f jαx =

j∑
k=0

(
j

k

)
(ad fα)k(x)f j−kα

But ad(fα) is nilpotent, so there exists l such that (ad fα)l = 0. Hence for sufficiently large j, we have f jαx = ujf
j−l
α

for some uj ∈ U . Applying this repeatedly, we see that given a monomial v ∈ U and some i ≥ 0, we can find u ∈ U
and j ≥ 0 such that f jαv = uf iα. But U is spanned by such monomials, so we have shown that {f iα : i ≥ 0} is a left

Ore set. The proof that {f jα : j ≥ 0} is a left Ore set is identical, since ad(fα) is also nilpotent.

Finally, to see that {f iαf
j

α : i, j ≥ 0} is a left Ore set, we let i, j ≥ 0 and let u ∈ U . We must find u′ ∈ U ,

i′, j′ ≥ 0 such that f i
′

α f
j′

α u = u′f iαf
j

α. Since {f jα : j ≥ 0} is a left Ore set, there exist j′ ≥ 0 and u′′ ∈ U such that

u′′f
j

α = f
j′

α u, and since {f iα : i ≥ 0} is a left Ore set there exist i′ ≥ 0 and u′ ∈ U such that u′f iα = f i
′

α u
′′. Hence

we have u′f iαf
j

α = f i
′

α u
′′f

j

α = f i
′

α f
j′

α u as required. �

We now define Uα to be the localisation of U with respect to Fα. The map ι : U → Uα is injective because
U has no zero divisors, so Uα has the structure of a U -U -bimodule. We wish to consider two possible choices of

basis for Uα, given by {f iαf
j

αv(k, l,m,n) : i, j ∈ Z,k, l ∈ ZI≥0,m,n ∈ ZJ≥0} and {v(k, l,m,n)f iαf
j

α : i, j ∈ Z,k, l ∈
ZI≥0,m,n ∈ ZJ≥0}. These sets can be seen to be bases by using the PBW theorem and the fact that Fα is both a
left Ore set and a right Ore set.

Lemma 5.2. For any β ∈ Φ+, the following relations hold in Uα.

[eα, f
−1
α ] = f−2

α (−hα − 2)(5.1)

[eα, f
−1

α ] = −f−2

α hα(5.2)

[eα, f
−1
α ] = −f−2

α hα − 2f−3
α fα(5.3)

[eα, f
−1

α ] = 0(5.4)
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For any h ∈ h:

[h, f−1
α ] = α(h)f−1

α(5.5)

[h, f
−1

α ] = α(h)f
−1

α(5.6)

[h, f−1
α ] = α(h)f−2

α fα(5.7)

[h, f
−1

α ] = 0(5.8)

For any β ∈ Φ+\{α}:
[eβ , f

−1
α ] = l1f

−2
α eβ−α + l2f

−3
α eβ−2α + l3f

−4
α eβ−3α(5.9)

[eβ , f
−1

α ] = m1f
−2

α eβ−α(5.10)

[eβ , f
−1
α ] = n1f

−2
α eβ−α + n2f

−3
α eβ−2α + n3f

−4
α eβ−3α(5.11)

[eβ , f
−1

α ] = 0(5.12)

for some li,mi, ni ∈ C, letting eβ′ = 0 if β′ /∈ Φ.

Proof. These can be verified by multiplying by powers of fα and fα to obtain an expression which holds in U . We
verify relations (5.1), (5.7) and (5.9); the other relations are similar. To see (1), observe that in U :

f2
αeα = fαeαfα + fα[fα, eα]

= fαeαfα + fα(−hα)

= fαeαfα + (−hα − 2)fα.

We then multiply on the left by f−2
α and on the right by f−1

α to obtain (5.1). To see (5.7), observe that:

f2
αh = fαhfα + fα[fα, h]

= fαhfα + α(h)fαfα,

and again we obtain the desired relation by multiplying on the left by f−2
α and on the right by f−1

α . Finally, to see
(5.9), we use that β − 4α /∈ Φ and that if β − nα ∈ Φ for some n ∈ N, then β − nα ∈ Φ+\{α}. We then have:

f4
αeβ = f3

αeβfα + f3
α[fα, eβ ]

= f3
αeβfα + l1f

3
αeβ−α

= f3
αeβfα + l1f

2
αeβ−αfα + l1f

2
α[fα, eβ−α]

= f3
αeβfα + l1f

2
αeβ−αfα + l2f

2
αeβ−2α

= f3
αeβfα + l1f

2
αeβ−αfα + l2(fαeβ−2αfα + fα[fα, eβ−2α])

= f3
αeβfα + l1f

2
αeβ−αfα + l2fαeβ−2αfα + l3eβ−3αfα,

and multiplying on the left by f−4
α and on the right by f−1

α gives (5.9). �

Lemma 5.3. Let U ′ = span{f iαf
j

αv(k, l,m,n) : either i ≥ 0 or j ≥ 0,k, l ∈ ZI≥0,m,n ∈ ZJ≥0} ⊆ Uα. Then U ′ is
a U -U -subbimodule of Uα.

Proof. We first show that U ′ is a right U -module. If either i ≥ 0 or j ≥ 0, both k ≥ 0 and l ≥ 0, and v =
v(k, l,m,n), v′ = v(k′, l′,m′,n′) for some k, l,k′, l′ ∈ ZI≥0, m,n,m′,n′ ∈ ZJ≥0, then by the PBW theorem we have

vfkαf
l

αv =
∑
n(fknα f

ln
α vn) for some kn, ln ≥ 0, and vn = v(kn, ln,mn,nn) for some kn, ln ∈ ZI≥0, mn,nn ∈ ZJ≥0.

Hence:

f iαf
j

αv · (fkαf
l

αv
′) =

∑
n

(f iαf
j

αf
kn
α f

ln
α vn) =

∑
n

(f i+knα f
j+ln
α vn)

In particular this expression is in U ′. But U is spanned by elements of the form fkαf
l

αv
′, so U ′ is a right U -module.

We now claim that U ′ = span{v(k, l,m,n)f iαf
j

α : either i ≥ 0 or j ≥ 0,k, l ∈ ZI≥0,m,n ∈ ZJ≥0}; once we have

this, it follows that U ′ is a left U -module by a similar argument to above. To see this claim, suppose i ≥ 0 (the
case j ≥ 0 is very similar) and v = v(k, l,m,n) for some k, l ∈ ZI≥0, m,n ∈ ZJ≥0. Using the PBW theorem, we have

vf iα =
∑
n(f inα f

jn
α vn) where in, jn ≥ 0 and vn = v(knln,mn,nn) for some kn, ln ∈ ZI≥0 and mn,nn ∈ ZJ≥0. Using

the fact that {f jα : j ≥ 0} is an Ore set and the PBW theorem, we also have that vnf
j

α =
∑
m(f

jn,m
α f

in,m
α vn,m)
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where in,m ∈ Z≥0, jn,m ∈ Z, and vn,m = v(kn,m, ln,m,mm,n,nn,m) for some kn,m, ln,m ∈ ZI≥0, mm,n,nn,m ∈ ZJ≥0.
Hence we have:

vf iαf
j

α =
∑
n

(f inα f
jn
α vnf

j

α)

=
∑
n

(f inα f
jn
α

∑
m

(f
jn,m
α f in,mα vn,m))

=
∑
n,m

(f in+in,m
α f

jn+jn,m
α vn,m).

so vf iαf
j

α ∈ U ′. Hence

U ′ ⊇ span{v(k, l,m,n)f iαf
j

α : either i ≥ 0 or j ≥ 0,k, l ∈ ZI≥0,m,n ∈ ZJ≥0}.

The inclusion U ′ ⊆ span{v(k, l,m,n)f iαf
j

α : either i ≥ 0 or j ≥ 0,k, l ∈ ZI≥0,m,n ∈ ZJ≥0} follows by a similar
argument. �

We now define Sα := Uα/U
′, a U -U -bimodule. Observe that Sα has a basis given by:

{f iαf
j

αv(k, l,m,n) + U ′ : i, j < 0,k, l ∈ ZI≥0,m,n ∈ ZJ≥0}

and another basis given by:

{v(k, l,m,n)f iαf
j

α + U ′ : i, j < 0,k, l ∈ ZI≥0,m,n ∈ ZJ≥0}

using the two bases of U ′ considered in the proof of Lemma 5.3. From now on we omit the +U ′ when writing

elements of Sα. At several points we will use the fact that in Sα the elements f−iα f
0

α and f0
αf
−j
α are zero.

Consider the element sα ∈W = NG(H)/H. We lift sα to an element of NG(H), which defines an automorphism
φα : g → g. The automorphism φα maps h to sα(h) for any h ∈ h, and hence must also map gβ to gsα(β) for any
β ∈ Φ. Now, let φα(eα) = k1fα and let φα(fα) = k2eα. Then −k1k2hα = [φ(eα), φ(fα)] = φα([eα, fα]) = φα(hα) =
−hα, so k1k2 = 1. Hence, rescaling eα and fα if necessary, we may assume that:

φα(eα) = fα(5.13)

φα(fα) = eα.(5.14)

We can then extend φα to an automorphism gε → gε by setting φα(x) = φα(x) for all x ∈ g. If M is a left U -module,
we denote by φα(M) the module obtained by twisting the left action on M by φα and write ·α for this action, so
that if m ∈ M and u ∈ U then u ·α m = φα(u) ·m. Similarly, we can twist the left action on M by φ−1

α , and we
write ·α−1 for this action.

Let C be the full subcategory of U -mod whose objects are the h-semisimple modules. We define a functor H
from U -mod to C by letting H(M) be the maximal h-semisimple submodule of M . Using Sα and φα, we can then
define two functors Tα, Gα : C → C by:

TαM = φα(Sα ⊗U M)

GαM = H(HomU (Sα, φ
−1
α (M)))

where we note that the action of U on GαM is given by (u · f)(s) = f(s · u) for any u ∈ U , f ∈ GαM and s ∈ Sα.
We also note that if M,N ∈ C and χ : M → N , then Tα(χ) : TαM → TαN is given by Tα(χ)(s ⊗m) = s ⊗ χ(m)
and Gα(χ) : GαM → GαN is given by Gα(χ)(ρ) = χ ◦ ρ.

In order to see these functors are well defined, the only thing to check is that TαM ∈ C for any M ∈ C. Let M ∈ C
and let {vi : i ∈ I} be a set of weight vectors spanning M . Then TαM is spanned by {f−nα f

−m
α ⊗vi : n,m > 0, i ∈ I}.

But if w ∈Mλ, then for any h ∈ h:

h ·α (f−nα f
−m
α ⊗ w) = (sα(h)f−nα f

−m
α )⊗ w

= f−nα f
−m
α (sα(h)− (n+m)α(h))⊗ w

= f−nα f
−m
α ⊗ (sα(h)− (n+m)α(h))w

= f−nα f
−m
α ⊗ (sα(λ)− (n+m)α)(h)w

= (sα(λ)− (n+m)α)(h)(f−nα f
−m
α ⊗ w)
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so for any w of weight λ we have

f−nα f
−m
α ⊗ w ∈ (TαM)sα(λ)−(n+m)α.(5.15)

In particular, TαM is spanned by weight vectors, and so is h-semisimple.

Lemma 5.4. Let g ∈ HomU (Sα, φ
−1
α (M)). Then g has weight λ if and only if for all i, j ≥ 0, g(f−iα f

−j
α ) has weight

λ+ (i+ j)α in φ−1
α (M), or equivalently has weight sα(λ)− (i+ j)α in M .

Proof. First we assume that g has weight λ. Then for any h ∈ h, i, j ≥ 0:

λ(h)g(f−iα f
−j
α ) = (h · g)(f−iα f

−j
α )

= g(f−iα f
−j
α h)

= g((h− (i+ j)α(h))f−iα f
−j
α )

= (h− (i+ j)α(h)) · g(f−iα f
−j
α )

so g(f−iα f
−j
α ) has weight λ+ (i+ j)α in φ−1

α (M), and hence has weight sα(λ)− (i+ j)α in M .

On the other hand, suppose g(f−iα f
−j
α ) has weight sα(λ)−(i+j)α in M for all i, j ≥ 0. Then for any h ∈ h, i, j ≥ 0,

u = v(k, l,m,n) for some k, l ∈ ZI≥0, m,n ∈ ZJ≥0:

(h · g)(uf−iα f
−j
α ) = g(uf−iα f

−j
α h)

= u · g(f−iα f
−j
α h)

= u · g((h− (i+ j)α(h))f−iα f
−j
α )

= u · (h− (i+ j)α(h)) · g(f−iα f−jα )

= u · λ(h)g(f−iα f
−j
α )

= λ(h)g(uf−iα f
−j
α )

and hence g has weight λ. �

Corollary 5.5. Let g ∈ HomU (Sα, φ
−1
α (M)), Then g is a weight vector if and only if g(f−iα f

−j
α ) is a weight vector

for all i, j ≥ 0.

Proof. Suppose g ∈ HomU (Sα, φ
−1
α (M)) is such that g(f−iα f

−j
α ) is a weight vector for all i, j ≥ 0. Since eα ·α−1

g(f−iα f
−j
α ) = g(f−i+1

α f
−j
α ), in φ−1

α (M) we have that wt(g(f−iα f
−j
α )) + α = wt(g(f−i+1

α f
−j
α )) and similarly we have

wt(g(f−iα f
−j
α )) +α = wt(g(f−iα f

−j+1

α )). Hence if in φ−1
α (M) the weight of g(f−1

α f
−1

α ) is λ′, we have that the weight

of g(f−iα f
−j
α ) is λ′ − 2α+ (i+ j)α. Applying Lemma 5.4, we see that g is indeed a weight vector. �

Lemma 5.6. Tα is right exact and Gα is left exact.

Proof. The fact Tα is right exact follows immediately from the definition, because for any module M we have that
φα(Sα ⊗U M) ∼= φα(Sα) ⊗U M and taking the tensor product with a fixed module always defines a right exact
functor. Let G′αM := HomU (Sα, φ

−1
α (M)). Then G′α and H are both left exact, so, since composition of left exact

functors is left exact, Gα is also left exact. �

5.2. Equivalence. Retaining the notation of the previous section, we can now precisely state and prove Theorem
1.2:

Theorem 5.7. Let µ ∈ h∗ be such that µ(hα) 6= 0. Then Tα and Gα give an equivalence of categories between Oµ
and Osα(µ).

We prove the following lemma, which immediately implies Theorem 5.7.

Lemma 5.8. Let µ ∈ h∗ be such that µ(hα) 6= 0. Then:

(a) Tα restricts to a functor Oµε → O
sα(µ)
ε .

(b) For any M ∈ Oµε , the map ψM : M → GαTαM given by ψM (m)(s) = s⊗m is an isomorphism

(c) For any N ∈ Osα(µ)
ε , the map εN : TαGαN → N given by εN (s⊗ g) = g(s) is an isomorphism.

(d) Gα restricts to a functor Osα(µ)
ε → Oµε .
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(e) The transformations ψ : idOµε → GαTα and ε : TαGα → idOsα(µ)
ε

are natural.

The proof of this lemma requires a series of other results. First, we record the following lemma, which will be
useful in the proof of parts (a) and (d):

Lemma 5.9. Let M1,M2 ∈ Oµε for some µ ∈ h∗, and let 0 → M1 → M → M2 → 0 be a short exact sequence of
U(gε)-modules. Then M ∈ Oµε if and only if M is h-semisimple.

Proof. By the definition of Oµε , if M ∈ Oµ then M must be h-semisimple. On the other hand, suppose M is
h-semisimple. Then to show M ∈ Oµε , we must show:

(i) M is finitely generated.

(ii) For all h ∈ h, h− µ(h) acts locally nilpotently on M .

(iii) The subalgebra nε ⊆ gε acts locally nilpotently on M .

For (i), let X1 be a finite generating set for M1 and let X2 be a finite generating set for M2. Let X ′2 be a set
containing a choice of preimage for each element of X2. Then X1 ∪X ′2 is a finite generating set for M . For (ii), let
m ∈M . Then for some i ≥ 0, (h−µ(h))i ·(m+M1) = 0 ∈M/M1

∼= M2, so (h−µ(h))i ·m = m′ ∈M1, and for some
j ≥ 0, (h−µ(h))j ·m′ = 0, so we have (h−µ(h))i+j ·m = 0. Finally, we have that dim(Mλ) = dim(Mλ

1 )+dim(Mλ
2 )

for any λ ∈ h∗, so in particular the weight spaces of M are bounded above. Hence (iii) holds. �

Proof of 5.8(a). Let M ∈ Oµε , and let 0 = M0 ⊆ M1 ⊆ · · · ⊆ Mk−1 ⊆ Mk = M be a filtration of M such that
each section is a highest weight module and this filtration has minimal possible length. Such a filtration exists by
Lemma 3.4. We have an exact sequence:

0→M1 →M →M/M1 → 0

and since Tα is right exact, we have that

TαM1 → TαM → Tα(M/M1)→ 0

is exact. In particular, TαM is an extension of Tα(M/M1) by a quotient of TαM1. Since TαM is h-semisimple, and
a quotient of a highest weight module is still highest weight, by induction and Lemma 5.9 it suffices to show that
if M is highest weight of weight (λ, µ), then TαM is highest weight of weight (λ′, sα(µ)) for some λ′ ∈ h∗.

Suppose M is highest weight of weight (λ, µ), and let v ∈M be a highest weight generator of M . Then we claim

that f−1
α f

−1

α ⊗ v is highest weight and generates TαM . We now verify this element is highest weight of weight
(sα(λ)− 2α, sα(µ)).

Let β ∈ Φ+\{α}. Then using relations (5.9)-(5.12) in Lemma 5.2 and the fact v is highest weight:

eβ ·α (f−1
α f

−1

α ⊗ v) =(esα(β)f
−1
α f

−1

α )⊗ v

=(f−1
α esα(β) − k1f

−2
α esα(β)−α + k2f

−3
α esα(β)−2α − k3f

−4
α esα(β)−3α)f

−1

α ⊗ v

=(f−1
α f

−1

α esα(β) − (l1f
−2
α f

−1

α + l2f
−1
α f

−2

α )esα(β)−α

+ (l3f
−3
α f

−1

α + l4f
−2
α f

−2

α )esα(β)−2α

− (l5f
−4
α f

−1

α + l6f
−3
α f

−2

α )esα(β)−3α)⊗ v
=0

eβ ·α (f−1
α f

−1

α ⊗ v) = (esα(β)f
−1
α f

−1

α )⊗ v

=(f−1
α esα(β) − k1f

−2
α esα(β)−α + k2f

−3
α esα(β)−2α − k3f

−4
α esα(β)−3α)f

−1

α ⊗ v

=(f−1
α f

−1

α esα(β) − k1f
−2
α f

−1

α esα(β)−α + k2f
−3
α f

−1

α esα(β)−2α

− k3f
−4
α f

−1

α esα(β)−3α)⊗ v
=0

for some ki, li ∈ C. We also have:

eα ·α (f−1
α f

−1

α ⊗ v) = (fαf
−1
α f

−1

α )⊗ v = 0

eα ·α (f−1
α f

−1

α ⊗ v) = (fαf
−1
α f

−1

α )⊗ v = 0
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and for any h ∈ h, by relations (5.7) and (5.8) in Lemma 5.2 we have:

h ·α (f−1
α f

−1

α ⊗ v) = (φα(h)f−1
α f

−1

α ⊗ v)

= f−1
α φα(h)f

−1

α ⊗ v + f−2
α φα(h)⊗ v

= f−1
α f

−1

α ⊗ (φα(h) · v)

= f−1
α f

−1

α ⊗ sα(µ)(h)v

= sα(µ)(h)(f−1
α f

−1

α ⊗ v)

Finally, by calculation (5.15) earlier showing that if w ∈ Mλ′ then f−nα f
−m
α ⊗ w ∈ (TαM)sα(λ′)−(n+m)α, we see

that f−1
α f

−1

α ⊗v ∈ (TαM)sα(λ)−2α, so f−1
α f

−1

α ⊗v is indeed highest weight of weight (sα(λ)−2α, sα(µ)) as claimed.

To see f−1
α f

−1

α ⊗ v generates TαM , we observe that for any v′ ∈ M , v′ = u · v for some u ∈ U , and so for any
n,m > 0, we have:

f−nα f
−m
α ⊗ v′ = f−nα f

−m
α ⊗ (u · v) = f−nα f

−m
α u⊗ v =

∑
uif
−ni
α f

−mi
α ⊗ v =

∑
ui · (f−niα f

−mi
α ⊗ v)

for some ni,mi > 0 and ui ∈ U . Hence, since TαM is spanned by {f−nα f
−m
α ⊗ v′ : n,m > 0, v′ ∈ M}, it is enough

to show that for any n,m > 0, the element f−nα f
−m
α ⊗ v lies in the submodule of TαM generated by f−1

α f
−1

α ⊗ v.

Consider fα ·α (f−1
α f

−1

α ⊗v) = (eαf
−n
α f

−m
α )⊗v and fα ·α (f−nα f

−m
α ⊗v) = (eαf

−n
α f

−m
α )⊗v. By relations (5.1)-(5.4),

we have:

(eαf
−n
α f

−m
α )⊗ v = (eαf

−m
α f−nα )⊗ v

= (f
−m
α eαf

−n
α −mf−m−1

α hαf
−n
α )⊗ v

= (f
−m
α eαf

−n
α −mµ(hα)f

−m−1

α f−nα − 2mnf
−m
α f−n−1

α )⊗ v

= (k − 2mn)f−n−1
α f

−m
α ⊗ v −mµ(hα)f−nα f

−m−1

α ⊗ v,

for some k ∈ C. In particular, the coefficient of f−nα f
−m−1

α ⊗ v is always non-zero. We also have:

(eαf
−n
α f

−m
α )⊗ v = (f−nα eαf

−m
α − 2nf−n−2

α f
−m+1

α − nf−n−1
α f

−m
α hα − n(n− 1)f−n−2

α f
−m+1

α )⊗ v

= −nµ(hα)f−n−1
α f

−m
α ⊗ v − n(n+ 1)f−n−2

α f
−m+1

α ⊗ v.

In particular, the coefficients of f−n−1
α f

−m
α ⊗ v and f−n−2

α f
−m+1

α ⊗ v are both non-zero. Let N ⊆ TαM be the

submodule generated by f−1
α f

−1

α ⊗ v. Then by the second calculation with m = 1, we see that f−nα f
−1

α ⊗ v ∈ N
for all n > 0. By the first calculation, we that if f−n

′

α f
−m
α ⊗ v ∈ N for all n′ > 0, then f−nα f

−m−1

α ⊗ v ∈ N for all
n > 0, which completes the proof that N = TαM by induction. �

We now aim to prove part (b). First, we prove the following results on the invariants of a module M ∈ Oµε
with respect to a certain subalgebra of g, and then prove a result on the tensor product Sα ⊗U M . Here we let
(sl2)α = 〈eα, hα, fα〉 ⊆ g.

Lemma 5.10. Let µ ∈ h∗ such that µ(hα) 6= 0, let M ∈ Oµε , and let a = 〈fα, fα〉 ⊆ gε. Then M is free as a
U(a)-module, and any vector space basis of M 〈eα,eα〉 is a free generating set.

Proof. It clearly suffices to only consider the case where M is indecomposable.

Consider the case where g = sl2 and M is a Verma module. In this case, M 〈eα,eα〉 is one dimensional, spanned
by any highest weight vector of M . But by definition M is generated freely by this as a U((n−)ε)-module, and in
this case a = n− so the lemma holds.

If g = sl2 and M is indecomposable but not a Verma module, then by earlier results M has a filtration 0 = M0 ⊆
M1 ⊆ · · · ⊆ Mk−1 ⊆ Mk = M such that each quotient is a Verma module. To show any basis generates M as a
U(a)-module, it suffices to check one choice.

Choose Ω = Ψ∪{v}, where Ψ is a basis of M
〈eα,eα〉
k−1 and v ∈M 〈eα,eα〉\Mk−1. Let M ′ ⊆M be the U(a)-submodule

generated by Ω. Then observe that M/Mk−1 is a Verma module, with highest weight generator v +Mk−1. Hence
for any m ∈M , there is some m′ ∈M ′ such that m−m′ ∈Mk−1. But Ψ ⊆ Ω, and by induction Ψ generates Mk−1

as a U(a)-module, so Mk−1 ⊆M ′. Hence m−m′ ∈M ′, and so m ∈M ′ for any m ∈M , i.e. M = M ′.
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Now we show that Ω generates M freely, i.e. that the set Ω′ = {f iαf
j

αv : i, j ≥ 0, v ∈ Ω} is linearly independent.

We already know that Ω′ spans M , so it is enough to show that the number of f iαf
j

αb of weight λ′ is equal to the

dimension of Mλ′ for any λ′ ∈ h∗. Now, every quotient Mi/Mi−1 is isomorphic to the same Verma module Mλ,µ

and hence all v ∈ Ω have weight λ and also dim(Mλ′) = k dim(Mλ′

λ,µ). These two facts together imply that the

number of f iαf
j

αv of weight λ′ is equal to the dimension of Mλ′ , so Ω generates M freely and the lemma holds in
the case g = sl2.

Finally, we deal with the case where g is any reductive Lie algebra. Let Υ be a basis of M 〈eα,eα〉. Let m ∈ M
and let N be the ((sl2)α)ε-submodule of M generated by m. It is easy to check that N ∈ Oµ(hα)((sl2)α), since
all the axioms except finite generation follow from the fact M ∈ Oµ, while by definition N is generated by one

element. Hence we can apply the lemma in the sl2 case to see that m =
∑
k f

ik
α f

jk
α mk, for some ik, jk ≥ 0 and

mk ∈ N 〈eα,eα〉 ⊆M 〈eα,eα〉 = span Υ, so m is in the U(a)-module generated by Υ.

Suppose Υ does not generate M freely as a U(a)-module. Then
∑
k f

ik
α f

jk
α bk = 0 for some ik, jk ≥ 0 and

bk ∈ Υ. But since this sum is finite, we can let N be the ((sl2)α)ε-module generated by {b1, . . . , bn} and obtain a
contradiction to the sl2 case. Hence the lemma holds. �

Corollary 5.11. Let µ be such that µ(hα) 6= 0, let M ∈ Oµε , and let N1 be a finitely generated ((sl2)α)ε-submodule
of M . Then there exists a U(a)-submodule N2 of M such that M = N1 ⊕N2, where again a = 〈fα, fα〉.

Proof. Let Ψ be a basis for N
〈eα,eα〉
1 , which freely generates N1 as a U(a)-module by the previous lemma. Since

N
〈eα,eα〉
1 ⊆ M 〈eα,eα〉, we can extend Ψ to a basis Ω for M 〈eα,eα〉, so if we let N2 be the U(a)-module generated by

Ω\Ψ then by the previous lemma we have M = N1 ⊕N2. �

We now recall the following general result about tensor products. Let R be a ring, and let M and N be right
and left R-modules respectively, and let V be a C-vector space. We say a map ϕ : M ×N → V is R-balanced if it
is C-bilinear and for any m ∈M , n ∈ N , and r ∈ R, we have ϕ(m · r, n) = ϕ(m, r · n). We then have the following
standard result on the tensor product M ⊗R N :

Lemma 5.12. The element m ⊗ n of M ⊗R N is zero if and only if for any vector space V and R-balanced map
ϕ : M ×N → V , we have that ϕ(m,n) = 0.

We observe that if a = 〈fα, fα〉 as above and A = span{f−nα f
−m
α : n,m > 0} ⊆ Sα, which is a U(a)-U(a)-

subbimodule of Sα, then we have (by considering the two bases of Sα given when we defined it) that as U -U(a)-
bimodules:

Sα ∼= U ⊗U(a) A,

and as U(a)-U bimodules:

Sα ∼= A⊗U(a) U.

In particular, for any left U -module M , we have that as left U(a)-modules:

Sα ⊗U M ∼= (A⊗U(a) U)⊗U M ∼= A⊗U(a) M.

The following lemma, which we will prove using Corollary 5.11, Lemma 5.12 and the above observation, is very
useful in the proof of part (b) of Lemma 5.8:

Lemma 5.13. Let µ ∈ h∗ be such that µ(hα) 6= 0 and let M ∈ Oµε . Let n ∈ Mλ\{0} for some λ ∈ h∗. Then the
following are equivalent:

(a) In TαM , we have f−iα f
−j
α ⊗ n = 0.

(b) For any vector space V and U(a)-balanced map ϕ : A×M → V we have ϕ(f−iα f
−j
α , n) = 0.

(c) There exist n1, n2 ∈M such that n = f iα · n1 + f
j

α · n2.

Proof. We first note that (a) and (b) are equivalent by the above observation and Lemma 5.12. Also, if n =

f iα·n1+f
j

α·n2 for some n1, n2 ∈M , then f−iα f
−j
α ⊗n = f−iα f

−j
α ⊗f iα·n1+f−iα f

−j
α ⊗f

j

α·n2 = f0
αf
−j
α ⊗n1+f−iα f

0

α⊗n2 = 0,
so certainly (c) implies (a), and in fact this is true for any M ∈ U -mod. To show (b) implies (c), we suppose n ∈M
cannot be written in the form f iα · n1 + f

j

α · n2. We seek a U(a)-balanced map ϕ : A × M → V such that

ϕ(f−iα f
−j
α , n) 6= 0. It suffices to consider the case where M is indecomposable.
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First consider the case where g = sl2 and M is a Verma module of weight (λ, µ), where µ 6= 0. Let n ∈ M .

Then n =
∑
a,b ka,bf

a
αf

b

α ⊗ 1, where all but finitely many of the ka,b are zero. Observe that n is of the form

n = f iα · n1 + f
j

α · n2 for some n1, n2 ∈M if and only if ka,b = 0 for all a < i and b < j.

Now suppose n is not of the form n = f iα · n1 + f
j

α · n2. Then pick some 0 < a ≤ i and 0 < b ≤ j such that
ki−a,j−b 6= 0. We can define a U(a)-balanced map ϕ : A×M → C by setting:

ϕ(f−cα f
−d
α , frαf

s

α ⊗ 1) =

{
1 if c− r = a and d− s = b

0 otherwise

and extending linearly. By construction ϕ is a U(a)-balanced map with ϕ(f−iα f
−j
α , n) 6= 0.

Now we consider the case where g = sl2 and M is indecomposable. If M is a Verma module, we are done by the
above. If not, let 0 = M0 ⊆ M1 ⊆ · · · ⊆ Mk−1 ⊆ Mk = M be a filtration of M such that each section is a highest
weight module. In fact, by [W, Theorem 7.1], in this case each Verma module is simple, so each section is in fact a

Verma module. Let n ∈M be such that n cannot be written as n = f iα ·n1 + f
j

α ·n2. Consider the quotient M/M1.
We have one of two situations:

(1) If n+M1 cannot be written as f iα · n1 + f
j

α · n2 +M1, then by induction on k we can find a U(a)-balanced

map ϕ : A × (M/M1) → C such that ϕ(f−iα f
−j
α , n + M1) 6= 0. We can then lift this to a U(a)-balanced map

ϕ : A×M → C by setting ϕ(u,m) = ϕ(u,m+M1), which clearly satisfies ϕ(f−iα f
−j
α , n) 6= 0.

(2) If n + M1 = f iα · n′1 + f
j

α · n′2 + M1, then let v = n − f iα · n′1 − f
j

α · n′2 ∈ M1. Now v cannot be written as

f iα · v1 + f
j

α · v2 else n could be written as f iα · n1 + f
j

α · n2 for some n1, n2, and M1 is a Verma module, so we have

already shown there exists a U(a)-balanced map ϕ : A×M1 → C such that ϕ(f−iα , f
−j
α , v) 6= 0. Now by Corollary

5.11, there exists a U(a)-submodule M ′ of M such that M = M1 ⊕M ′. Hence

(ϕ⊕ 0) : A×M ∼= A× (M1 ⊕M ′) ∼= (A×M1)⊕ (A×M ′)→ C

is a U(a)-balanced map such that:

(ϕ⊕ 0)(f−iα f
−j
α , n) = (ϕ⊕ 0)(f−iα f

−j
α , v + f iα · n′1 + f

j

α · n′2) = ϕ(f−iα f
−j
α , v) 6= 0

Finally, let g be an arbitrary reductive Lie algebra, let M ∈ Oµε , and let n ∈M be such that n cannot be written

as n = f iα · n1 + f
j

α · n2. Let N1 be the ((sl2)α)ε-module generated by n, and let N2 be a U(a)-module such that
M = N1 ⊕ N2 as in Corollary 5.11. By the sl2 case, we have a U(a)-balanced map ϕ : A × N1 → C such that

ϕ(f−iα f
−j
α , n) 6= 0. Then

(ϕ⊕ 0) : A×M ∼= A× (N1 ⊕N2) ∼= (A×N1)⊕ (A×N2)→ C

is a U(a)-balanced map such that (ϕ⊕ 0)(f−iα f
−j
α , n) = ϕ(f−iα f

−j
α , n) 6= 0 as required. �

Corollary 5.14. Let M ∈ Oµε (g) and let λ ∈ h∗. Then there is some n ∈ N such that Mλ+nα = 0. Furthermore

for any such n and any m ∈Mλ, we have f−nα f
−n
α ⊗m = 0 if and only if m = 0.

Proof. The existence of some n such that Mλ+nα = 0 follows from Lemma 3.2(b). By Lemma 5.13, we have that

f−nα f
−n
α ⊗m = 0 if and only if there exist m1,m2 ∈M such that m = fnα ·m1 +f

n

α ·m2. Replacing m1 and m2 with
their projections into the λ+ nα weight space if necessary, we may assume m1,m2 ∈Mλ+nα = 0, so m = 0. �

Finally, we need one more lemma:

Lemma 5.15. Let M ∈ U -mod. Then any element of Sα ⊗M can be written in the form f−kα f
−l
α ⊗m, for some

k, l > 0 and m ∈M .

Proof. Certainly any element of Sα ⊗M can be written as a sum of elements of the form s ⊗m for some s ∈ Sα
and m ∈ M . We have that any s ∈ Sα is the sum of elements of the form f−iα f

−j
α u, where u = v(k, l,m,n) for

some k, l ∈ ZI≥0, m,n ∈ ZJ≥0, and f−iα f
−j
α u⊗m = f−iα f

−j
α ⊗ (u ·m) for any m ∈M , so any element of Sα ⊗M can

be written as the sum of elements of the form f−kα f
−l
α ⊗m.
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Now let x ∈ Sα ⊗M , and write x =
∑
a f
−ka
α f

−la
α ⊗ma. Let k = max{ka}, l = max{la}. Then:

x =
∑
a

(f−kaα f
−la
α ⊗ma) =

∑
a

(f−kα f
−l
α ⊗ fk−kaα f

l−la
α ma)

= f−kα f
−l
α ⊗

∑
a

(fk−kaα f
l−la
α ma)

�

This now allows us to prove part (b) of Lemma 5.8:

Proof of 5.8(b). First observe that ψM is certainly a homomorphism since for any m ∈ M , u ∈ U and s ∈ Sα, we
have (u · ψM (m))(s) = ψM (m)(s · u) = (s · u)⊗m = s⊗ (u ·m) = ψM (u ·m)(s).

To see that ψM is always injective, let M ∈ Oµε and let m ∈ M be a non-zero weight vector of weight λ say.

Then, applying Corollary 5.14, there exists n ∈ N such that Mλ+nα = 0, and ψM (m)(f−nα f
−n
α ) = f−nα f

−n
α ⊗m = 0

if and only if m = 0. Hence ψM (m) = 0 if and only if m = 0. Since M and GαTαM are both h-semisimple, this
suffices to show that ψM is injective.

We now show that ψM is surjective. Let g ∈ GαTαM . This g is a map Sα → Sα ⊗M , and we may assume g
is a weight element of GαTαM , of weight λ say. We first use Lemma 5.15 to see that, for all i, j > 0 we can find

ki,j , li,j > 0, mi,j ∈M such that g(f−iα f
−j
α ) = f

−ki,j
α f

−li,j
α ⊗mi,j .

If i > ki,j , then we may replace mi,j with f
i−ki,j
α ·mi,j and set ki,j = i, since

f−ki,jα f
−li,j
α ⊗mi,j = f−iα f

−li,j
α ⊗ (f i−ki,jα ·mi,j)

and hence we may assume that i ≤ ki,j . Similarly, we may assume that j ≤ li,j . On the other hand, suppose
i < ki,j . Then since g is a U(gε)-homomorphism, we have:

0 = f iα · g(f−iα f
−j
α ) = f−ki,j+iα f

−li,j
α ⊗mi,j

By Lemma 5.13 we have that mi,j = f
ki,j−i
α ·m1 + f

li,j
α ·m2 for some m1,m2 ∈M . Hence:

g(f−iα f
−j
α ) = f−ki,jα f

−li,j
α ⊗ (fki,j−iα ·m1 + f

li,j
α ·m2) = f−iα f

−li,j
α ⊗m1

so, replacing mi,j with m1, we may assume that ki,j = i, and similarly we may assume that li,j = j.

Since g was assumed to have weight λ, we have that for any h ∈ h,

λ(h)g(f−iα f
−j
α ) = (h · g)(f−iα f

−j
α ) = g(f−iα f

−j
α h) = g((h− (i+ j)α(h))f−iα f

−j
α )

= (h− (i+ j)α(h)) · g(f−iα f
−j
α )

so g(f−iα f
−j
α ) = f−iα f

−j
α ⊗ mi,j has weight λ + (i + j)α. But by a similar calculation as (5.15) (but using the

untwisted action on Sα ⊗M rather than the twisted action used there), if m ∈M has weight λ′, then f−iα f
−j
α ⊗m

has weight λ′ + (i+ j)α in Sα ⊗M . Hence the mi,j all have weight λ in M .

Now we choose n such that Mλ+nα = 0. Then for any i, j ≥ n, we have

f−nα f
−n
α ⊗mn,n = g(f−nα f

−n
α ) = f i−nα f

j−n
α · g(f−iα f

−j
α ) = f−nα f

−n
α ⊗mi,j

so f−nα f
−n
α ⊗(mn,n−mi,j) = 0. But, again applying Corollary 5.14, we must have mn,n−mi,j = 0, i.e. mn,n = mi,j .

Let m = mn,n. Then we argue that f−iα f
−j
α ⊗m = f−iα f

−j
α ⊗mi,j for all i, j > 0: if i, j ≥ n we have just seen this,

and if not then we can use that fact that

f−i+1
α f

−j
α ⊗mi,j = fα · g(f−iα f

−j
α ) = g(f−i+1

α f
−j
α ) = f−i+1

α f
−j
α ⊗mi−1,j

(along with a similar result relating mi,j and mi,j−1).

We now claim that g = ψM (m) for this m chosen above. For any i, j > 0, u ∈ U , let i′, j′ > 0, u′ ∈ U be such

that f−iα f
−j
α u = u′f−i

′

α f
−j′

α . Then

g(f−iα f
−j
α u) = g(u′f−i

′

α f
−j′

α ) = u′f−i
′

α f
−j′

α ⊗m = f−iα f
−j
α u⊗m = ψM (m)(f−iα f

−j
α u)

Since {f−iα f
−j
α u : i, j > 0, u ∈ U} spans Sα, we have g = ψM (m) as required. �

Before we prove Lemma 5.8(c), we show the following:
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Lemma 5.16. Let M be a U -module, and let A ⊆ Sα and a ⊆ g be as in Lemma 5.13. Let ϕ : A → M be a
U(a)-homomorphism. Then ϕ extends uniquely to a U -homomorphism ϕ : Sα →M .

Proof. Frobenius reciprocity states that for algebras R ⊆ S, an R-module N and an S-module M , there is an
isomorphism HomS(S ⊗R N,M) ∼= HomR(N,M) given by the restriction map ϕ 7→ ϕ|1⊗R. Setting R = U(a),
S = U , and N = A, the result follows from the earlier observation that Sα ∼= U ⊗U(a) A as left U -modules. �

Lemma 5.17. Let M ∈ Oµε and let I be a subset of Z2 satisfying:

(1) (i, j) ∈ I whenever i ≤ 0 or j ≤ 0.
(2) If (i, j) ∈ I, then (i− 1, j) ∈ I and (i, j − 1) ∈ I.

and let {mi,j ∈M : (i, j) ∈ I} be a collection of elements of M satisfying:

(i) mi,j = 0 whenever i ≤ 0 or j ≤ 0.
(ii) eα ·mi,j = mi−1,j whenever (i, j) ∈ I
(iii) eα ·mi,j = mi,j−1 whenever (i, j) ∈ I.

Then there exists a U(a)-homomorphism ϕ : A → φ−1
α (M) such that ϕ(f−iα f

−j
α ) = mi,j, which by Lemma 5.16

extends to a U -homomorphism ϕ : Sα → φ−1
α (M). Moreover, if there exists λ ∈ h∗ such that wt(mi,j) = λ− (i+j)α

for all i, j ∈ I, then we can choose ϕ to also be weight and hence in GαM .

Proof. We construct elements mi,j for (i, j) ∈ Z2\I inductively such that the mi,j satisfy conditions (i) - (iii) above

for any (i, j) ∈ Z2. Then observe that (i) - (iii) ensure that setting ϕ(f−iα f
−j
α ) = mi,j defines a U(a)-homomorphism

ϕ : A → φ−1
α (M), since it is enough to check that mi−1,j = ϕ(f−i+1

α f
−j
α ) = fα ·α−1 ϕ(f−iα f

−j
α ) = fα ·α−1 mi,j =

eα ·mi,j and a similar condition for mi,j−1.

To construct such mi,j , let (i, j) ∈ Z2\I be such that i+j is minimal among elements of Z2\I. Then in particular,

(i − 1, j), (i, j − 1) ∈ I. Let N be the ((sl2)α)ε-module generated by mi−1,j and mi,j−1, so N ∈ Oµ(hα)((sl2)α).
Then we use the following claim to construct mi,j ∈ N ⊆M such that eα ·mi,j = mi−1,j and eα ·mi,j = mi,j−1.

Claim. Consider the maps:

N
θ1−→ N2 θ2−→ N

given by θ1(x) = (eα · x, eα · x) and θ2(y, z) = eα · y − eα · z. Then ker(θ2) = im(θ1). Furthermore, if y, z are both
in Mλ ∩N , then there exists x ∈Mλ−α such that θ1(x) = (y, z).

Proof of claim: First observe that θ2 ◦ θ1 = 0, so certainly ker(θ2) ⊇ im(θ1). Hence we only need to show that
im(θ1) ⊇ ker(θ2).

We first deal with the case where g = sl2 and N = Mλ′,µ. In this case, we consider the restriction of these maps
to certain weight spaces in the following way (for any λ ∈ h∗):

Nλ θ1−→ (Nλ+α)2 θ2−→ Nλ+2α

Now, either dim(Nλ+α) = 0, in which case im(θ1) = ker(θ2) automatically, or the dimensions of these weight spaces
satisfy dim(Nλ) = n+ 1, dim(Nλ+α) = n, and dim(Nλ+2α) = n− 1. Hence by considering dimensions and the fact
that ker(θ2) ⊇ im(θ1), it is enough to show that θ1 is injective and θ2 is surjective. We can compute that e acts on

the basis vectors f
i
f j ⊗ 1 by:

e · (f if j ⊗ 1) = µjf
i
f j−1 ⊗ 1− j(j − 1)f

i+1
f j−2 ⊗ 1

so by considering θ2(x, 0), we see θ2 is surjective. We also see that e · v = 0 if and only if v = f
i ⊗ 1. Since µ 6= 0,

we have e · f i ⊗ 1 6= 0, so θ1 is injective as required.

If g = sl2 but N is not a Verma module, let 0 = N0 ⊆ N1 ⊆ · · · ⊆ Nk−1 ⊆ Nk = N be a filtration of N such
that each quotient is a Verma module. Then, given y, z such that eα · z = eα · y, in the quotient N/Nk−1

∼= Mλ,µ

we have that there exists x ∈ N such that eα · x + Nk−1 = y + Nk−1 and eα · x + Nk−1 = z + Nk−1. Hence
eα ·x− y, eα ·x− z ∈ Nk−1. But eα · (eα ·x− y) = eα · (eα ·x− z), so by induction on k, there exists x′ ∈ Nk−1 such
that eα · x′ = eα · x− y and eα · x′ = eα · x− z. Hence eα · (x− x′) = y and eα · (x− x′) = z, so im(θ1) ⊇ ker(θ2).

Finally, if y, z ∈ Mλ ∩ N , then given x ∈ N ⊆ M such that eα · x = y and eα · x = z, by considering weight
spaces we may replace x with its component in the λ−α weight space and this still holds, proving the final part of
the claim. �
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Since eα ·mi,j−1 = mi−1,j−1 = eα ·mi−1,j , this claim then allows us to pick mi,j such that eα ·mi,j = mi−1,j

and eα ·mi,j = mi,j−1, and if mi−1,j and mi,j−1 both have weight λ, then we can choose mi,j to have weight λ−α.
Hence applying this inductively, we can construct mi,j satisfying conditions (i) - (iii).

Suppose there exists λ ∈ h∗ such that wt(mi,j) = λ− (i+ j)α for all i, j ∈ I. Then by construction mi,j is weight
for all (i, j) ∈ Z2, so by Corollary 5.5 this ϕ we have constructed is a weight vector. �

We can now prove Lemma 5.8(c) and (d).

Proof of 5.8(c). First we show εN is a homomorphism. Let u ∈ U , let s ∈ Sα, and let g ∈ GαN . Then

u · εN (s⊗ g) = u · g(s) = φ−1
α φα(u) · g(s) = g(φα(u) · s) = εN ((φα(u) · s)⊗ g) = εN (u · (s⊗ g))

so εN is certainly a U -homomorphism.

Now let m ∈ N be a weight vector, and let a, b be such that eaα ·m = 0 = ebα ·m. Let

I = {(i, j) : i ≤ 0 or j ≤ 0 or i ≤ a, j ≤ b} ⊆ Z2

mi,j = ea−iα eb−jα ·m if i ≤ a, j ≤ b
mi,j = 0 otherwise.

Then we can use Lemma 5.17 to construct ϕ ∈ HomU (Sα, φ
−1
α (M)) which is a weight vector and therefore in

GαN such that ϕ(f−aα f
−b
α ) = m. Hence εN (f−aα f

−b
α ⊗ ϕ) = m, so εN is surjective.

We now show εN is injective. By Lemma 5.15 any element of TαGαN may be written as f−iα f
−j
α ⊗ g for some

g ∈ GαN . Suppose εN (f−iα f
−j
α ⊗ g) = g(f−iα f

−j
α ) = 0. We may assume g is weight - if not, we may write g as a sum

of gλ ∈ (GαN)λ, which by considering weight spaces must all satisfy gλ(f−iα f
−j
α ) = 0, and then apply the following

to each gλ.

Let nk,l = g(f−kα f
−l
α ) for all l, k ∈ Z and observe nk,l = 0 if k ≤ 0 or l ≤ 0 or both k ≤ i and l ≤ j. Choose:

I = {(k, l) ∈ Z2 : k ≤ i or l ≤ j} ⊆ Z2

mk,l = nk,l if k ≤ i
mk,l = 0 if l ≤ j

Then applying Lemma 5.17 to this, we construct g1 ∈ HomU (Sα, φ
−1
α (M)) which is a weight vector (and hence in

GαN) such that:

(a) g1(f−kα f
−l
α ) = 0 if l ≤ j

(b) g1(f−kα f
−l
α ) = g(f−kα f

−l
α ) if k ≤ i

By (a), we can define g′1 ∈ GαN by setting g′1(f−kα f
−l+j
α ) = g1(f−kα f

−l
α ) and so g1 = f

j

α ·g′1. By (b), we can define

g′2 by setting g′2(f−k+i
α f

−l
α ) = (g−g1)(f−kα f

−l
α ), so (g−g1) = f iα·g′2. Hence f−iα f

−j
α ⊗g = f−iα f

−j
α ⊗(f iα·g′2+f

j

α·g′1) = 0,
so εN is injective. �

Proof of 5.8(d). Let N ∈ Osα(µ)
ε . Let 0 = N0 ⊆ N1 ⊆ · · · ⊆ Nk−1 ⊆ Nk = N be a filtration of N such that each

section is a highest weight module. We have a short exact sequence

0→ N1 → N → (N/N1)→ 0

and hence, since Gα is left exact, an exact sequence

0→ GαN1 → GαN → Gα(N/N1).

Hence GαN is an extension of a submodule of Gα(N/N1) by GαN1. Since GαN is automatically h-semisimple and

Osα(µ)
ε is closed under taking submodules, we can use induction on k and Lemma 5.9 to reduce to the case where

N is a highest weight module of weight (λ, sα(µ)).

Let n be a highest weight generator of N . By Lemma 5.17, we can find gn ∈ GαN such that gn(f−1
α f

−1

α ) = n
and gn is a weight vector. We aim to show that gn is a highest weight generator of GαN of weight (sα(λ)− 2α, µ).
We now verify that gn is indeed highest weight of this weight. By Lemma 5.4, we certainly have that gn is a weight
vector of weight sα(λ)− 2α.

Let β ∈ Φ+\{α}. Then eβ · gn has weight sα(λ) − 2α + β, so by Lemma 5.4, (eβ · gn)(f−iα f
−j
α ) has weight

λ− (i+ j − 2)α+ sα(β). Now, since sα(β) ∈ Φ+\{α}, λ− (i+ j − 2)α+ sα(β) � λ and so Nλ−(i+j−2)α+sα(β) = 0.

In particular, (eβ · gn)(f−iα f
−j
α ) = 0 for all i, j > 0, so eβ · gn = 0. The same applies to eβ · gn.
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To see that eα ·gn = 0 = eα ·gn, first consider the ((sl2)α)ε-module
⊕

n∈NN
λ−nα. Since N is highest weight, this is

generated as a ((sl2)α)ε-module by n, which is highest weight of weight (λ(hα), sα(µ)(hα)). Hence since sα(µ)(hα) 6=
0 and this module is clearly non-zero, so by [W, Theorem 7.1] this module is isomorphic to Mλ(hα),sα(µ)(hα), and so

in particular the only elements x ∈
⊕

n∈NN
λ−nα such that eα ·x = 0 = eα ·x are scalar multiples of n. Now suppose

that eα ·gn 6= 0 or eα ·gn 6= 0. Then we have a non-zero element g ∈ (GαN)sα(λ)−α. By Lemma 5.4, g(f−1
α f

−1

α ) = x
must have weight λ−α. But also eα · x = 0 = eα · x, so by the above observation x is a scalar multiple of n, so has

weight λ. Hence x = 0, and we can now show inductively by a similar argument that g(f−iα f
−j
α ) = 0 for all i, j > 0,

so g = 0 giving a contradiction.

Finally, let h ∈ h. Then h · gn ∈ (GαN)sα(λ)−2α. We have:

(h · gn)(f−1
α f

−1

α ) = gn(f−1
α f

−1

α h)

= gn(hf−1
α f

−1

α + α(h)f−2
α )

= gn(hf−1
α f

−1

α )

= h · n = µ(h)n

Now suppose h · gn 6= µ(h)gn. Let (i, j) be such that i+ j is minimal subject to x := (h · gn−µ(h)gn)(f−iα f
−j
α ) 6= 0,

and note that (i, j) 6= (1, 1) by the calculation above. Then by the minimality of i+ j, we have eα · x = 0 = eα · x.
But by Lemma 5.4, we have x ∈ Nλ−(i+j−2)α, which gives a contradiction by the observation in the proof that
eα · gn = 0 that the only elements x ∈

⊕
n∈NN

λ−nα such that eα · x = 0 = eα · x are scalar multiples of n. Hence

h · gn = µ(h)gn, completing the proof that gn is highest weight of weight (sα(λ)− 2α, µ) as claimed.

Now, by 5.8(c), there is an isomorphism εN between TαGαN and N , and furthermore this isomorphism takes

f−1
α f

−1

α ⊗ gn to gn(f−1
α f

−1

α ) = n, so f−1
α f

−1

α ⊗ gn is a highest weight generator of TαGαN . Now let L be the
submodule of GαN generated by gn, and consider the inclusion ι : L ↪→ GαN . We wish to show that ι is an
isomorphism, which will complete the proof that N is highest weight and therefore the proof that Gα is a functor
from Osα(µ) to Oµ. First we compute that for any l ∈ L, s ∈ Sα:

((Gα(εN ) ◦GαTα(ι) ◦ ψL)(l))(s) = εN ((GαTα(ι) ◦ ψL)(l)(s))

= εN (Tα(ι) ◦ ψL(l)(s))

= εN (Tα(ι)(s⊗ l))
= εN (s⊗ ι(l))
= ι(l)(s)

The first and second equalities hold since by the definition of Gα, if χ ∈ GαTαGαN and ρ is a map from TαGαN
to either N or L then Gα(ρ)(χ) = ρ ◦ χ. The final three equalities hold by the definitions of ψL, Tα(ι), and εN
respectively.

Hence ι = Gα(εN ) ◦ GαTα(ι) ◦ ψL. Since L is highest weight, by part Lemma 5.8(b) the map ψL is certainly
an isomorphism. Similarly, by Lemma 5.8(c), the map εN is an isomorphism, so Gα(εN ) is also an isomorphism.
Hence to show ι is an isomorphism it suffices to show GαTα(ι) is an isomorphism, and to show this it suffices to
show Tα(ι) is an isomorphism. We can also conclude from this calculation that GαTα(ι) is injective.

Now we consider Tα(ι) : TαL→ TαGαN . We have that (Tα(ι))(f−1
α f

−1

α ⊗ gn) = f−1
α f

−1

α ⊗ gn which as discussed
above generates TαGαN , so Tα(ι) is certainly surjective. Let K = ker(Tα(ι)) and observe since that K is a
submodule of TαL ∈ Oµ, we have K ∈ Oµ.

We have a short exact sequence:

0→ K
ϕ→ TαL

Tα(ι)→ TαGαN → 0

and so since Gα is left exact, we have an exact sequence:

0→ GαK
Gα(ϕ)→ GαTαL

GαTα(ι)→ GαTαGαN

But GαTα(ι) is injective, so im(Gα(ϕ)) = 0 and hence GαK = 0. Now, if K 6= 0 then since K ∈ Oµ we can
use Lemma 5.17 to construct a non-zero element of GαK, so K = 0, i.e. Tα(ι) is injective. Hence Tα(ι) is an
isomorphism, so by the earlier discussion ι is an isomorphism, so GαN is highest weight as required. �
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Proof of 5.8(e). To show ψ is natural, we must show that for any M,N ∈ Oµε and f : M → N that ψN ◦ f =
GαTαf ◦ ψM . Again using that Gα(ρ)(χ) = ρ ◦ χ, we see that for any s ∈ Sα and m ∈M :

(GαTαf ◦ ψM (m))(s) = GαTαf(s⊗m)

= Tαf(s⊗m)

= s⊗ f(m)

= ψM (f(m))(s)

= (ψM ◦ f)(m)(s).

To show ε is natural, we must show that for any M,N ∈ Osα(µ)
ε and f : M → N that f ◦ εM = εN ◦ TαGαf . For

any s ∈ Sα and g ∈ GαM , we have:

(εN ◦ TαGαf)(s⊗ g) = εN (s⊗ (Gαf)(g))

= εN (s⊗ (f ◦ g))

= f(g(s))

= f(εN (s⊗ g))

= (f ◦ εN )(s⊗ g)

�

6. Composition Multiplicities

6.1. Definition of composition multiplicity. Let M ∈ Oε. We define the character of M to be the function
ch(M) : h∗ → Z≥0 which sends λ to dim(Mλ), and the support of M , denoted supp(M) to be the set supp(M) =
{λ ∈ h∗ : Mλ 6= 0}. We define the composition multiplicities kλ(M) of M for λ ∈ h∗ using the following result,
whose statement and proof is very similar to [MS, Proposition 8]:

Lemma 6.1. For any M ∈ Oµε , there are unique kλ(M) ∈ Z≥0 such that

ch(M) =
∑

kλ(M) ch(Lλ,µ)

Proof. We first show uniqueness. Suppose we have

ch(M) =
∑

aλ ch(Lλ,µ) =
∑

bλ ch(Lλ,µ)

for some aλ, bλ ∈ Z≥0, and aλ 6= bλ for some λ ∈ h∗. Then we let X = {λ ∈ h∗ : aλ > bλ}, Y = supp(M)\X, and

χ =
∑
λ∈X

(aλ − bλ) ch(Lλ,µ) =
∑
λ∈Y

(bλ − aλ) ch(Lλ,µ)

Since aλ 6= bλ for some λ, we have that χ 6= 0. Let ν ∈ h∗ be such that χ(ν) 6= 0 but χ(ν′) = 0 for all ν′ ≥ ν. Now,
if ν ∈ X, then the coefficient of ch(Lν,µ) in the second sum must be 0, and since χ(ν′) = 0 whenever ν′ ≥ ν, so
must the coefficients of Lν′,µ for ν′ ≥ ν. Hence χ(ν) = 0, giving a contradiction, and if instead ν ∈ Y we obtain a
similar contradiction.

To show existence of the kλ(M), we use induction on n =
∑
λ′≥λ dim(Mλ′), which is finite by Lemma 3.2. If

n = 0, then in particular Mλ = 0, so we must have kλ(M) = 0.

Now, let Γ be the set of non-negative integer sums of positive roots, and choose ν ∈ λ+ Γ such that ν is maximal
subject to the condition that Mν 6= 0. Then there must exist a highest weight vector of weight ν in M , generating
a highest weight submodule K of M . Consider the quotient map Mν,µ → K, and let K ′ ⊆ K be the image of the

unique maximal submodule Nν,µ ⊆Mν,µ under this quotient map. Both
∑
λ′≥λ dim(M/K)λ

′
and

∑
λ′≥λ dim(K ′)λ

′

are < n, so we have already constructed kλ(M/K) and kλ(K ′). We then set:

kλ(M) = kλ(M/K) + kλ(K ′) if ν 6= λ

kλ(M) = kλ(M/K) + kλ(K ′) + 1 if ν = λ

�

We can also give an alternate interpretation of these which is closer to the notion of composition multiplicities
for Artinian modules:

Lemma 6.2. Let M ∈ Oµε and let M = M0 ⊇M1 ⊇M2 ⊇ · · · be a filtration of M such that:
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(a) Each Mi/Mi+1 is simple, and
(b) The intersection of all the Mi is 0.

Then Lλ,µ appears as a quotient Mi/Mi+1 precisely kλ(M) times. Furthermore, such a filtration always exists.

Proof. The first assertion follows from the fact that ch(M) =
∑

ch(Mi/Mi+1) and the uniqueness of kλ(M). For
the second, we first observe that by Theorems 4.1 and 5.7 we can reduce to the case µ = 0.

Let M ∈ O0
ε , and consider the filtration M ⊇ gM ⊇ g2M ⊇ · · · of M . Each quotient giM/gi+1M lies in BGG

category O, and in particular has finite length, so this filtration can be refined to one which satisfies (a). Hence it
is enough to show that

⋂
giM = 0 for any M ∈ O0

ε .

Suppose M is an extension of M1 by M2 for some M1,M2 ∈ O0
ε . The functor sending M to gM is exact, and

so in particular dim((giM)λ) = dim((giM1)λ) + dim((giM2)λ) for any i ≥ 0 and λ ∈ h∗. In particular suppose⋂
giM1 = 0 =

⋂
giM2. Then for any λ ∈ h∗, there exists i such that (giM1)λ = 0 = (giM2)λ, so (giM)λ = 0 and

therefore
⋂
giM = 0. Hence by Lemma 3.4, we may assume that M is a highest weight module of weight (λ, 0),

i.e. a quotient of the Verma module Mλ,0. Let q : Mλ,0 → M be the quotient map. We have giM = q(giMλ,0), so

by considering weight spaces it is in fact enough to show that
⋂
giMλ,0 = 0.

For n,m ∈ ZΦ+

≥0 , let u(n,m) = Πfnkαk Πf
mk
αk
∈ U(gε). We aim to show that giMλ,0 = span{u(n,m) ⊗ 1λ,0 :

|m| ≥ i}, which then implies the desired result. Let x ∈ g and consider x · u(n,m) ⊗ 1λ,0 = [x, u(n,0)]u(0,m) ⊗
1λ,0 + u(n,0)xu(0,m)⊗ 1λ,0. Now, u(n,0)xu(0,m)⊗ 1λ,0 is clearly a sum of terms of the form u(n,m′)⊗ 1λ,0,

where m′ is such that |m′| = |m| + 1. To deal with the other term, we note that for some α ∈ Φ+ and n′ ∈ ZΦ+

≥0

such that |n′| = |n| − 1, we have that [x, u(n,0)]u(0,m) ⊗ 1λ,0 = fαxu(n′,m) ⊗ 1 + [x, fα]u(n′,m) ⊗ 1λ,0. Since

[x, fα] = {x, fα} ∈ g, by induction on |n| we have that this is also a sum of terms of the form u(n′′,m′)⊗ 1λ,0 for

some n′′,m′ ∈ ZΦ+

≥0 where |m′| = |m|+ 1. Hence applying any element of g to u(n,m)⊗ 1λ,0 gives a sum of terms

of of the form u(n′,m′)⊗ 1 where |m′| = |m|+ 1, from which the result follows by induction. �

In light of this result, from now on we use the notation [M : Lλ,µ] in place of kλ(M).

Corollary 6.3. The parabolic induction and restriction functors I,R and the twisting functors Tα, Gα preserve
composition multiplicities, i.e. for F = I,R, Tα or Gα, any suitable module M , and suitable λ, µ ∈ h∗, we have
[M : Lλ,µ] = [F (M) : F (Lλ,µ)].

Proof. Let M = M0 ⊇ M1 ⊇ M2 ⊇ · · · be a filtration of M of the form described in Lemma 6.2. Then F (M) =
F (M0) ⊇ F (M1) ⊇ F (M2) ⊇ · · · is also a filtration of this form, and for all i we have F (Mi)/F (Mi+1) ∼=
F (Mi/Mi+1), so [M : Lλ,µ] = [F (M) : F (Lλ,µ)]. �

6.2. Computation of composition multiplicities for Verma modules. We now wish to compute the compo-
sition multiplicities [M : Lλ,µ] in the case where M = Mλ,0, which we will then use to compute the multiplicities

for all Verma modules Mλ,µ. As before, for n,m ∈ ZΦ+

≥0 we let u(n,m) = Πfnkαk Πf
mk
αk
∈ U(gε). We then have:

Lemma 6.4. Let M = Mλ,0 for some λ ∈ h∗. Then

M = span{u(n,m)⊗ 1λ,0 : n,m ∈ ZΦ+

≥0 } =
⊕

m∈ZΦ+

≥0

(span{u(n,m)⊗ 1λ,0 : n ∈ ZΦ+

≥0 })

Furthermore, each of these summands is an h-module, and as h-modules each summand is isomorphic to the Verma
module Mλ−

∑
mkαk for g. Hence chM =

∑
m∈ZΦ+

≥0

chMλ−
∑
mkαk .

Proof. The equality M =
⊕

m∈ZΦ+

≥0

(span{u(n,m) ⊗ 1λ,0 : n ∈ ZΦ+

≥0 }) holds by the definition of Mλ,µ, and since

u(n,m) is a weight vector for each n,m ∈ ZΦ+

≥0 , each summand is an h-submodule of M . We also observe that there

is an isomorphism between span{u(n,m)⊗ 1λ,0 : n ∈ ZΦ+

≥0 } and Mλ−
∑
mkαk given by sending to u(n,m)⊗ 1λ,0 to

Πfnkαk ⊗ 1λ for n ∈ ZΦ+

≥0 . �

Corollary 6.5. [Mλ,0 : Lλ′,0] =
∑

m∈ZΦ+

≥0

[Mλ−
∑
mkαk(g) : Lλ′(g)] =

∑
χ∈ZΦ p(χ)[Mλ+χ(g) : Lλ′(g)], where p is

Konstant’s partition function and Mλ+χ(g) and Lλ′(g) are respectively the Verma module of weight λ+χ for g and
the simple module of weight λ′ for g.

Proof. By Lemma 3.9, chLλ,0 = chLλ(g) for all λ ∈ h∗, so this follows from the previous lemma. �
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We now observe that our equivalence using the parabolic induction functor takes highest weight modules of
weight (λ, 0) in O0

ε (g
µ) to highest weight modules of weight (λ, µ) in Oµε (g). Hence it takes Mλ,0 ∈ O0

ε (g
µ) to

Mλ,µ ∈ Oµε (g), and similarly takes Lλ,0 ∈ O0
ε (g

µ) to Lλ,µ ∈ Oµε (g), so by Corollaries 6.3 and 6.5 we have:

Corollary 6.6. [Mλ,µ : Lλ′,µ] =
∑
χ∈ZΦ p(χ)[Mλ+χ(gµ) : Lλ′(g

µ)], where Mλ+χ(gµ) and Lλ′(g
µ) are the Verma

module and the simple module for gµ of the appropriate weights.

We now define an action •2 of W on h∗ by w •2 λ := w(λ+ 2ρ)− 2ρ where ρ is half the sum of the positive roots.
Note this is similar to the normal dot action of W , but with a shift of 2ρ rather than ρ. We observe that if α is any
simple root, then since sα(α) = −α and sα permutes the other positive roots we have sα(ρ) = ρ−α. We then have:

sα •2 λ = sα(λ+ 2ρ)− 2ρ

= sα(λ) + 2ρ− 2α− 2ρ

= sα(λ)− 2α

Hence by our calculations in the proof of Lemma 5.8(a), the twisting functors Tα take highest weight modules of
weight (λ, µ) to highest weight modules of weight (sα •2 λ, sα(µ)) and hence take Mλ,µ to Msα•2λ,sα(µ) and Lλ,µ to
Lsα•2λ,sα(µ). Applying Corollary 6.3 again, we obtain:

Corollary 6.7. Let λ, λ′, µ ∈ h∗, and let w ∈ W be of the form w = sαnsαn−1
· · · sα1

for some simple reflections
sαi such that:

(a) gw(µ) = l for some Levi factor l of a parabolic p and,

(b) For each 1 ≤ i ≤ n, we have ((sαi−1
· · · sα1

)µ)(hαi) 6= 0.

Then:

[Mλ,µ : Lλ′,µ′ ] = [Mw•2λ,w(µ) : Lw•2λ′,w(µ′)] = δµ,µ′
∑
χ∈ZΦ

p(χ)[Mw•2λ+χ(gw(µ)) : Lw•2λ′(g
w(µ))]

where Mw•2λ+χ(gw(µ)) and Lw•2λ′(g
w(µ)) are the Verma module and the simple module for gw(µ) of the appropriate

weights.

References

[AS] H. H. Andersen and C. Stroppel, Twisting functors on O. Represent. Theory 7 (2003), 681–699.

[CG] V. Chari and J. Greenstein, A family of Koszul algebras arising from finite- dimensional representations of simple Lie algebras.
Adv. Math., 220 (2009), 1193–1221.

[CM] D. Collingwood and W. McGovern, ‘Nilpotent Orbits in Semisimple Lie Algebras’. Van Nostrand Reinhold, 1993
[D] J. Dixmier, ‘Enveloping Algebras’. North-Holland Publishing Company, 1977

[FP] E. Friedlander and B. Parshall, Modular Representation Theory of Lie Algebras. Amer. J. Math. 110 (1988), no. 6,

1055–1093.
[H] J. Humphreys, ‘Representations of Semisimple Lie Algebras in the BGG category O’. Graduate Studies in Mathematics, 94.

American Mathematical Society, 2008.

[HTT] R. Hotta, K. Takeuchi and T. Tanisaki, ’D-modules, perverse sheaves, and representation theory’. Progress in Mathematics,
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