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Abstract
A growing body of evidence suggests that steady-state evoked potentials may be a useful
measure of beat perception, particularly when obtaining traditional, explicit measures of beat
perception is difficult, such as with infants or non-human animals. Although attending to a
stimulus is not necessary for most traditional applications of steady-state evoked potentials, it
is unknown how attention affects steady-state evoked potentials that arise in response to beat
perception. Additionally, most applications of steady-state evoked potentials to measure beat
perception have used repeating rhythms or real music. Therefore, it is unclear how the steady-
state response relates to the robust beat perception that occurs with non-repeating rhythms.
Here, we used electroencephalography to record participants’ brain activity as they listened to
non-repeating musical thythms while either attending to the rhythms or while distracted by a
concurrent visual task. Non-repeating auditory rhythms elicited steady-state evoked potentials
at perceived beat frequencies (perception was validated in a separate sensorimotor
synchronization task) that were larger when participants attended to the rhythms compared to
when they were distracted by the visual task. Therefore, although steady-state evoked
potentials appear to index beat perception to non-repeating musical rhythms, this technique

may be limited to when participants are known to be attending to the stimulus.
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Listening to musical rhythm is typically accompanied by the perception of a “beat”, a regular
underlying pulse that stands out to the listener and to which many listeners spontaneously
synchronize body movements, like swaying or clapping (McAuley, 2010; van Noorden &
Moelants, 1999). In music, the beat is often emphasized acoustically by accenting certain
events (e.g., making them louder or adding a drum strike), but the perception of a beat also
emerges in rhythms in which no acoustic cues indicate the location of the beat (Parncutt, 1994;
Povel & Essens, 1985). In this case, the beat percept arises based only on the temporal structure
of the rhythm (Bouwer et al., 2018), and therefore the beat percept involves active construction
on the part of the listener (Bouwer & Honing, 2015; Grahn, 2012; Grahn & Rowe, 2009, 2013;
Lenc et al., 2020). Although the appreciation of musical rhythm and the perception of a beat
seem to be culturally universal, two intriguing scientific questions in this field are the
developmental trajectory and species-specificity of beat perception in musical rhythms devoid
of explicit acoustic accents (Honing et al., 2014; Merchant et al., 2015).

A major impediment to answering these questions is that we cannot generally ask
infants or non-human animals to behaviorally indicate whether they perceive a beat, either by
producing movements synchronized to the beat (Hagmann & Cook, 2010; Rouse et al., 2016)
or rating the strength of the perceived beat. This impediment could be overcome by a neural
measure of beat perception (Honing et al., 2009, 2012, 2018; Winkler et al., 2009), evoked
independently of the listener’s ability to follow instructions, produce an appropriate output, or
even maintain attention to the rhythm. Electroencephalography (EEG) measures have been
proposed to be instrumental in probing beat perception, as EEG is non-invasive, is sensitive to
the temporal dynamics of neural activity, and is silent (Bouwer et al., 2014). Previous work has
focused on the mismatch negativity (MMN), an EEG event-related potential that occurs in
response to violations of expectations (Bouwer & Honing, 2015). One major advantage of the

MMN is that it is elicited pre-attentively, that is, independent of whether the listener attends to



a stimulus, and for that reason can be assessed in sleeping infants (Winkler et al., 2009) or non-
human primates (Merchant et al., 2015). On the other hand, the absence of an MMN in the
context of beat perception cannot easily differentiate between the possibilities that a) the
listener did not perceive a beat or b) the beat-based expectation that was violated required
attention to be processed. Moreover, the necessity to include events (or omissions thereof) that
violate expectations may actually interfere with the beat percept itself. The current study
evaluated another possible neural measure that may be used to probe beat perception: steady-
state evoked potentials at beat-relevant frequencies (Gilmore & Russo, 2021; Lenc et al., 2018;
Nave et al., 2022; Nozaradan et al., 2011, 2012b; Tierney & Kraus, 2015).

Steady-state evoked potentials are electrophysiological neural responses that faithfully
track periodic environmental stimuli such as flickering lights or amplitude-modulated sounds
(Regan, 1977). In response to musical rhythms, steady-state evoked potentials occur at the
frequency of the perceived beat (as well as its harmonics and subharmonics). Therefore, recent
studies have explored the potential of steady-state evoked potentials to index beat perception
(Gilmore & Russo, 2017; Lenc et al., 2018; Nozaradan et al., 2011, 2012b, Nave et al., 2022).
These studies have revealed that steady-state evoked response magnitudes do not simply reflect
the physical stimulus content (de Fleurian et al., 2017), but — like beat perception — are
modulated by musical experience (Doelling & Poeppel, 2015; Tierney & Kraus, 2013),
modality (Gilmore & Russo, 2021), and prior auditory or motor context (Lenc et al., 2018;
Nozaradan et al., 2016). However, one question that to our knowledge has not been clearly
answered is the extent to which steady-state evoked potentials as a metric of beat perception
are affected by attention being directed towards a rhythm stimulus. Answering this question is
relevant for assessing the potential to use steady-state evoked potentials to measure beat
perception in infants or non-human primates, as attention cannot always be guaranteed. Here,

we asked whether steady-state evoked potentials to auditory rhythms are sensitive to whether



attention is directed towards the rhythm versus towards a concurrent visual task. We also assess
whether these attention effects are general to all rhythms or are specific to when a beat is being
perceived.

Lack of attention to a rhythm might affect the magnitude of steady-state evoked
potentials in one of two ways. It may reduce the overall magnitude of auditory steady-state
responses (Keitel et al., 2011; Saupe et al., 2009), regardless of whether a beat is being
perceived or not. Alternatively, reduced attention to a rhythm may weaken or eliminate beat
perception (Bouwer & Honing, 2015), reducing neural response magnitudes at beat-related
frequencies, but only for rhythms in which a beat is perceived in the first place. Thus, our
experiment compared EEG power at beat-related frequencies for strong- and weak-beat
rhythms when participants were either attending to or distracted from the rhythms. We assessed
whether diversion of attention reduced power for strong- and weak-beat rhythms alike, or
whether lack of attention specifically reduced the EEG power for strong-beat rhythms, due to
diminished strength of the perceived beat. If attention acts on the overall magnitude of steady-
state evoked potentials, overall power should be reduced for both strong- and weak-beat
rhythms. In this case, we would argue that steady-state evoked responses might be a productive
noninvasive measure of beat strength for use with infants or non-human primates, because,
although lack of attention reduces neural responses, it does so for all rhythms. However, if
diverting attention reduces the strength of the perceived beat, then beat-related power for
strong-beat rhythms should be selectively affected. In this case, we would caution against
relying on steady-state evoked potentials in cases where attention cannot be guaranteed, as beat
perception abilities would likely be underestimated.

We also addressed a secondary theoretical question. Most previous work on
electrophysiological markers of beat perception has used rhythms made up of short, repeating

patterns (Cirelli et al., 2016; Lenc et al., 2018; Nozaradan et al., 2012, 2016). However, robust



beat perception occurs in response to non-repeating rhythms (Lenc et al., 2018), which are
easier than music to acoustically control but have the benefit over repeating rhythms that they
allow for manipulation of specific parameters of theoretical interest (e.g., different types of
temporal, intensity, or pitch accents, hysteresis effects, etc.). Therefore, we provide an
important proof-of-principle by examining neural responses, and attentional modulation
thereof, in response to non-repeating rhythms.

Thus, the current EEG study evaluated steady-state evoked potentials elicited at beat-
related frequencies by non-repeating musical rhythms. We compared EEG power to rhythms
that elicited a strong beat percept to weak-beat control rhythms while participants either
attended to the rhythms or were distracted by a concurrent visual task. Importantly, to validate
our strong and weak beat rhythm manipulation, and to select beat rates of interest in an
assumption-free way, we collected finger-tapping data to identify perceived beat rates in a

separate behavioral testing session.

Materials and Methods

Participants

Thirty-nine adults (Mage = 21.10 years, SD = 2.96; 24 female) participated in the study. The
study involved one EEG session and one behavioral session, conducted a minimum of three
days apart. Thirty-one participants completed the EEG session, and 34 participants completed
the behavioral testing; the samples did not fully overlap (27 participants completed both
sessions; Mage =21.37 years, SD = 3.45; 16 female) because of either technical problems during
testing or attrition between testing sessions. Fourteen participants had musical training (Mmusic
= 6.71 years, SD = 3.42). None of the participants had a history of hearing disorder, and all
reported being in good health on the day(s) of testing. The Health Sciences Research Ethics

Board at Western University approved the study.



Auditory stimuli
Auditory stimuli were created and presented with Matlab 7.14.0 (MathWorks) using the
Psychtoolbox extension (Brainard, 1997; Pelli, 1997). All sequences were composed of brief
tones (50-ms, 990-Hz sine tones, amplitude modulated at 40 Hz, 5-ms linear onset/offset
ramps); The original intent of the 40-Hz modulation was to test for differences in the 40-Hz
auditory steady-state response that might index differences in attention. However, the short
durations of the tones proved too brief to measure the 40-Hz steady-state response reliably,
thus this line of analysis was not explored. Stimuli for the “strong-beat” condition consisted of
40 unique rhythmic sequences, each lasting 33.64 seconds. Inter-onset intervals (IOIs) between
tones were 227, 454, 682, or 909 ms (values derived from 1.1 Hz =909.09 ms IOI, all intervals
subsequently rounded to the nearest millisecond), which are related to each other by integer
ratios (1:2:3:4). The minimum IOI (227 ms) corresponds to a frequency of 4.4 Hz. The events
were grouped such that there was a tone onset every 909 ms (i.e., on the “downbeat” assuming
a 4 /4-time signature), which leads to a perceived beat at either 1.1 Hz (assuming a 4/4 time
signature) or 2.2 Hz (assuming a 2/4 time signature). We were therefore interested in neural
responses at 1.1 Hz, 2.2 Hz, and 4.4 Hz. We confirmed that these “frequencies of interest” were
present in the frequency-domain representations of the rhythms themselves: the average
frequency spectrum of the rhythm envelopes (obtained via Hilbert transform, Fig. 1B) shows
prominent peaks at these frequencies, and behavioral testing confirmed that participants
perceived a beat at these expected rates.

Forty “weak-beat” rhythms were derived from the 40 strong-beat rhythms as follows:
each 909-ms downbeat-to-downbeat interval was subdivided into four 227-ms periods that
marked the possible tone-onset positions in the beat versions of the rhythms. Rhythms were

modified by adjusting the onset times of the tones in the second and fourth position when those



tones were present (i.e., tones with onsets at 227 ms or 682 ms after the downbeat event). The
tone onsets were jittered by one of five durations: 31.8, 50.0, 72.3, 100.0, or 131.8 ms. Random
selection during the stimulus creation determined which of the five jitter durations was applied
to each jittered onset. The jittered tones alternated between being moved early or late by the
randomly selected duration (Fig. 1A). Using five jitter durations kept participants from
becoming accustomed to a single jitter amount, and interpreting the mis-timing as “swing”
(Merker, 2014; Progler, 1995). Critically, the timing of tones in the first and third position was
not altered. Thus, strong-beat rhythms and their weak-beat counterparts had identical onset
times for tones that occurred in the first and third positions, which corresponded to the beat
locations for beat rates of 1.1 Hz or 2.2 Hz, respectively. Shifting the intervening second and
fourth onsets was intended to disrupt subjective perception of that beat (Demany & Semal,
2002) while maintaining periodicity at 1.1 Hz (marked by the unjittered first onsets) and 2.2
Hz (marked by the unjittered first and third onsets). The full set of stimuli are available at
http://www.jessicagrahn.com/GibbingsHenryCruseStojanoskiGrahn.html.

Interestingly, the spectral power of the stimulus at the 1.1 Hz beat-rate did not
significantly differ between strong-beat and weak-beat rhythms (#78) = 0.62, p = .54, Fig. 1B),
but did differ at 2.2 Hz: the weak-beat rhythms had a significantly greater 2.2-Hz power than
the strong-beat rhythms (#(78) = -15.21, p = 4.72e-25, Fig. 1B). At 4.4 Hz, a beat-related
frequency (but not one posited to be the perceived beat) the strong-beat rhythms had
significantly greater spectral power than weak-beat rhythms (#78) = 26.09, p = 2.78e-40, Fig.

1B).
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Figure 1. Stimulus and task schematics. A) Strong-beat and weak-beat rhythms. Short segments (2 bars)
of an example strong- and weak-beat stimulus pair. Top shows two bars of a strong-beat rhythm, bottom shows
two bars of a weak-beat rhythm, the latter of which was created by alternately shorting or lengthening the 101
preceding any tones occurring at the second or fourth positions by one of five jitter amounts. Arrows indicate
which tones were adjusted and whether IOIs were shortened or lengthened. B. Beat-rate spectral power.
Frequency spectra for beat (purple) and non-beat (green) rhythms. Spectral power for strong-beat and weak-
beat rhythms was similar at 1.1 Hz, higher at 2.2-Hz for weak-beat rhythms, and higher at 4.4-Hz for strong-
beat rhythms; note that inset bar graphs each have independent y-axis scales to emphasize condition differences.
C. Task schematic for attended and distracted conditions. Rhythms were presented in two conditions:
attended (left) and distracted (right). In the attended condition, listeners either fixated a cross or closed their
eyes while listening attentively to the strong-beat and weak-beat rhythms. In the distracted condition, listeners
performed a rapid serial visual presentations (RSVP) task in which they counted how many lower-case x’s
occurred in each trial while strong-beat and weak-beat rhythms were presented.

Procedure
Behavioral and EEG testing were completed in separate sessions, conducted at least 3 days
apart. The order in which participants completed the behavioral and EEG testing sessions was

counterbalanced across those participants that completed both sessions.



Behavioral session. Participants listened to the strong-beat and weak-beat auditory rhythms
and tapped along with the beat as soon as they perceived it after the stimulus started. Auditory
stimuli were presented at a comfortable volume for the participant using QuietComfort® 3
Acoustic Noise Cancelling® headphones. Finger taps were recorded using an ErgoDex DX1
Input System (South Dakota, USA). After completing four practice trials, participants
completed four experimental blocks with 20 trials in each block; both strong-beat and weak-
beat trials were presented within each block in pseudo-random order. The behavioral

experiment lasted approximately one hour.

EEG session. During EEG recording, participants completed four types of listening blocks:
attended strong-beat, attended weak-beat, distracted strong-beat, and distracted weak-beat,
during which they heard the same rhythms that were used in the behavioral experiment (Fig.
1C). In the attended blocks, all participants were instructed to focus their attention on the
auditory stimuli, and told they could either close their eyes or focus on a fixation cross (they
could choose) presented on the computer screen while listening. In distracted blocks,
participants performed a rapid, serial, visual presentation (RSVP) task while the auditory
stimuli were presented simultaneously. During the RSVP task, participants monitored a series
of visually presented letters for the lower-case target letter ‘x’. The number of targets ranged
between 4 and 8 (uniformly distributed). Both upper- and lower-case letters were used as
targets and distractors. Lower case letters were 1.5 cm tall, and the upper-case letters were 2.25
cm tall. The visual stimuli were presented at a frequency of 6.896 Hz (every 145 ms), which is
not a natural harmonic of the beat frequency in the auditory stimuli and is outside the range in
which human listeners can perceive a beat (Repp, 2005). Therefore, we assumed that any
entrainment of neural activity associated with the visual onset of the letters in the RSVP task

would not interfere with the potential neural entrainment response to the auditory stimuli at the
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frequencies of interest. At the end of each trial, the participant reported, by button press, if they
saw an even or odd number of target letters.

All auditory stimuli were presented over earphones at a comfortable volume using
E.A.R.Tone, 3A insert earphones (E.A.R. Auditory Systems). Each 33.64-second rhythm was
preceded by 10 seconds of silence. After each attended trial there was a two-second inter-trial
interval, while in the distracted condition the inter-trial interval ended when participants
provided their response regarding whether an even or odd number of targets were presented.

Each participant completed 8 blocks (2 per condition) with 10 trials per block. Each
block was approximately 8 minutes long. Participants were given a short break between blocks.
The presentation order of each block was counterbalanced across participants, and the order of
the stimuli within each block was randomized. The entire EEG session lasted approximately
two hours.

EEG Recording. Participants were seated comfortably in a chair in front of a computer
monitor. Participants were instructed to minimize any head or body movements, and reduce
eye blinking and jaw clenching as much as possible during the recording. EEG was recorded
using a 128-channel high-density electrode array from Electrical Geodesics Inc. (EGI; Eugene,
OR, USA). Electrode impedances were kept below 50 kQ, which is a standard level for this
type of high-impedence system (EGI, Eugene, OR, USA). The signals were amplified and
digitized using a sampling rate of 250 Hz, and referenced to the vertex electrode. Recording of

the EEG signal was done with a MacPro 5.1 running NetStation 4.5.4.

Data Analysis
Behavioral tapping data
First, we discarded taps that occurred less than 454 ms after the start of a rhythm (before the

second possible tone was heard). Then we discarded “double taps”, defined as produced
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intervals shorter than 50% of the minimum IOI (Drake & Botte, 1993; Martens, 2011), and
missed taps, defined as produced intervals that were longer than twice the median interval
produced by an individual. Overall, a total of 2.46% of inter-tap intervals (ITIs) were removed.

Tapping frequency was calculated as the mean inter-tap interval (ITI) of the cleaned
interval series. Rarely, participants began tapping at one rate, but switched to tapping twice as
fast (i.e., “double-time”) or half as fast (i.e., “half-time’’) mid-trial. Trials in which participants
switched tapping rates, termed “switch trials”, were identified as trials in which mean ITI was
between 510 and 850 ms (between the predicted beat rates of 454 and 909 ms). Switch trials
were discarded prior to further analysis; the median proportion of discarded trials was 2.5%
per condition.

We computed the coefficient of variation (CoV) as a measure of how consistently
participants produced intervals. For each trial, CoV was computed by dividing the standard
deviation of the ITIs by the mean ITI for each trial. CoV is thus a normalized measure of ITI
variability. Coefficient of asynchrony (CoA) was calculated to determine how accurately each
participant was able to synchronize with the beat. Asynchrony is the difference between each
tap time and the nearest beat time in the stimulus, measured in milliseconds; when participants
tapped at 1.1 Hz, beat times were defined as the onsets of tones in the first position of each bar,
and when participants tapped at 2.2 Hz, beat times were defined as the onset times of tones that
occurred in the first and third positions of each bar. CoA was normalized by dividing the mean
asynchrony by the mean ITI. Thus, CoA indexes how well participants synchronized to the
beat, as a proportion of the mean ITI for each trial. All dependent measures were averaged

across trials separately for strong-beat and weak-beat rhythms.
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RSVP Analysis

To determine whether participants successfully attended to the RSVP task, the proportion of
correctly reported “odd” vs. “even” responses, averaged over trials, was compared to chance-
level performance (50% correct) via a one-sample #-test. To determine if the type of auditory
stimuli (strong- vs. weak-beat) affected attention to and performance of the RSVP task, a paired

samples #-test compared proportion correct in the strong- vs. weak-beat conditions.

EEG Analysis

EEG data were analyzed using custom Matlab scripts and the Fieldtrip toolbox (Oostenveld,
Fries, Maris, & Schoffelen, 2011). EEG data were re-referenced offline to an average reference,
then high-pass filtered (0.5 Hz, 912 points, Hamming window) and low-pass filtered (50 Hz,
95 points, Blackman window). Trials were epoched from —1.5 to +35 s with respect to the onset
of the 33.64-s auditory stimulus. Because of a technical error, the final trial of every
participant’s recording session was lost, leaving 79 total trials (lost trials were evenly
distributed across conditions). Blinks, muscle activity, and electrical heart activity were
removed from the signal using independent component analysis (ICA) using the Fieldtrip-
implemented runica method (Makeig, Bell, Jung, & Sejnowski, 1996), which performs ICA
decomposition using the logistic infomax algorithm (Bell & Sejnowski, 1995) with principal
component dimension reduction. Noisy electrodes were interpolated (median number of
interpolated electrodes = 6 out of 128, sIQR = 5.5), and individual trials were removed if the
amplitude range exceeded 200 nV. At this stage, data for 7 participants were discarded because
of a large number of artifactual trials (>30%). For the final sample (n=24), the median number

of rejected trials was 5.5 out of 79 (£ 1.5 sIQR).
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Following artifact rejection, full stimulus epochs were analyzed in the frequency domain.
First, EEG time courses were averaged across trials to calculate the evoked (i.e., phase-locked)
power spectrum (Ding & Simon, 2014). Then, average time-domain signals from each sensor
were baseline corrected by subtracting the average in the time window ranging from —1 to 0 s
with respect to stimulus onset, zero-padded and multiplied with a Hann window before
transformation to the frequency domain using a FFT. The resulting frequency resolution was
0.0025 Hz. The resultant power spectra were normalized by subtracting from each frequency
bin the median power of the 16 neighboring frequency bins (8 on each side, i.e., the median
over 0.0175 Hz on either side of the center frequency bin); this normalization was performed
separately at each electrode (Nozaradan et al., 2012a). Consistent with previous studies (Cirelli,
et al., 2016; Gilmore & Russo, 2021; Nave et al., 2022; Nozaradan et al., 2011, 2012a), spectral
power values were averaged over all sensors.

Separately for each frequency of interest (1.1 Hz, 2.2 Hz, and 4.4 Hz), we computed linear
mixed-effects models predicting normalized spectral power, averaged over all sensors, from
fixed factors Rhythm Type, Attention, and Rhythm Type x Attention and random factor
Participant ID; we included both a random intercept for each participant as well as a random
slope for each fixed factor. When the Rhythm Type x Attention interaction was significant, we
followed up with separate linear mixed-effects models for the two Attention conditions to test
for simple effects of Rhythm Type.

Control analyses: One potential shortcoming of the current design was that participants
performed a visual task during distracted blocks but did not perform any task and were
moreover free to close their eyes during the attended blocks. Both performance of a visual task
as well as closure of the eyes affect brain activity in the alpha frequency band (~7—13 Hz) over
parietal and occipital electrodes (Mulholland, 1972). Thus, it was important to rule out that any

“enhancements” of spectral power by attention were not unintentionally driven by systematic
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task- or eye-closure-related changes in alpha power. As a first step, we tested whether eye-
closure behavior indeed differed between the attended and distracted blocks. To do so, we
estimated the number of trials during which each participant had their eyes open versus closed
within each condition. We did this by inspecting the data from the ICA. Based on visual
inspection of components corresponding to blinks and eye movements, we determined whether
each trial contained clear blinks or not. Although this technique is not perfect, blink
identification was done blind to condition, and non-blink trials were tallied for each condition
only after the fact. Note that the absence of a blink does not necessarily mean that the
participant’s eyes were closed during that trial, but the presence of blinks does mean that the
eyes were open. Thus, this is a conservative approach. We then tested whether the proportion
of trials without blinks differed across conditions.

Given substantial differences in eye-closure behavior between attended and distracted
conditions (see Results), we also included alpha power in our statistical models testing beat-
related spectral power. We computed frequency spectra separately for each participant, trial,
and electrode as described above, and then averaged over trials in the frequency domain. Alpha
power was averaged between 7 and 13 Hz and over a parietal/occipital electrode cluster (ES3,
E54, E59, E60, E61, E62, E65, E66, E67, E70, E71, E72, E75, E76, E77, E78, E79, E83, E84,
E85, E86, E90, E91). We then added alpha power to the linear mixed-effects models predicting
power at beat-related frequencies. In the case that a mixed-effects model for beat-related
spectral power indicated a significant effect of or interaction with Attention, we computed a
second mixed-effects model with alpha power as an additional fixed factor. We checked for
the significance of the alpha power predictor, and compared the goodness-of-fit of the two
models using a likelihood-ratio test, which penalizes for the additional parameter added to the

model containing alpha power as a predictor.
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Results

Tapping was less variable and more accurate for beat rhythms than non-beat rhythms
Paired-sample t-tests were conducted for mean ITI, CoV, and CoA to test for differences in
tapping performance for beat and non-beat rhythms. Mean ITI was not significantly different
between strong-beat (M = 0.83, SD = 0.34) and weak-beat (M = 0.83, SD = 0.33) rhythms (#(33)
=0.35, p = .73, two-tailed), indicating that participants tapped at similar frequencies for both
conditions. The two most prominent tapping frequencies for both rhythm types were 1.1 Hz
and 2.2 Hz (Fig. 2a), which is unsurprising as both rhythm types were constructed to have
energy primarily at those two frequencies (as well as 4.4 Hz, though [as expected] participants
did not tap at this fast frequency, as it falls outside the typical beat range; Repp, 2005a). The
agreement between the temporal structure of the rhythms (Fig. 1b) and the frequencies most
commonly tapped to the rhythms (Fig. 2a) informed our decision to treat these frequencies as
beat-related in the analysis of EEG data.

CoV was significantly lower for tapping to strong-beat rhythms (M= 0.13, SD= 0.09)
than weak-beat rhythms (M= 0.14, SD= 0.09; ¢ (33) = -2.38, p = 0.02, two-tailed), indicating
that tapping to strong-beat rhythms was significantly less variable than tapping to weak-beat
rhythms (see Fig. 2b). Proportional asynchronies were also smaller in the strong-beat than
weak-beat condition (see Fig. 3b) (CoA: Msyong = 0.08, SDsirong = 0.04; Myeak = 0.10, SDyeak =
0.05; 1(33) = -3.26, p = 0.003, two-tailed). This indicates that participants were significantly
less accurate at aligning their taps with the unjittered first and third tones in weak-beat rhythms
than in strong-beat rhythms, even though those events happened at exactly the same time points

in the two rhythm types.
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RSVP task was equally distracting for beat and non-beat rhythms

Overall, participants performed better than chance when determining whether RSVP trials
contained an even or odd number of target letters, #(23) = 33.49, p <.001. Importantly, accuracy
for the strong-beat trials did not differ from accuracy on the weak-beat trials, #(23) = 0.67, p =
.51. Thus, participants were actively attending to the RSVP task during the “distracted” trials,
but they were distracted from the auditory stimuli to a similar degree during both strong-beat

and weak-beat trials.
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Figure 2: A. Histograms showing proportion of tapping trials in which particular frequencies were tapped for
strong-beat (top, purple) and weak-beat (bottom, green) rhythms. The most commonly tapped frequencies were
1.1 Hz and 2.2 Hz, the intended “beat frequencies”. B. Comparisons of tapping variability (coefficient of
variation, CoV) and tapping accuracy (coefficient of asynchrony, CoA) for strong-beat (purple) and weak-beat
(green) trials; single-participant data are shown as individual gray circles, and bar graphs show the mean across
participants. Stars indicate statistically significant differences between strong-beat and weak-beat rhythms.

Attention enhanced EEG spectral power in response to strong-beat, but not weak-beat, rhythms
The mixed-effects model predicting spectral power at 1.1 Hz revealed nonsignificant main
effects and interaction, (Rhythm Type: t(92) =-0.62, p = .53; Attention: t(92) =-0.21, p = .83;
interaction: t(92) = 0.05, p =.96). The mixed-effects model predicting spectral power at 2.2 Hz
revealed a main effect of Attention, t(92) = —3.09, p = .003, and a Rhythm Type x Attention

interaction, t(92) = 2.47, p = .02. For strong-beat rhythms, attention significantly enhanced 2.2
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Hz power, t(46) =-2.29, p = .03, whereas for weak-beat rhythms, 2.2-Hz power did not depend
on attention, t(46) = 1.21, p = .23. For 4.4-Hz power, the main effects of Rhythm Type (t(92)
=-5.62, p = 2.015e-07), and Attention (t(92) = -2.69, p = .009), as well as their interaction
(t(92) = 3.14, p = .002), were significant. For strong-beat rhythms, attention significantly
enhanced 4.4-Hz power, t(46) = -2.06, p = .04, whereas for weak-beat rhythms, 4.4-Hz power
did not depend on attention, t(46) = 1.28, p = .21.

To summarize, for the beat-related frequencies 2.2 Hz and 4.4 Hz, attention enhanced
auditory steady-state responses compared to when attention was diverted to a concurrent task.
Critically, this was only true for strong-beat rhythms; attention did not significantly influence

the magnitude of the steady-state response to weak-beat rhythms at any beat-related frequency.
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A. Steady-state evoked responses to strong-beat and weak-beat rhythms
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B. Attention influences beat-rate steady-state evoked potentials
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Figure 3: A. Steady-state evoked potentials to beat and non-beat rhythms. Normalized EEG power
spectra to strong-beat (lef?) and weak-beat (right) rhythms for attended (magenta, cyan) and distracted (purple,
green) trials. B. Attention influences beat-rate steady-state evoked potentials. Bar plots show comparisons
of power at beat (1.1 Hz, 2.2 Hz) and stimulus presentation (4.4 Hz) frequencies to strong-beat (magenta,
purple) and weak-beat (cyan, green) rhythms in the attended and distracted conditions stimuli. Topographies
show distributions of normalized power at beat-related frequencies (1.1 Hz, 2.2 Hz, 4.4 Hz).

Participants’ eye-closure behavior did not affect beat-related power enhancements

Unsurprisingly, we identified very few trials without blinks during performance of the visual

task, and the proportions were very similar across strong-beat and weak-beat conditions (strong

beat: mean = .14, median = 0; weak beat: mean = .13, median = 0; t(23) = 1.73, p = .10). Most

participants seemed to close their eyes while listening and attending to the auditory rhythms,
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but again the proportions of trials without blinks were very similar across strong-beat and weak-
beat conditions (strong beat: mean = .78 median = .95; weak beat: mean = .72 median = .98;
t(23) = 0.25, p = 0.81). Thus, eyes were mostly open during performance of the visual task
(during the “distracted” blocks) and mostly closed during attention to the auditory rhythms, but
there were critically no systematic differences between strong-beat and weak-beat rhythm
blocks (Supporting Figure S1).

To ensure that the effects of attention we observed for beat-related frequencies could
not have been inadvertently driven by changes in alpha-power due to eye-closure during
attended blocks, we repeated the three mixed-effects models we described above (one per
frequency of interest), including alpha power as a predictor of beat-related spectral power. In
no case did alpha power predict beat-related power, and in no case did the inclusion of alpha
power in the model either a) change the statistical results for beat-related power, or b) improve
the model performance overall (Supporting Information). We would here take the opportunity
to emphasize that attention increased spectral power only for strong-beat, but not for weak-beat
rhythms. The two rhythm types did not differ in terms of eye-closure behavior, so we interpret
this effect as being related to beat perception per se. To summarize, increased 2.2- and 4.4-Hz
spectral power during attention compared to distraction was not attributable to differences in
alpha power that arise in the EEG spectrum because participants needed to keep their eyes open

during the visual task (under distraction) but not during the attended blocks.

Different patterns of tapping behavior were not related to neural activity

We have interpreted attention effects on auditory steady-state responses at 2.2 Hz and 4.4 Hz
as reflecting negative effects of distraction on beat perception. However, it is notable that, when
participants were asked to tap the beat of the rhythms, most of them tapped at 1.1 Hz, and

activity at this frequency was not modulated by attention. Although we suspected the analysis
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would be underpowered, we nonetheless attempted to a) analyze auditory steady-state
responses for only those participants that tapped the beat at 1.1 Hz, and b) compare auditory
steady-state responses for participants that tapped the beat consistently at 1.1 Hz to those that
did not.

The participants that took part in the tapping experiment were not all the same
participants that took part in the EEG experiment (see section: Participants). Nonetheless, we
were able to identify 11 EEG participants who also participated in the tapping experiment, and
who tapped at 1.1 Hz on greater than 70% of all trials (see Fig. 4a). Using the same criterion,
we were only able to identify 1 participant that tapped at 2.2 Hz on >70% of trials. For that
reason, we focused only on the 1.1-Hz tappers, and repeated our main statistical analysis on
their data (linear mixed-effects models including alpha power as a predictor). Similar to the
results with the full sample, the Rhythm Type x Attention interaction did not reach significance
(t(39) = 1.20, p = .24).

We also compared the 11 participants that tapped consistently at 1.1 Hz (“1.1-Hz
tappers”) to everyone else (“non-1.1-Hz tappers”, n=13; Fig. 4a). For this analysis, we were
simply interested in whether individuals who tapped consistently at 1.1 Hz tended to have a
higher ratio of 1.1 to 2.2 Hz power compared to individuals that did not tap at 1.1 Hz
consistently. For each individual, we calculated a difference-over-sum metric for 1.1-Hz vs.
2.2-Hz power ([1.1-Hz power — 2.2-Hz power] / [1.1-Hz power + 2.2-Hz power]). Negative
values mean that 1.1-Hz power was stronger, positive values mean that 2.2-Hz power was
stronger. Figure 4b shows those values for each condition separated by into 1.1-Hz tappers and
non-1.1-Hz tappers. There were no statistical differences in the ratio between 1.1- and 2.2-Hz
power between participants that tapped consistently at 1.1 Hz and those that did not (linear
mixed-effects model, main effect of tapping group: t(94) = 1.34, p = .18). Thus, in our hands,

there was no discernable relationship between tapping behavior and the neural data. We note
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that the 1.1-Hz tappers had numerically higher 1.1-Hz power in 3 of 4 experimental conditions
(and in particular for strong-beat rhythms), but our current design was admittedly

underpowered to fully pursue questions about individual differences.
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Figure 4. A) Histogram showing the proportion of participants that tapped different proportions of
trials at 1.1 Hz. A subset of n=11 participants tapped >70% of trials at 1.1 Hz, and so were deemed
“1.1-Hz tappers”. The rest (n=13) were categorized as “non-1.1-Hz tappers”. B) Ratio of 1.1- to 2.2-
Hz power plotted as difference-over-sum; +1 means 1.1-Hz power was stronger, and —1 means 2.2-
Hz power was stronger. Gray dots show data for 1.1-Hz tappers and white dots for 2.2-Hz tappers.
Colored asterisks show the mean for each column of data.

Discussion
The current study examined frequency-domain EEG responses to non-repeating strong- and
weak-beat thythms while attention was either directed toward the rhythms or diverted to a
concurrent visual task. We examined spectral power at beat-related frequencies that were
confirmed to be relevant by an offline sensorimotor synchronization task. Attention to the
rhythms enhanced the steady-state evoked response at beat-relevant frequencies, but, critically,

only for rhythms that elicited a strong sense of beat.
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Sensorimotor Synchronization

The auditory stimuli were constructed to possess periodicity at 1.1 Hz, 2.2 Hz, and 4.4 Hz. We
predicted that participants would tap the beat at either 1.1 Hz or 2.2 Hz, but not 4.4 Hz because
4.4 Hz is faster than people generally perceive or tap the beat (Parncutt, 1994; Repp, 2005a).
In line with these predictions, participants tapped most often at rates of 1.1 Hz and 2.2 Hz (Fig.
2a) during the sensorimotor synchronization task, validating the choice of frequencies to
examine in the neural data. We created weak-beat control rhythms by altering the timing of
some, but not all, of the tones making up strong-beat rhythms. Specifically, we did not alter the
timing of tones in the first and third positions of each four-position bar but jittered the timing
of the intervening tones in the second and fourth positions. Our goal was to disrupt beat
perception while leaving intact temporal regularity at the 1.1 Hz and 2.2 Hz beat rates. In line
with this goal, we found that participants tapped at the same rates for the two rhythm types but
tapped more variably and less accurately to weak-beat than to strong-beat rhythms. This is
consistent with previous work showing that perception of an underlying periodicity is disrupted
by inserting tones at random intervals between tones that are regularly spaced (Demany &
Semal, 2002), and confirms that the perceived beat was indeed stronger for strong-beat than
weak-beat rhythms, as intended (Grahn & Brett, 2007; Henry et al., 2017; Repp, 2005b; Repp

& Su, 2013).

Attention affects steady-state potentials evoked by strong-beat rhythms, but not weak-
beat rhythms

The key experimental question was whether the effect of attention on steady-state evoked
potentials was generalized, and thus similar for strong- and weak-beat rhythms, or if diverting
attention from auditory stimuli reduced the strength of the perceived beat and thus specifically

affected responses to strong-beat rhythms. The results are consistent with the latter hypothesis.
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Spectral power in the EEG was enhanced at 2.2 Hz and 4.4 Hz when participants attended to
the strong-beat rhythms relative to when they were distracted by a visual task. The power of
steady-state responses to weak-beat rthythms did not depend on attention. Thus, distraction
specifically reduced the strength of the neural response to strong-beat rhythms.

One potential shortcoming of the current design was that participants performed a
visual task during distracted blocks but did not perform any task and were moreover free to
close their eyes during the attended blocks (Gilmore & Russo, 2021; Nozaradan et al., 2012).
Critically, we observed attention-related effects on SSEPs for strong-beat rhythms only (as
indexed by statistical interactions between Attention and Rhythm Type at 2.2 Hz and 4.4 Hz),
and we argue that confounding effects related to the absence of a task in the attended blocks
should have been equally present for strong- and weak-beat rhythms. Nonetheless, both
performance of a visual task as well as closure of the eyes affect brain activity in the alpha
frequency band (~7-13 Hz) over parietal and occipital electrodes (Mulholland, 1972). Thus,
we made efforts to rule out that these EEG-spectral differences may have influenced power at
beat-related frequencies. First, our analysis of spectral power at beat-related frequencies
involved a normalization procedure, where we subtracted the median power across 16
neighboring frequency bins (8 smaller, 8 larger) from the power at the frequency of interest
(Nozaradan et al., 2012). The goal of this normalization was to eliminate as much as possible
any global effects (from e.g., eye closure or task performance) on the frequency spectrum as a
whole that may have influenced power at beat-related frequencies (Donoghue et al. 2020).
Second, we determined that there was no difference in how often participants closed their eyes
during the strong- vs. weak-beat conditions. Finally, we included alpha activity in our statistical
models testing the effects of attention on beat-related spectral power. Again, we did not find
any evidence that modulations of alpha power related to task performance or eye closure

influenced our results. Thus, we feel confident that increased 2.2- and 4.4-Hz spectral power
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in response to strong-beat rhythms during attention compared to distraction was not attributable
to differences in alpha power that arise in the EEG spectrum because participants needed to
keep their eyes open during the visual task (under distraction) but not during the attended
blocks.

A potentially puzzling finding (or lack thereof) was that we observed effects of attention
on SSEPs to strong-beat rhythms at 2.2 Hz and 4.4 Hz, but not 1.1 Hz. Although all are
considered “beat-related” frequencies, most participants actually tapped at 1.1 Hz when asked
to tap along with the beat of the stimuli (Fig. 2a). Thus, we may have expected that 1.1 Hz, as
the most common behaviorally selected beat frequency, should have been most sensitive to
show the neural effects of attention on beat perception. To try to better understand the null
effects at 1.1 Hz, we attempted to test for effects of attention on steady-state evoked potentials
only for those participants that tapped consistently at 1.1 Hz. However, we still did not observe
attention effects on 1.1-Hz power, though we note that this analysis was underpowered from
the start. It is notable that several previous studies found something similar to what we observed
here, that condition effects that would theoretically be related to beat perception were stronger
at twice (the “harmonic” of) the beat rate (Harding et al., 2019; Kaneshiro et al., (2020); Lenc
et al., 2018; Tierney & Kraus, 2014). Although there may indeed be a fundamental reason why
attention did not modulate spectral energy at 1.1 Hz (the rate at which most participants tended
to tap) in the current study, or why previous studies also observed strongest effects at the first
harmonic of the beat, the reason may also be more trivial. For example, the relative influence
of 1/f noise is greater at lower frequencies, and so will contaminate our estimates of 1.1-Hz
power more than estimates of 2.2-Hz power or 4.4-Hz power. This is a fundamental hurdle for
studies examining steady-state evoked potentials at rates corresponding to the perceived beat
of musical stimuli, as the range of rates in which beat perception is possible falls squarely into

a frequency range where 1/f noise is strongest in the EEG spectrum (Ding & Simon, 2009).
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Overall, these findings can potentially be interpreted in one of two ways. First, it could be the
case that attention modulates beat perception per se; that is, directing attention away from the
auditory rhythms reduces perceived beat strength, which manifests as a reduction in steady-
state power at beat-related frequencies. In this case, steady-state power would indeed be an
index of perceived beat strength, and our results would support the position of previous studies
advocating for steady-state evoked potentials as a direct measure of beat perception (Gilmore
& Russo, 2017; Lenc et al.,, 2018; Nozaradan et al., 2011, 2012b, Nave et al., 2022).
Alternatively, it could instead be that beat perception persists whether or not an individual is
attending to the auditory rhythm. This possibility is supported by MMN studies demonstrating
differences in neural responses to deviants occurring on vs. off the beat, even when listeners
are instructed to ignore the auditory rhythms and attend to, for example, a silent subtitled movie
(Bouwer et al., 2014; Bouwer et al., 2016; Ladinig et al., 2009). It is possible, however that,
despite listeners’ experiencing similarly strong beat percepts with and without attention,
inattention itself reduces steady-state power. This means that attention would modulate the
correspondence between what is perceived and how the brain responds to a stimulus. Although
we consider this unlikely because of the specificity of the effect to beat-related frequencies
only in the context of listening to strong-beat rhythms, we recognize that the design of the
current study does not allow us to distinguish between these two possibilities. Moreover, given
failures to relate steady-state power to perception on an individual-by-individual or trial-by-
trial basis (see section: Steady-state evoked responses did not relate to tapping behavior on an
individual-by-individual basis) despite attempts to do so, it is critical to better understand the
correspondence between steady-state power and perception, and how this relationship might
be modulated by factors such as attention or enculturation. Regardless of which interpretation
is more accurate, we nonetheless consider it important to proceed cautiously with paradigms

measuring steady-state evoked potentials as an index of beat perception when attention cannot
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be ensured, such as with infants (Flaten et al., 2022) or non-human animals (Honing et al.,
2018). For now, our approach would be the following: if steady-state evoked potentials suggest
the presence of beat perception in infants or non-human animals, the results can likely be
interpreted as such. However, the absence of beat perception abilities based on steady-state
results cannot be conclusive, as a relative weakness of steady-state power could mean that an
organism did not or cannot perceive a beat, but could also indicate that the organism was simply
not paying attention to the stimulus rhythm (Wilson & Cook, 2016).

One potential way out of this conundrum would be to look to previous literature for
another technique that might complement or validate steady-state evoked potentials as an index
of beat perception, and thereby allow us to tease apart contributions of beat perception and
attention to steady-state evoked potentials. Previous work has focused on the MMN, an EEG
event-related potential that occurs in response to violations of expectations (Bouwer & Honing,
2015). When a beat is perceived, violations of expectations elicit a stronger MMN when an
unexpected deviant stimulus (or unexpected omission of a stimulus event) occurs on the beat
compared to off the beat. Critically, this on- vs off-beat difference in MMN responses has been
shown to be of similar magnitude when listeners are paying attention to the auditory rhythm as
when they are distracted by a silent subtitled movie (Bouwer et al., 2014; Bouwer et al., 2016;
Ladinig et al., 2009). These studies indicate that beat perception is indeed “pre-attentive”, and
would here suggest that attention influences SSEP power, but not beat perception per se.
However, all studies to our knowledge that have reported this finding have used rhythm stimuli
where the beat is communicated by a rich acoustic accent structure: either layered drum patterns
consisting of, for example, kick, snare, and high-hat samples, or rhythms with alternating loud
and quiet events, so-called intensity accents, that make the beat easier to perceive. In the current
study, rhythms did not possess any acoustic accents, but beat perception arose based on the

temporal structure of the rhythm (Bouwer et al., 2018), and required active construction on the
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part of the listener (Bouwer & Honing, 2015; Grahn, 2012; Grahn & Rowe, 2009, 2013; Lenc
et al., 2020). Listeners, especially those without musical training, find it more difficult to
perceive a beat in the types of rhythms we used here compared to those with acoustic accents
(Grahn & Rowe, 2009, 2013; Bouwer et al., 2018), and it is unclear the extent to which attention
is required when a listener needs to actively construct a beat from temporal information alone.
Moreover, one recent study examined steady-state evoked potentials and MMN responses in
parallel in a paradigm where infants were exposed to audiovisual rhythms with ambiguous
metrical structure, but were primed to interpret the rhythm as having either a duple or triple
metrical structure (Flaten et al., 2022). Although MMN results suggested that infants did
perceive the primed beat as intended, SSEP results did not show this, meaning that the neural
measures dissociated even though care was taken to ensure that infants paid attention to the
rhythm stimuli. Currently, the link between MMN and steady-state evoked potential measures
of beat perception specifically for rhythms for which listeners must actively construct a beat is
unclear, and more work is required to understand how the measures might complement each

or validate each other so that we can move forward theoretically.

Importantly, the current findings do not invalidate work using (higher-frequency)
steady-state evoked potentials as an objective audiometric assessment for infants (e.g., Cone-
Wesson et al., 2002). Moreover, these results can be interpreted in the context of those in the
more classical frequency-tagging literature, in which steady-state evoked potentials have
similarly been used to examine intermodal attention (Keitel et al., 2011; Saupe et al., 2009).
Steady-state evoked potentials to concurrently presented auditory and visual stimuli are
enhanced for the attended relative to the unattended modality, which increases salience of both
task-relevant and irrelevant-characteristics of a stimulus (Miiller et al., 1998). However, in
classical frequency tagging work, enhancements of task-irrelevant stimulus features provide

evidence that attention acts as a global gain mechanism (e.g., enhancement of 40 Hz power in
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the EEG signal when a 40-Hz amplitude modulation is applied to a speech stimulus, as in Keitel
et al., 2011). In contrast, in the current study, attention enhanced responses at beat-related
frequencies only for strong-beat rhythms, even though the same frequencies (i.e., 2.2 Hz and
4.4 Hz) were present in the stimulus for weak-beat rhythms. The lack of attentional
enhancement in the weak-beat condition suggests that the increases in the strong-beat condition
are not simply the result of a global gain, leading to an enhanced overall response to the
attended stimulus (Keitel et al., 2011). Rather, the attention-related increases in the beat
condition are related to the enhancement of beat perception, resulting in enhanced neural power
at beat-related frequencies.

This divergence between attentional effects in the current study and in classical
frequency-tagging work may potentially be explained by differences between the two
approaches that are not generally discussed. Classical frequency tagging involves modulating
a stimulus at a rate that is irrelevant to the question of interest and assessing changes in the
neural response to that frequency as an index of another process, such as attention. When using
steady-state evoked potentials to investigate beat perception, however, power at the beat-
related frequencies is used directly to infer something about the perception of those frequencies
themselves. This difference suggests that interpretations about beat perception based on

comparisons to classical frequency-tagging work should be made cautiously.

Non-repeating rhythms elicit steady-state evoked potentials at beat frequencies

One goal of the current study was to provide a proof-of-principle that steady-state evoked
potentials related to beat perception would be observed with non-repeating rhythms. To date,
most applications of this technique have either been applied to highly repetitive stimuli where
the same few bars repeat over and over again (Cirelli et al., 2016; Nozaradan et al., 2016, 2012),

or to music (Doelling & Poeppel, 2015; Tierney & Kraus, 2014). We consider the current study
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an important step, as robust beat perception occurs in response to non-repeating rhythms, but
little is known about the relationship between steady-state evoked potentials and beat
perception with rhythms that do not repeat. One notable exception is a study where non-
repeating rhythms were employed specifically to gradually change beat strength over the
course of the rhythm (Lenc et al., 2020). However, here we were interested in assessing
attentional effects on non-repeating strong- and weak-beat rhythms whose perceived beat
strength was intended to stay constant over the course of the stimulus. A benefit to using
rhythms like those in the current study is that they can be more tightly controlled in terms of
acoustic features than music can, but still enable decoupling of the perception of a beat from
perception of rhythm.

Using non-repeating rhythms raises an interesting analytical issue, namely, how to
define beat-related frequencies in the stimulus or EEG spectrum. When using repeating stimuli,
it is often easy to categorize beat-related frequencies by visually inspecting the frequency
spectrum of the stimulus envelopes (Cirelli et al., 2016; Lenc et al., 2018; Nozaradan et al.,
2012b, 2016). Indeed, many previous studies have compared peaks in neural power to peaks in
stimulus power. However, here we chose to use an alternative method of identifying beat-
related frequency because non-repeating rhythms have peaks that are generally less prominent
than repeating rhythms. To illustrate this, we plot in Figure 5 a frequency spectrum for a
repeating rthythm (Fig. 5a) and for a non-repeating rhythm (Fig. 5b). The non-repeating rhythm
was one of the 36-bar experimental strong-beat stimuli from the current study, and the repeating
rhythm was made by repeating 4 bars of that same rhythm 9 times. Thus, the beat rate (i.e., the
timing of the beat within the rhythms) is the same both sequences. It is obvious that repeating
the rhythm gives rise to a cleaner spectrum (Smith, 1999), but more importantly, what would
be defined as a beat-related frequency in the two spectra (based on e.g., a Z-scoring approach;

Nozaradan et al., 2012b) would be quite different for the two stimuli. That is, the peaks in the
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spectrum for the repeating rhythm at the expected beat-related frequencies (1.1, 2.2, 4.4 Hz;
pink arrows) are clear, but, with the exception of 4.4 Hz, barely stand out as peaks against the
rest of the power spectrum. Thus, predicting differences in percept based on differences in
stimulus power is not straightforward. Moreover, approaches that compare stimulus peaks to
EEG peaks, or compare beat-related and non-beat-related peaks, may potentially draw very
different conclusions about the strength of the perceived beat in repeating rhythms compared
to non-repeating rhythms, based only on the stimulus spectrum (Henry et al., 2017). Here, we
circumvented the issue of equating stimulus power to beat strength by 1) informing our choice
of beat-related frequencies with behavioral tapping data (Lenc et al., 2018), and 2) comparing
neural responses to the same rhythm (therefore identical spectra) under two different conditions

(attended vs. distracted).

A.4-bar repeating rhythm (9x)  B.36-bar nonrepeating rhythm Figure 5: Power spectra for the envelopes of a

44 Hz 44 Hz (A) repeating rhythm (4 bars repeated 9 times,
S .04, 11Hz 16 4 as is commonly used in other studies) and a (B)
8 22Hz non-repeating 36-bar rhythm non-repeating
o 4 1.1Hz 22Hz rhythm (used in the current study). The
E repeating stimulus comprised nine repetitions

00 1 2 3 4 5 6 0 i. 2‘ 3‘. 4 5..6 of a four-bar segment taken from the non-

Frequency (Hz) Frequency (Hz repeating rhythm. Pink arrows mark beat-
related frequencies 1.1 Hz, 2.2 Hz, and 4.4 Hz.

Steady-state evoked responses did not relate to tapping behavior on an individual-by-
individual basis

Although the current experiment was not necessarily designed to relate individual differences
in steady-state evoked potentials to participants’ individual perception (tapping behavior), we
nonetheless tested whether there were neural differences between individuals that tapped
consistently at one potential beat rate (1.1 Hz) and those that tapped at another rate (2.2 Hz) or
switched their tapping rate from trial to trial. For example, one might predict that individuals

that tapped at 1.1 Hz would have more power at 1.1 Hz than 2.2 Hz, and vice versa. However,
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there were no significant relationships between tapping behavior and EEG results. One
previous study found a significant relationship between neural measures of beat perception (a
difference score comparing steady-state responses to strong-beat vs. weak-beat rhythms) and a
model-based “prediction index” (Nozaradan et al., 2016). Moreover, several studies have
shown group differences in steady-state power between musicians and nonmusicians (Cirelli
et al., 2016, Doelling & Poeppel, 2015). However, we are not aware of work linking the
magnitude of beat-related steady-state evoked potentials directly to either the strength of a
perceived beat, assessed behaviorally, or the tendency to perceive a beat at a specific metrical
level. If steady-state evoked potentials are to be considered as a proxy for beat perception, we
consider it an important endeavor for future work to convincingly relate brain to behavior using

designs that are specifically tuned for this purpose.

Conclusions
Steady-state evoked potentials at beat-related frequencies were enhanced when rhythms were
attended to, but only if the rhythms gave rise to strong a sense of beat. Steady-state evoked
potentials to weak-beat rhythms were unaffected by attention. Enhancement was observed even
though the rhythms were non-repeating. Taken together, these findings support the idea that
steady-state evoked potentials may relate to beat perception for non-repeating rhythms.
However, this relationship may be affected by attention, may not be observed for lower beat-
related frequencies (e.g., 1.1 Hz), and does not appear to consistently relate to individual

differences in beat-rate percept.

Data Availability Statement: The data that support the findings of this study are available
from the corresponding author upon reasonable request.
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Figure Legends
Figure 3. Stimulus and task schematics. A) Strong-beat and weak-beat rhythms. Short
segments (2 bars) of an example strong- and weak-beat stimulus pair. Top shows two bars of a
strong-beat rhythm, bottom shows two bars of a weak-beat rhythm, the latter of which was
created by alternately shorting or lengthening the IOI preceding any tones occurring at the
second or fourth positions by one of five jitter amounts. Arrows indicate which tones were
adjusted and whether IOIs were shortened or lengthened. B. Beat-rate spectral power.
Frequency spectra for beat (purple) and non-beat (green) rhythms. Spectral power for strong-
beat and weak-beat rhythms was similar at 1.1 Hz, higher at 2.2-Hz for weak-beat rhythms,
and higher at 4.4-Hz for strong-beat rhythms; note that inset bar graphs each have independent
y-axis scales to emphasize condition differences. C. Task schematic for attended and
distracted conditions. Rhythms were presented in two conditions: attended (left) and
distracted (right). In the attended condition, listeners either fixated a cross or closed their eyes
while listening attentively to the strong-beat and weak-beat rhythms. In the distracted
condition, listeners performed a rapid serial visual presentations (RSVP) task in which they
counted how many lower-case x’s occurred in each trial while strong-beat and weak-beat

rhythms were presented.

Figure 4: A. Histograms showing proportion of tapping trials in which particular frequencies
were tapped for strong-beat (top, purple) and weak-beat (bottom, green) rhythms. The most
commonly tapped frequencies were 1.1 Hz and 2.2 Hz, the intended “beat frequencies”. B.
Comparisons of tapping variability (coefficient of variation, CoV) and tapping accuracy
(coefficient of asynchrony, CoA) for strong-beat (purple) and weak-beat (green) trials; single-

participant data are shown as individual gray circles, and bar graphs show the mean across
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participants. Stars indicate statistically significant differences between strong-beat and weak-

beat rhythms.

Figure 3: A. Steady-state evoked potentials to beat and non-beat rhythms. Normalized
EEG power spectra to strong-beat (left) and weak-beat (right) rhythms for attended (magenta,
cyan) and distracted (purple, green) trials. B. Attention influences beat-rate steady-state
evoked potentials. Bar plots show comparisons of power at beat (1.1 Hz, 2.2 Hz) and stimulus
presentation (4.4 Hz) frequencies to strong-beat (magenta, purple) and weak-beat (cyan, green)
rhythms in the attended and distracted conditions stimuli. Topographies show distributions of

normalized power at beat-related frequencies (1.1 Hz, 2.2 Hz, 4.4 Hz).

Figure 4. A) Histogram showing the proportion of participants that tapped different
proportions of trials at 1.1 Hz. A subset of n=11 participants tapped >70% of trials at 1.1 Hz,
and so were deemed “1.1-Hz tappers”. The rest (n=13) were categorized as “non-1.1-Hz
tappers”. B) Ratio of 1.1- to 2.2-Hz power plotted as difference-over-sum; +1 means 1.1-Hz
power was stronger, and —1 means 2.2-Hz power was stronger. Gray dots show data for 1.1-
Hz tappers and white dots for 2.2-Hz tappers. Colored asterisks show the mean for each column

of data.

Figure 5: Power spectra for the envelopes of a (A) repeating rhythm (4 bars repeated 9 times,
as 1s commonly used in other studies) and a (B) non-repeating 36-bar rhythm non-repeating
rhythm (used in the current study). The repeating stimulus comprised nine repetitions of a
four-bar segment taken from the non-repeating rhythm. Pink arrows mark beat-related

frequencies 1.1 Hz, 2.2 Hz, and 4.4 Hz.
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