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THRESHOLDS FOR LATIN SQUARES AND STEINER TRIPLE SYSTEMS:

BOUNDS WITHIN A LOGARITHMIC FACTOR

DONG YEAP KANG, TOM KELLY, DANIELA KÜHN, ABHISHEK METHUKU, AND DERYK OSTHUS

Abstract. We prove that for n ∈ N and an absolute constant C, if p ≥ C log2 n/n and
Li,j ⊆ [n] is a random subset of [n] where each k ∈ [n] is included in Li,j independently with
probability p for each i, j ∈ [n], then asymptotically almost surely there is an order-n Latin
square in which the entry in the ith row and jth column lies in Li,j . The problem of determining
the threshold probability for the existence of an order-n Latin square was raised independently
by Johansson, by Luria and Simkin, and by Casselgren and Häggkvist; our result provides an
upper bound which is tight up to a factor of logn and strengthens the bound recently obtained
by Sah, Sawhney, and Simkin. We also prove analogous results for Steiner triple systems and
1-factorizations of complete graphs, and moreover, we show that each of these thresholds is at
most the threshold for the existence of a 1-factorization of a nearly complete regular bipartite
graph.

1. Introduction

An order-n Latin square L is an n × n matrix with entries from a set of n symbols, such
that each row and each column contains each symbol exactly once. An order-n Steiner triple
system S is a pair (V, T ) where V is an n-element ground set and T ⊆

(
V
3

)
is a collection of

triples of V such that every pair {u, v} ∈
(
V
2

)
is contained in exactly one element of T . Latin

squares and Steiner triple systems are central objects of study in combinatorics with a long
and extensive line of research that can be traced back to the work of Euler in the 1700s and of
Kirkman in the 1800s. Both are fundamental in the study of combinatorial designs (an order-n
Steiner triple system is what is known as a t-(n, k, λ) design where t = 2, k = 3, and λ = 1) and
graph decompositions. A triangle decomposition T of a graph G is a collection of triangles in
G such that every edge e ∈ E(G) is contained in exactly one triangle in T . There is an obvious
bijection between order-n Latin squares (with a fixed symbol set) and triangle decompositions
of the n × n × n complete tripartite graph Kn,n,n and between order-n Steiner triple systems
(with a fixed ground set) and triangle decompositions of the n-vertex complete graph Kn, so
we refer to them interchangeably as such. Another important class of ‘design-like’ structures
are 1-factorizations—that is, decompositions into perfect matchings—of complete graphs, which
can be viewed as schedules for a round-robin tournament.

In this paper, we bound the threshold probability for the appearance of an order-n Latin square
or Steiner triple system in a binomial random subset of triangles in Kn,n,n and Kn, respectively
(see Theorems 1.1 and 1.4). We also bound the threshold for the appearance of a 1-factorization
of K2n in the analogous model (see Theorem 1.3).

1.1. Thresholds. For a graph G and p ∈ [0, 1], we let G(3)(G, p) be a random set of triangles
of G where each is included independently with probability p. Here we are primarily interested
in the case when G ∼= Kn or G ∼= Kn,n,n; one can view a random subset of triangles in Kn as a
random 3-uniform hypergraph and a random subset of triangles in Kn,n,n as a random 3-uniform

3-partite hypergraph. For 1-factorizations of K2n, we also consider G(3)(G, p) where G is the join
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of K2n and an empty graph with 2n−1 vertices (as in Theorem 6.1). For an increasing property
P of 3-uniform hypergraphs and a sequence of graphs (Gn : n ∈ N), a function p∗ = p∗(n) is a
threshold if

P
[
G(3)(Gn, p) ∈ P

]
→

{
0 if p = o(p∗) and
1 if p = ω(p∗).

The notion of a threshold extends naturally to other random structures, and thresholds are
one of the most intensively studied topics in probabilistic combinatorics. Among the most
classical results in this area are Erdős and Rényi’s [14, 15] determination of the threshold for the
appearance of a perfect matching in a binomial random subgraph of Kn,n and K2n. Moreover,
determining the threshold more generally for the appearance of a perfect matching in a binomial
random uniform hypergraph, known as ‘Shamir’s problem’ (see [13]), was long viewed as one of
the most important problems in the area until it was famously resolved by Johansson, Kahn,
and Vu [28]. Shamir’s problem itself is a special case of the problem of determining the threshold
for the existence of designs, since a perfect matching in an n-vertex k-uniform hypergraph is
a so-called 1-(n, k, 1) design. This problem is of course extremely challenging; the existence of
designs with arbitrary parameters was proved only recently, first by Keevash [29] via randomized
algebraic constructions and shortly afterwards, by Glock, Kühn, Lo, and Osthus [22] via iterative
absorption. Nevertheless, this problem was recently discussed by Frankston, Kahn, Narayanan,
and Park [18], and Simkin [42] boldly conjectured a threshold for t-(n, t + 1, 1) designs. Our
bound on the threshold for Steiner triple systems is within a log n factor of the first unknown
case t = 2 of Simkin’s conjecture. The related problem of determining the threshold for Latin
squares was first raised in 2006 by Johansson [27], when he gave an approximate solution to
Shamir’s problem. Corresponding conjectures were later formulated by Luria and Simkin [35]
and Casselgren and Häggkvist [10], and our results resolve these within a log n factor.

Our proof makes use of the recent breakthrough work of Frankston, Kahn, Narayanan, and
Park [18]. The Frankston–Kahn–Narayanan–Park theorem is a remarkably general result that
provides an upper bound on the threshold for any property in terms of its fractional expectation-
threshold, or equivalently via linear programming duality in terms of the minimum ‘spreadness’
of a probability distribution it supports. (This result was subsequently generalized by Park
and Pham [38] to a full proof of the Kahn–Kalai conjecture, but we do not make use of this
here.) The solution to Shamir’s problem follows immediately as a corollary of the Frankston–
Kahn–Narayanan–Park theorem, as do many other important threshold results analogously, by
considering the spreadness of the uniform distribution on perfect matchings. However, deter-
mining the spreadness of the uniform distribution for Latin squares or Steiner triple systems
currently seems out of reach, so in our proof we instead construct a ‘well-spread’ distribution on
Latin squares, which still yields a bound on the threshold for Latin squares. (Our main result
is Theorem 1.5, a slightly stronger result which we can also use to deduce the approximate
threshold for Steiner triple systems and for 1-factorizations of complete graphs.) In all applica-
tions of the Frankston–Kahn–Narayanan–Park theorem given in [18], bounding the spreadness
is straightforward, whereas in our paper it is the main task of the proof. This is also the case
in the very recent work of Sah, Sawhney, and Simkin [40] which also bounds the threshold for
the appearance of spanning Latin squares and Steiner triple systems. However, apart from this
shared aspect of our proofs, our approach is quite different, and our results strengthen all of
their bounds.

1.1.1. Latin squares. Luria and Simkin [35] conjectured that p = p(n) = logn/n is the threshold

for the property that G(3)(Kn,n,n, p) contains an order-n Latin square, that is, for the property

that G(3)(Kn,n,n, p) contains a triangle decomposition of Kn,n,n. As evidence for their conjecture,

Luria and Simkin [35] proved that for every ε > 0, the threshold for G(3)(Km,n,n, p) to contain
an m×n×n Latin box,1 where m = ⌈(1−ε)n⌉, is log n/n. As is commonly the case in this area,
the lower bound for this threshold is straightforward to prove; indeed, if p = o(log n/n), then
asymptotically almost surely (which we henceforth abbreviate a.a.s.) there is an edge of Kn,n,n

not contained in a triangle of G(3)(Kn,n,n, p) and consequently there is no triangle decomposition

1which is a triangle packing of Km,n,n with the maximum number of edges
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of Kn,n,n in G(3)(Kn,n,n, p). Thus, the challenge for the Luria–Simkin conjecture is to prove that

if p = ω(log n/n), then a.a.s. G(3)(Kn,n,n, p) contains an order-n Latin square. Recently, Sah,
Sawhney, and Simkin [40] made a significant step in this direction by proving an upper bound of

p = exp(C log3/4 n)/n. Our first main result improves this bound and provides an upper bound
on this threshold that is within a log n factor of best possible, as follows.

Theorem 1.1. If p ≥ C1.1 log
2 n/n, where C1.1 > 0 is an absolute constant, then a.a.s.

G(3)(Kn,n,n, p) contains an order-n Latin square.

An equivalent formulation of this result in terms of the completion of Latin squares via
random lists is the following: If p ≥ C1.1 log

2 n/n and Li,j ⊆ [n] is a random subset of [n] chosen
independently for each i, j ∈ [n] such that each k ∈ [n] is included in Li,j independently with
probability p, then a.a.s. there exists an order-n Latin square L such that Li,j ∈ Li,j for each
i, j ∈ [n].

Theorem 1.1 can also be understood as a result guaranteeing a proper n-edge-colouring of
the complete bipartite graph Kn,n from a random list assignment, as follows. A list assignment
for the edges of a graph G is a map L whose domain is the edge set E(G) of G where L(e)
is a finite set for every e ∈ E(G), and an L-edge-colouring of G is a proper edge-colouring of
G in which each edge e is assigned a colour from L(e). For a graph G, n ∈ N, and p ∈ [0, 1],
a random (p, n)-list assignment L for the edges of G is a list assignment for the edges of G
such that L(e) is a random subset of [n] chosen independently for each e ∈ E(G) such that
each k ∈ [n] is included in L(e) independently with probability p. Theorem 1.1 implies that
if p ≥ C1.1 log

2 n/n and L is a random (p, n)-list assignment for the edges of Kn,n, then a.a.s.
there is an L-edge-colouring of Kn,n. Related ‘palette sparsification’ results have recently been
employed in algorithmic applications including the design of sublinear-time algorithms for graph
colouring [1, 5], but they are also of independent interest.

Theorem 1.1 yields the following corollary which nearly resolves a conjecture of Casselgren
and Häggkvist [10]. For a graph G and k, n ∈ N, a random (k, n)-list assignment L for the

edges of G is a list assignment for the edges of G where L(e) ⊆
([n]
k

)
is chosen independently

and uniformly at random for each e ∈ E(G). Casselgren and Häggkvist [10] conjectured that
if k ≥ C log n for sufficiently large C and L is a random (k, n)-list assignment for the edges
of Kn,n, then a.a.s. there is an L-edge-colouring of Kn,n, and we show that this is true for

k ≥ 2C1.1 log
2 n.

Corollary 1.2. If k ≥ 2C1.1 log
2 n and L is a random (k, n)-list assignment for the edges of

Kn,n, then a.a.s. there is an L-edge-colouring of Kn,n.

The proof of Corollary 1.2 assuming Theorem 1.1 involves standard methods—similar to those
relating thresholds for the random graph Gn,p in the binomial model to those for Gn,m in the
uniform model (see e.g. [8, 26])—so we omit it.

1.1.2. 1-factorizations. A 1-factorization of a d-regular graphG is an ordered partition (M1, . . . ,Md)
of the edges of G into perfect matchings, which can also be considered a proper d-edge-colouring
of G. Order-n Latin squares are also in bijection with 1-factorizations of Kn,n, and we use this
fact in the proof of Theorem 1.1. We also provide upper bounds on the threshold for a random
list assignment for the edges of a complete graph to admit a 1-factorization, as follows.

Theorem 1.3. If k ≥ C1.3 log
2 n and L is a random (k, 2n− 1)-list assignment for the edges of

K2n, or if p ≥ C1.3 log
2 n/n and L is a random (p, 2n− 1)-list assignment for the edges of K2n,

where C1.3 > 0 is an absolute constant, then a.a.s. there is an L-edge-colouring of K2n.

This result also clearly applies with K2n replaced with K2n−1. The ‘2n− 1’ in Theorem 1.3 is
best possible in both cases, since a proper edge-colouring of K2n or K2n−1 uses at least 2n− 1
colours. However, we conjecture that Theorem 1.3 holds with k = ω(log n) and p = ω(log n/n),
which if true, would be best possible. In fact, we conjecture more strongly a sharp threshold of
p = log n/n and a hitting time result – see Conjecture 1.12.
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1.1.3. Steiner triple systems. Our next result provides an upper bound on the threshold for
G(3)(Kn, p) to contain an order-n Steiner triple system. For similar reasons as before, p =
Ω(log n/n) is a straightforward lower bound, and it is natural to conjecture that logn/n is in
fact the threshold. Indeed, Simkin [42] even conjectured more generally that this is the threshold
for the appearance of a t-(n, t + 1, 1) design (also known as an (n, t + 1, t)-Steiner system) in

a binomial random subset of
(
[n]
t+1

)
. With a similar proof as for the Latin square case, Sah,

Sawhney, and Simkin [40] proved an upper bound of p = exp(C log3/4 n)/n for the threshold for
Steiner triple systems. Similarly as with Theorem 1.1, we improve their bound and match the
conjectured threshold up to a log n factor, as follows.

Theorem 1.4. If n ≡ 1, 3 mod 6 and p ≥ C1.4 log
2 n/n, where C1.4 > 0 is an absolute constant,

then a.a.s. G(3)(Kn, p) contains an order-n Steiner triple system.

1.1.4. Main result. As mentioned, our main result is a strengthening of Theorem 1.1, which we
can use to deduce Theorems 1.3 and 1.4. This result a.a.s. guarantees an L-edge-colouring in a
nearly complete d-regular bipartite graph H ⊆ Kn,n with d = n − o(n), where L is a random
(p, d)-list assignment for H, as follows.

Theorem 1.5. There exist C1.5, α1.5 > 0 such that the following holds. Let V1, V2, and V3
be disjoint sets such that |V1| = |V2| = n and |V3| = d. Let H be a d-regular bipartite graph
with bipartition {V1, V2}, and let G be the graph obtained from H by adding all edges xy where

x ∈ V1∪V2 and y ∈ V3. If d ≥ (1−α1.5)n and p ≥ C1.5 log
2 n/n, then a.a.s. G(3)(G, p) contains a

triangle decomposition of G and equivalently, a.a.s. there exists an L-edge-colouring of H where
L is a random (p, d)-list assignment for the edges of H.

Theorem 1.1 follows immediately from Theorem 1.5 with n playing the role of d. Next we
show how we use Theorem 1.5 to deduce Theorems 1.3 and 1.4.

1.2. Reductions. Together with Theorem 1.5, the following result implies Theorem 1.4.

Theorem 1.6 (Steiner triple system reduction). There exists ε1.6 > 0 such that for every
ε ∈ (0, ε1.6), the following holds for some C1.6(ε) > 0. Let n ≡ 1, 3 mod 6, let V1, V2, and
V3 be disjoint sets such that |V1| = |V2| = ⌊n/3⌋ and |V3| = ⌈n/3⌉, and let W ⊆ V3 such that
|W | = ⌊εn⌋. Let G be obtained from the complete graph on V1 ∪ V2 ∪ V3 by removing every edge
xy where x ∈ V1 ∪V2 and y ∈ V3 \W . If p ≥ C1.6(ε) log n/n, then a.a.s. there exists a collection

T ⊆ G(3)(G, p) of edge-disjoint triangles and a |V3\W |-regular bipartite graph H with bipartition
{V1, V2} such that T is a triangle decomposition of G− E(H).

To deduce Theorem 1.4 from Theorems 1.5 and 1.6, let ε := min(ε1.6/2, α1.5/4), let C1.4 :=
C1.5 + C1.6(ε), let p1.6 := C1.6(ε) log

2 n/n, and let p1.5 := C1.5 log
2 n/n. For p ≥ C1.4 log

2 n/n,

since 1 − p ≤ (1 − p1.6)(1 − p1.5), there is a coupling G1.6 ∪ G1.5 ⊆ G ∼ G(3)(Kn, p), where

G1.6 ∼ G(3)(Kn, p1.6) and G1.5 ∼ G(3)(Kn, p1.5) are independent. First, apply Theorem 1.6 to
obtain T ⊆ G1.6 and H as described there, and let d := ⌈n/3⌉ − ⌊εn⌋ ≥ (1 − α1.5)⌊n/3⌋. Then
apply Theorem 1.5 with this d and H and with ⌊n/3⌋ and V3 \W playing the roles of n and
V3, respectively, to obtain a triangle decomposition T ′ ⊆ G1.5 of the graph G as defined in
Theorem 1.5. Now T ∪ T ′ ⊆ G1.6 ∪ G1.5 ⊆ G is a triangle decomposition of Kn, as required.

Similarly, together with Theorem 1.5, the following result immediately implies Theorem 1.3.

Theorem 1.7 (1-factorization reduction). There exists ε1.7 > 0 such that for every ε ∈ (0, ε1.7),
the following holds for some C1.7(ε) > 0. Let d := ⌈(1− ε)n⌉. If p ≥ C1.7(ε) log n/n and L is a
random (p, 2n− d− 1)-list assignment for the edges of K2n, then a.a.s. there exists a d-regular
graph H ⊆ Kn,n and an L-edge-colouring of K2n − E(H).

Moreover, since these results apply with p = ω(log n/n), we have reduced all of the Luria–
Simkin conjecture [35], the Casselgren–Häggkvist [10] conjecture, the Steiner triple system case
of Simkin’s conjecture [42], and the threshold problem for 1-factorizations of the complete graph
to the problem of L-edge-colouring a nearly complete d-regular bipartite graph H, where L is a
random (ω(log n/n), d)-list assignment for H.
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1.3. Spreadness. Our proof of Theorem 1.5 uses the Frankston–Kahn–Narayanan–Park theo-
rem [18], which reduces the problem to that of finding a probability distribution on 1-factorizations
(of the d-regular bipartite graph H) which is ‘well-spread’. This notion of ‘spreadness’ can
be made much more general, but for simplicity here we only define it in the context of 1-
factorizations, as follows.

Definition 1.8 (Spreadness). Let G be a d-regular bipartite graph. A probability distribution
on 1-factorizations (M1, . . . ,Md) of G is q-spread if

(⋆) every S1, . . . , Sd ⊆ E(G) satisfies P [Si ⊆Mi ∀i ∈ [d]] ≤ q
∑d

i=1 |Si|.

The following result is a corollary of [18, Theorem 1.6].

Theorem 1.9 (Frankston, Kahn, Narayanan, and Park [18]). There exists C1.9 > 0 such that
the following holds. If there exists a q-spread probability distribution on 1-factorizations of a
d-regular bipartite graph G on 2n vertices, and if p ≥ C1.9q log n, then a.a.s. there exists an
L-edge-colouring of G where L is a random (p, d)-list assignment for the edges of G.

Together with Theorem 1.9, Theorem 1.5 follows from the following result.

Theorem 1.10. There exist C1.10, α1.10 > 0 such that the following holds for every n ∈ N.
If G is a d-regular bipartite graph on 2n vertices where d ≥ (1 − α1.10)n, then there exists a
(C1.10 log n/n)-spread probability distribution on 1-factorizations of G.

Theorem 1.10 may also hold without the log n, which would immediately imply the Luria–
Simkin conjecture [35] and the Casselgren–Häggkvist [10] conjecture, and combined with Theo-
rems 1.6 and 1.7, would imply the Steiner triple system case of Simkin’s conjecture [42] and our
conjecture on the threshold for 1-factorizations of the complete graph. A necessary condition for
the existence of such spreadness is that the number of 1-factorizations of G is at least Ω(n)nd be-
cause of the condition (⋆) in the case when (S1, . . . , Sd) is itself a 1-factorization. This necessary
condition is satisfied since the Egorychev–Falikman theorem [11, 16] and Brègman’s theorem [9]
(previously known as van der Waerden’s conjecture and Minc’s conjecture, respectively) give
bounds on the number of perfect matchings in a regular bipartite graph which imply that a

d-regular bipartite graph with parts of size n has
(
(1 + o(1))n/e2

)dn
1-factorizations.

An obvious approach to proving Theorem 1.10 would be to attempt to show that the uni-
form distribution on 1-factorizations of G is O(log n/n)-spread. (In the case G ∼= Kn,n, one
could equivalently attempt to show that the uniform distribution on order-n Latin squares is
O(log n/n)-spread). However, the bounds from the Egorychev–Falikman theorem [11, 16] and
Brègman’s theorem [9] do not seem strong enough to prove the required spreadness. For the
related problem of bounding the threshold for Steiner triple systems, as discussed in [18], it is
also unclear how to carry out such a direct approach (that is, by bounding the spreadness of the
uniform distribution on Steiner triple systems).

An advantage of considering Latin squares over Steiner triple systems (and one which we
exploit), is that they can be constructed recursively. A well-known corollary of Hall’s theorem is
that regular bipartite graphs have a perfect matching, which further implies that every regular
bipartite graph has a 1-factorization. The main goal in our proof is to first find a ‘well-spread’
probability distribution on decompositions of G into spanning regular subgraphs with O(n log n)
edges. Since each one of these subgraphs is bipartite and regular, they all have a 1-factorization,
and it turns out that choosing a 1-factorization of each arbitrarily immediately yields a distri-
bution on 1-factorizations of G satisfying (⋆) with q = O(log n/n). At first glance, finding this
distribution on decompositions into regular subgraphs may not appear to be any easier, but we
are able to construct it using ideas inspired by the method of iterative absorption. We remark
that Sah, Sawhney, and Simkin [40] also relied on an iterative absorption approach to construct
a probability distribution on Steiner triple systems; however, their application of this method
is completely different from ours. They use what one could consider a ‘vertex vortex’ as devel-
oped in [6, 22] to prove the existence of subgraph decompositions and designs. This approach
gradually decomposes subgraphs induced on a nested sequence of vertex sets and is a natural
choice for finding a triangle decomposition. Our approach uses what we call an ‘edge vortex’,
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which is more natural for finding a decomposition into spanning structures and is more similar to
that of e.g. [31, 32] which first introduced the iterative absorption method. Moreover, referring

essentially to their threshold bound of n−1+o(1), Sah, Sawhney, and Simkin [40] remark, ‘This
is essentially the limit for a pure iterative absorption framework as in [6, 22]’. There does not
appear to be any such barrier to our approach, and it may be possible to build on our ideas to
prove that log n/n is indeed the threshold for Latin squares, 1-factorizations of complete graphs,
and Steiner triple systems.

1.4. Open problems. Now we discuss a few open problems and conjectures. First, we remark
that in the time since the first draft this paper was posted on the arxiv preprint server, the
thresholds Θ(log n/n) for order-n Latin squares, Steiner triple systems, and 1-factorizations of
K2n were proved in subsequent work by Keevash [30] and Jain and Pham [25], resolving the
Luria–Simkin conjecture [35], the Casselgren–Häggkvist [10] conjecture, and the Steiner triple
system case of Simkin’s conjecture [42]. Both works [25, 30] utilize our reduction results and
build on our approach to show that Theorem 1.10 holds without the ‘log n’ in the spreadness.
Whereas our proof finds a ‘well-spread’ probability distribution on decompositions of G into
spanning regular subgraphs with O(n log n) edges, Keevash’s [30] and Jain and Pham’s [25]
proofs decompose G into regular subgraphs with O(n) edges. Nevertheless, the two proofs are
still quite different. Keevash [30] developed a carefully constructed random greedy process for
this decomposition, and Jain and Pham [25] constructed the decomposition recursively while
using a distribution based on the Lovász Local Lemma.

As mentioned in Section 1.1.2, even more may still be true. We say a threshold p∗ for a
property P of 3-uniform hypergraphs and a sequence (Gn : n ∈ N) of graphs is sharp if

P
[
G(3)(Gn, p) ∈ P

]
→

{
0 if p ≤ (1− Ω(1))p∗ and
1 if p ≥ (1 + Ω(1))p∗.

Intriguingly, as discussed in [40], the results of [40] combined with results of Friedgut [19, 20]

imply the existence of a sharp threshold for G(3)(Kn, p) to contain an order-n Steiner triple
system, but without determining its value. Similar arguments imply the existence of a sharp
threshold for G(3)(Kn,n,n, p) to contain an order-n Latin square (see [40]). Sah, Sawhney, and
Simkin [40] also conjectured that 2 log n/n is the value of the sharp threshold for Steiner triple
systems, since 2 log n/n is the sharp threshold for the property that every edge of Kn is in at

least one triangle of G(3)(Kn, p). They even conjectured a hitting time result. It is natural to
conjecture the following analogues for Latin squares and 1-factorizations of complete graphs as
well.

Conjecture 1.11. For every ε > 0, the following holds. If p ≥ (2 + ε) log n/n, then a.a.s.

G(3)(Kn,n,n, p) contains an order-n Latin square.

Conjecture 1.12. For every ε > 0, the following holds. If p ≥ (1+ε) log n/n and L is a random
(p, 2n − 1)-list assignment for the edges of K2n, then a.a.s. there exists an L-edge-colouring of
K2n.

We also conjecture that a hitting time version of Conjecture 1.11 holds; that is, if T1, . . . , Tn3 is
a uniformly random ordering of the triangles ofKn,n,n, then a.a.s. {T1, . . . , Tt} contains an order-
n Latin square for every t ∈ [n3] such that every edge ofKn,n,n is contained in at least one triangle
in T1, . . . , Tt. Similarly, we conjecture the following hitting time version of Conjecture 1.12: If
L0, . . . , L(2n−1)(2n2 )

are list assignments for the edges of K2n, where L0(e) = ∅ for every edge e

and for i ∈ [(2n− 1)
(
2n
2

)
], Li is obtained by adding a colour c ∈ [2n− 1] \Li−1(e) to Li−1(e) for

some edge e where (c, e) is chosen uniformly at random among all such pairs, then a.a.s. there

exists an Lt-edge-colouring of K2n for every t ∈ [(2n − 1)
(
2n
2

)
] such that Lt(e) ̸= ∅ for every

edge e and
⋃

e∋v Lt(e) = [2n− 1] for every vertex v.
Conjecture 1.11 is equivalent to the following: If p ≥ (2 + ε) log n/n and L is a random

(p, n)-list assignment for the edges of Kn,n, then a.a.s. there is an L-edge-colouring of Kn,n.
It would also be interesting to strengthen this further to a ‘sparse random version’ of Galvin’s
theorem [21], by showing the following: If L′ is a list assignment for the edges of Kn,n satisfying
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|L′(e)| ≥ n for every edge e and L is a random list assignment for the edges of Kn,n in which
each c ∈ L′(e) is included in L(e) independently with probability (2 + ε) log n/n, then a.a.s.
there is an L-edge-colouring of Kn,n. The analogous strengthening of Conjecture 1.12 would
also be interesting, but it is not even known whether the list chromatic index of K2n is 2n − 1
for all n ∈ N (see [24, 41]).

The threshold for Latin squares could also be generalized by considering so-called ‘high-
dimensional permutations’ (as in [33]) or ‘Latin hypercubes’ (as in [37]). To that end, we
introduce the following definitions. A d-dimensional order-n hypercube is a d-dimensional array
indexed by [n]d with entries from a set of n symbols, and a line in a hypercube is a set of n
entries whose coordinates match in all but one dimension. A hypercube L is Latin if each line
in L contains each symbol exactly once.

Conjecture 1.13. If p = ω(log n/n) and Lx ⊆ [n] is a random subset of [n] in which each
k ∈ [n] is included in Lx independently with probability p for each x ∈ [n]d, then a.a.s. there
exists a d-dimensional order-n Latin hypercube L such that Lx ∈ Lx for each x ∈ [n]d.

The d = 2 case of Conjecture 1.13 corresponds to the Luria–Simkin conjecture [35]. Note also
that the d = 1 case corresponds to Erdős and Rényi’s [14] classic result on the threshold for a
binomial random subgraph of Kn,n to have a perfect matching. Because of the connection be-
tween d-dimensional order-n Latin hypercubes and (n, d+1, d)-Steiner systems, Conjecture 1.13
may be viewed as a ‘partite version’ of Simkin’s conjecture [42].

Finally, we conjecture the threshold for the existence of designs; recall that a t-(n, k, λ) design

is a pair (V,B) where V is an n-element ground set and B ⊆
(
V
k

)
is a collection of k-element

subsets of V such that every t-element subset of V is contained in exactly λ elements of B. The
threshold for the existence of a t-(n, k, λ) design in a random subset of

(
V
k

)
is obviously at least

the threshold for each t-set in
(
V
t

)
to be covered at least λ times by k-sets of the random subset,

and we conjecture that these thresholds are in fact the same, as follows.

Conjecture 1.14. For every t, k, λ ∈ N with k > t, the following holds. Let V be a finite set
with |V | = n satisfying

(
k−i
t−i

)
| λ

(
n−i
t−i

)
for every i ∈ {0} ∪ [t− 1]. If p = ω(log n/nk−t) and each

k-set in
(
V
k

)
is included in A independently with probability p, then a.a.s. there exists a t-(n, k, λ)

design (V,B) where B ⊆ A.

Conjecture 1.14 provides a common generalization of Shamir’s problem and Simkin’s conjec-
ture [42]. Indeed, the case t = λ = 1 corresponds to Shamir’s problem, and the case t = k − 1
and λ = 1 corresponds to Simkin’s conjecture. Here again, and for Conjecture 1.13 as well, we
conjecture there is a sharp threshold at the obvious lower bound and that the analogous hitting
time results hold as well.

All of the above conjectures concern finding decompositions of some particular graph or
hypergraph via a binomial random selection of ‘available’ subgraphs. It is also interesting
to study decompositions of random graphs or hypergraphs; however, in this case, one should
ensure the random structure satisfies the trivial divisibility requirements to admit the desired
decomposition. For example, a beautiful question of Yuster [44], which is still wide open, asks
for the threshold for a triangle decomposition of a random even-regular graph. Many further
open problems e.g. on extremal aspects of triangle decompositions and Latin square completion
can be found in [23].

1.5. Outline of the paper. We have shown that Theorem 1.1 follows from Theorem 1.5, which
in turn follows from Theorem 1.10. Moreover, Theorem 1.3 follows from Theorems 1.5 and 1.7,
and Theorem 1.4 follows from Theorems 1.5 and 1.6. Therefore, the rest of the paper is devoted
to the proofs of Theorems 1.6, 1.7, and 1.10.

In Section 3, we introduce some notation and basic lemmas used in the subsequent sections.
We prove Theorem 1.10 in Section 4, Theorem 1.6 in Section 5, and Theorem 1.7 in Section 6.
In Section 2, we provide an overview of the proofs of Theorem 1.10 and 1.6; since the proofs
of Theorems 1.6 and 1.7 are similar, we only overview Theorem 1.6 in Section 2, but we also
briefly overview the proof of Theorem 1.7 in Section 6.
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2. Overview of the proofs

In this section, we overview the proofs of Theorem 1.10 and 1.6.

2.1. Overview of Theorem 1.10: Finding a spread distribution on 1-factorizations.
We begin with an overview of the proof of Theorem 1.10, in which we construct a (C1.10 log n/n)-
spread probability distribution on 1-factorizations of some nearly complete, regular bipartite
graph G. For the purposes of this overview, we assume G ∼= Kn,n, since the proof of this case
can be easily generalized.

As mentioned in Section 1.3, our goal in the proof is to find a ‘well-spread’ probability distri-
bution on decompositions of G into spanning regular subgraphs with O(n log n) edges. Such a
decomposition gives a 1-factorization of G, since each regular subgraph can be decomposed into
perfect matchings by Hall’s theorem. More precisely, to facilitate an iterative framework, we
find such a decomposition {Ri,j ⊆ G : i ∈ [ℓ], j ∈ [2ℓ−i]} with 2ℓ − 1 parts for some ℓ ∈ N. We

choose ℓ such that 2ℓ − 1 = n/(C log n), where C is a large absolute constant. By ‘well-spread’,
we mean that
(⋆′) every {Si,j ⊆ E(G) : i ∈ [ℓ], j ∈ [2ℓ−i]} satisfies

P
[
Si,j ⊆ E(Ri,j) ∀i ∈ [ℓ],∀j ∈ [2ℓ−i]

]
≤

(
C1.10 log n

n

)∑
i,j |Si,j |

.

2.1.1. An approximate decomposition. To find such a decomposition, the first step of the proof
is to consider a decomposition {Hi,j ⊆ G : i ∈ [ℓ], j ∈ [2ℓ−i]} of G into 2ℓ − 1 parts chosen
uniformly at random. In a sense, this decomposition is already ‘close’ to the one we want, and
the distribution clearly satisfies (⋆′). It is of course very unlikely that every Hi,j is regular, but
a straightforward application of Chernoff’s bound (Lemma 3.1) and a union bound shows that
a.a.s. every Hi,j is at least nearly regular. Moreover, a similar argument yields that a.a.s. every
Hi,j satisfies a few additional quasirandomness properties (formally described in Definition 4.1
and proved in Lemma 4.3), and these quasirandomness properties imply (via Lemma 3.2) that
each Hi,j contains a spanning regular subgraph with almost all of its edges. (Since each Hi,j is a
binomial random graph with expected average degree C log n, this argument strengthens Erdős
and Rényi’s [14] classic result that log n/n is the threshold for finding a perfect matching in a
random bipartite graph. This part of our proof uses standard probabilistic and graph-theoretic
techniques. We remark that one of the main reasons we need the log n term in Theorem 1.10
is this application of Chernoff’s bound.) Therefore, by conditioning on these quasirandomness
properties we can construct a distribution satisfying (⋆′) on approximate decompositions of G
into spanning O(log n)-regular subgraphs. Converting this approximate decomposition into a
complete one is the core of our argument, where ideas from iterative absorption come into play.

The above argument for finding an approximate decomposition of G into spanning O(log n)-
regular subgraphs relies on the fact that G is complete (or at least, nearly complete), whereas the
above argument for decomposing G into nearly O(log n)-regular subgraphs only requires that G
itself is nearly regular. As explained in the next subsection, we use this latter fact iteratively (in
ℓ− 1 steps) to find a complete decomposition {Ri,j ⊆ G : i ∈ [ℓ], j ∈ [2ℓ−i]} of G into spanning
O(log n)-regular subgraphs.

2.1.2. Iterative absorption. As mentioned, we start by choosing a decomposition {Hi,j ⊆ G :

i ∈ [ℓ], j ∈ [2ℓ−i]} of G into 2ℓ − 1 parts chosen uniformly at random. With high probability,
each Hi,j satisfies several quasirandomness properties, in which case we call {Hi,j ⊆ G : i ∈
[ℓ], j ∈ [2ℓ−i]} an edge vortex (see Definition 4.2). We think of

⋃2ℓ−i

j=1 Hi,j as the ‘ith level’ of

the vortex. Given an edge vortex, we (randomly) construct the decomposition into spanning
O(log n)-regular subgraphs, as follows. First, as a convenient initialization, we let R1,j be

an empty graph for each j ∈ [2ℓ−1], and for each i ∈ [ℓ − 1], we iteratively construct a set
of regular graphs {Ri+1,j : j ∈ [2ℓ−i−1]}. In each step except the final one, we decompose

the ‘leftover’ Li :=
⋃2ℓ−i

j=1 (Hi,j − E(Ri,j)) of the previous step into 2ℓ−i−1 parts {Li,j : j ∈
[2ℓ−i−1]} uniformly at random. (Since L1 =

⋃2ℓ−1

j=1 H1,j , it is not necessary to define the H1,j
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individually, but the notation is more convenient this way.) With high probability, Li,j is

nearly regular for each j ∈ [2ℓ−i−1], and the quasirandomness properties of Hi+1,j ensure that
Li,j∪Hi+1,j contains a spanning regular subgraph Ri+1,j that itself contains Li,j (see Lemma 4.4).
In this way, we decompose the leftover of the ith level of the edge vortex into regular subgraphs
by incorporating some additional edges from the (i + 1)th level (see Lemma 4.5). This part
of the argument can be viewed as the so-called ‘cover down’ step in the iterative absorption
framework. To complete the decomposition, we need to decompose the union of Hℓ,1 and the

‘final leftover’ Lℓ−1 :=
⋃2

j=1(Hℓ−1,j − E(Rℓ−1,j)) into spanning O(log n)-regular subgraphs. A
reader familiar with iterative absorption might expect Hℓ,1 to require some special ‘absorbing’
properties to facilitate this process. However, in our case, Lℓ−1 ∪ Hℓ,1 is already O(log n)-

regular because it is the complement of the regular graph
⋃ℓ−2

i=1

⋃2ℓ−i

j=1 Ri,j . Thus, simply letting
Rℓ,1 := Lℓ−1 ∪ Hℓ,1 completes the decomposition. The full details of this iterative argument
are provided in Lemma 4.6. We remark that this idea of using a regular bipartite graph as an
absorber is also present in the work of Ferber, Jain, and Sudakov [17].

We conclude by explaining why this decomposition satisfies (⋆′). We only construct the
decomposition in the event that {Hi,j ⊆ G : i ∈ [ℓ], j ∈ [2ℓ−i]} is an edge vortex and each Li,j

is nearly regular, but these events hold with very high probability, so let us ignore this aspect
of the proof here. First, we sketch the argument for when |

⋃
i,j Si,j | = 1; in this case, we may

assume Si∗,j∗ = {e} and Si,j = ∅ for all (i, j) ̸= (i∗, j∗). By construction, there are only two
situations in which the edge e can end up in Ri∗,j∗ : either e ∈ E(Hi∗,j∗), or e ∈ E(Li∗−1,j∗).
Both of these events occur with probability at most O(log n/n); indeed,

P [e ∈ E(Hi∗,j∗)] =
1

2ℓ − 1
= O

(
log n

n

)
and

P [e ∈ E(Li∗−1,j∗)] ≤ P

e ∈ 2ℓ−i∗+1⋃
j=1

E(Hi∗−1,j)

 · 1

2ℓ−i∗
= O

(
log n

n

)
.

Hence, P [e ∈ Ri∗,j∗ ] = O(log n/n), as desired. To extend this argument to any choice of {Si,j ⊆
E(G) : i ∈ [ℓ], j ∈ [2ℓ−i]}, we use a coupling argument – see the proof of Theorem 1.10 for
details. Via the coupling, it is straightforward to prove the decomposition satisfies (⋆′). Thus, as
mentioned in Section 1.3, taking arbitrary 1-factorizations of each Ri,j will yield a (C1.10 log n/n)-
spread distribution on 1-factorizations of G.

2.2. Overview of Theorem 1.6: Reducing to the partite case. For simplicity, we only
consider the case |V1| = |V2| = |V3|. In this case, we choose sets Ui ⊆ Vi of size ⌊εn⌋ for every
i ∈ [2], and let U3 :=W . First, we aim to cover all of the edges in G[Vi]−E(G[Ui]) and most of
the edges in G[Ui] for every i ∈ [3] with a set T 2 of edge-disjoint random triangles (see Step 2).
To that end, for every i ∈ [3], we approximately decompose the edges in G[Vi]−E(G[Ui]) using
the Rödl nibble (by applying Corollary 5.8) into edge-disjoint random triangles and then we
‘cover down’ all of the leftover edges uv in G[Vi]−E(G[Ui]) using random triangles of the form
uvw where w ∈ Ui. This is accomplished by applying Lemma 5.9. Then we cover most of the
edges in G[Ui] for every i ∈ [3] with edge-disjoint random triangles (using Corollary 5.8 again).
Let G2 := G −

⋃
T∈T 2 E(T ). As discussed, dG2(v, Vi) = 0 for each v ∈

⋃
i∈[3](Vi \ Ui) and

e(G2[Ui]) = o(n2) for each i ∈ [3].
In Step 3 of the proof, we will define a collection T 3 of random triangles in G2, where T 3

consists of the triangles of the form uvw where uv ∈ E(G2[Ui]) for some i ∈ [3] and w ∈ Uj

for some j ∈ [3] \ {i}. The triangles in T 3 will be carefully chosen to ensure the graph G3 :=
G2 −

⋃
T∈T 3 E(T ) satisfies e(G2[Vi]) = 0 for each i ∈ [3] and the following divisibility condition:

dG3(v, Uj) = dG3(v, Uk) for every v ∈ Vi, i ∈ [3], and distinct j, k ∈ [3] \ {i}; this divisibility
condition ensures that the final step (Step 4) can be carried out successfully.

To explain how to define T 3 in more detail, for each i ∈ [3] and distinct j, k ∈ [3] \ {i} with
j < k, we randomly divide E(G2[Ui]) into two parts Ei,j and Ei,k of the same size. For each
uv ∈ Ei,j (or uv ∈ Ei,k), we will choose some random triangle uvw for some w ∈ Uj (w ∈ Uk,
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respectively) and put into T 3, so G3 = G2 −
⋃

T∈T 3 E(T ) has no edges inside U1, U2, and U3,
respectively. For all u ∈ Ui, let Ei,j(u) be the set of the edges incident to u in Ei,j , and let
Ei,k(u) be the set of the edges incident to u in Ei,k. By the Chernoff’s bound, with probability

1 − o(1), def(u) := |Ei,k(u)| − |Ei,j(u)| is at most n2/3 for all u ∈ Ui. If we delete the edges
of triangles uvw ∈ T 3 covering Ei,j(u) ∪ Ei,k(u) from G2, it reduces the degree dG2(u, Uj) and
dG2(u, Uk) by |Ei,j(u)| and |Ei,k(u)|, respectively. Thus, the resulting degrees of u to Uj and

Uk may differ by at most |def(u)| ≤ n2/3. Since |def(u)| is small, we can choose some random
triangles uvw for some vw ∈ Ej,i ∪Ek,i carefully (see Figure 1); after deleting the edges of such
triangles, the divisibility condition dG3(u, Uj) = dG3(u, Uk) is satisfied for each u ∈ Ui.

Finally, in Step 4 of the proof, we cover all the edges in G3 containing a vertex of U3 with
edge-disjoint random triangles of the form uvw where u ∈ U3, v ∈ V1 and w ∈ V2. Then after
removing the edges of these triangles from G3, the graph induced by V1 ∪ V2 is the desired
subgraph H. Indeed, every edge of G−E(H) is covered by a triangle, and since G3 satisfies the
divisibility condition, H is |V3 \W |-regular, as desired.

3. Notation and preliminaries

In this section we introduce some notation and terminology along with some tools that are
used in the proofs of Theorems 1.6, 1.7, and 1.10.

3.1. Basic terminology. By log x, we mean the natural logarithm of x. For n ∈ N, we let
[n] := {k ∈ N : 1 ≤ k ≤ n}. For a, b, c, r ∈ R with b, r ≥ 0, we write c = a±b if a−b ≤ c ≤ a+b,
and we write c = (a± b)r if ar− br ≤ c ≤ ar+ br. We say a partition of a set is equitable of the
part sizes differ by at most 1.

We use the ‘≪’ notation to state many of our results. We write x ≪ y to mean that there
exists a non-decreasing function f : (0, 1] 7→ (0, 1] such that the subsequent result holds for all
x, y ∈ (0, 1] with x ≤ f(y). We will not calculate these functions explicitly. Hierarchies with
more constants are defined in a similar way and are to be read from right to left.

For a graph G, we let G(3) denote the set of all triangles in G. For disjoint sets X,Y ⊆ V (G),
we let G[X,Y ] be the bipartite graph with vertex set X ∪ Y and edge set {xy ∈ E(G) :
x ∈ X, y ∈ Y }. Otherwise, our graph theory notation and terminology is standard. For
completeness, we also mention the following that we frequently use. Let G be a graph. A
subgraph H ⊆ G is spanning if V (H) = V (G). We let e(G) := |E(G)|, and for X,Y ⊆ V (G),
we let eG(X,Y ) := |{xy ∈ E(G) : x ∈ X, y ∈ Y }. The degree of a vertex v ∈ V (G), denoted
dG(v), is the number of edges containing v, and for U ⊆ V (G), we let dG(v, U) := eG({v}, U).
We may omit the subscripts when G is clear from the context. A graph G is regular if every
vertex in G has the same degree and r-regular if every vertex in G has degree r. For a, b, c ∈ R
with b, c ≥ 0, a graph G is (a± b)c-regular if every vertex of G has degree in [(a− b)c, (a+ b)c].

We also use standard notation and terminology from probability theory. Recall that for a
graph G and p ∈ [0, 1], we let G(3)(G, p) be a random set of triangles of G where each is included
independently with probability p. For a set X and p ∈ [0, 1], we also let X(p) denote a random
subset of X in which each x ∈ X is included with probability p independently at random. Thus,
G(3)(G, p) = G(3)(p) for every graph G.

3.2. Tools. We will often use the following standard Chernoff-type bounds (see [3, Theo-
rem A.1.12] and [26, Corollary 2.3]). Since we use Lemma 3.1(i) below more frequently, if
we only refer to Lemma 3.1, then we mean Lemma 3.1(i).

Lemma 3.1. If X is the sum of mutually independent Bernoulli random variables with µ :=
E [X], then the following holds.

(i) For all δ ∈ [0, 1], we have

P [|X − µ| ≥ δµ] ≤ 2e−δ2µ/3.

(ii) For all β > 1, we have

P [X > βµ] ≤ (β/e)−βµ.
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We will also use the following result, which is an easy application of the max-flow min-cut
theorem (see e.g. [34, p. 57]).

Lemma 3.2. Let G be a bipartite graph with bipartition {A,B}, and let f : V (G) → Z≥0. There
exists a spanning subgraph H ⊆ G satisfying dH(v) = f(v) for every v ∈ V (G) if and only if

•
∑

a∈A f(a) =
∑

b∈B f(b) and
• e(A′, B′) ≥

∑
a∈A′ f(a)−

∑
b∈B\B′ f(b) for every A′ ⊆ A and B′ ⊆ B.

4. Proof of Theorem 1.10

In this section we prove Theorem 1.10, which combined with Theorem 1.9, implies our main
result, Theorem 1.5.

4.1. Edge vortices. The first step of the proof is to decompose our nearly complete bipartite
graph G into n/(C log n) parts uniformly at random, where C is a large absolute constant.
In this subsection we prove Lemma 4.3, which states that every part of such a decomposition
satisfies several quasirandomness properties, which are listed in the following definition.

Definition 4.1 (Quasirandom graph). Let δ, p ∈ [0, 1], and let H be a bipartite graph on {A,B}
with |A| = |B| = n. We say H is (δ, p)-quasirandom if the following holds for some δ′ ∈ [0, δ]:
(QR1) H is (1± δ)pn-regular,
(QR2) every X ⊆ A and Y ⊆ B with |X|, |Y | ≥ δ′n satisfies e(X,Y ) ≥ (1− δ)p|X||Y |,
(QR3) every X ⊆ A and Y ⊆ B with δ′n > |X| > |Y |/2 satisfies e(X,Y ) ≤ pn|X|/3, and
(QR4) every X ⊆ A and Y ⊆ B with δ′n > |Y | > |X|/2 satisfies e(X,Y ) ≤ pn|Y |/3.
If G is a bipartite graph and we write H ⊆ G is (δ, p)-quasirandom, then we assume H is a
spanning subgraph of G.

Note that if H is (δ, p)-quasirandom, then H is (δ′, p)-quasirandom for every δ′ ∈ [δ, 1]. We
use this fact throughout this section without further mention.

Our iterative absorption argument described in Section 2.1.2 requires that we work with a
decomposition of G in which every part is quasirandom. Moreover, it is convenient to index the
subgraphs in the decomposition in a particular way. We refer to such a decomposition as an
‘edge vortex’, as in the following definition.

Definition 4.2 (Edge vortex). Let δ, p ∈ [0, 1]. A (δ, p)-edge-vortex of a bipartite graph G is a
decomposition {Hi,j ⊆ G : i ∈ [ℓ], j ∈ [2ℓ−i]} of G into (δ, p)-quasirandom subgraphs.

Now we show that a uniformly random decomposition of a nearly complete bipartite graph
is an edge vortex with high probability. The proof uses fairly standard probabilistic arguments,
including the Chernoff-type bounds from Lemma 3.1 and union bounds.

Lemma 4.3. Let 1/n0 ≪ 1/C, α ≪ δ ≪ 1, let n ≥ n0, and let G be a spanning subgraph of
Kn,n with minimum degree at least (1 − α)n. Let ℓ ∈ N, and choose a decomposition {Hi,j ⊆
G : i ∈ [ℓ], j ∈ [2ℓ−i]} of G uniformly at random. If p := 1/(2ℓ − 1) ≥ C log n/n, then {Hi,j} is

a (δ, p)-edge-vortex with probability at least 1− n−
√
C .

Proof. For every e ∈ E(G), i ∈ [ℓ], and j ∈ [2ℓ−i], let Xe,i,j = 1 if e ∈ E(Hi,j) and 0 otherwise,

and note that for fixed i ∈ [ℓ] and j ∈ [2ℓ−i], the random variables {Xe,i,j : e ∈ E(G)} are
mutually independent. Therefore, by Lemma 3.1(i), for every v ∈ V (G), we have

(4.1) P
[
dHi,j (v) ̸= (1± δ)pn

]
≤ 2 exp

(
−δ2pn/4

)
≤ 2 exp

(
−δ2C log n/4

)
and for every X ⊆ A and Y ⊆ B with |X|, |Y | ≥ δn, we have

(4.2) P
[
eHi,j (X,Y ) < (1− δ)p|X||Y |

]
≤ 2 exp

(
−δ2p|X||Y |/4

)
≤ 2 exp

(
−δ4Cn log n/4

)
.

In addition, by Lemma 3.1(ii), for every X ⊆ A and Y ⊆ B with δn > |X| > |Y |/2, we have

(4.3) P
[
eHi,j (X,Y ) > pn|X|/3

]
≤

(
n

3e|Y |

)−pn|X|/3
≤

(
n

6e|X|

)−C|X|
.
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Thus, by a union bound, we have by (4.1) that

(4.4) P
[
dHi,j (v) = (1± δ)pn ∀v

]
≥ 1− n−C3/4

,

by (4.2) that

(4.5) P
[
eHi,j (X,Y ) ≥ (1− δ)p|X||Y | ∀X ⊆ A, ∀Y ⊆ B, |X|, |Y | ≥ δn

]
≥ 1− n−C3/4

,

and by (4.3) that

(4.6) P
[
eHi,j (X,Y ) ≤ pn|X|/3 ∀X ⊆ A,∀Y ⊆ B, δn > |X| > |Y |/2

]
> 1−

⌊δn⌋∑
k=1

2k

(
n

k

)(
n

2k

)( n

6ek

)−Ck
> 1− n−C3/4

.

Essentially the same argument yields

(4.7) P
[
eHi,j (X,Y ) ≤ pn|Y |/3 ∀X ⊆ A, ∀Y ⊆ B, δn > |Y | > |X|/2

]
> 1− n−C3/4

.

Combining (4.4)–(4.7) with a union bound over i ∈ [ℓ] and j ∈ [2ℓ−i], we have that (QR1)–(QR4)

holds simultaneously for every Hi,j with probability at least 1 − n−
√
C . In particular, in this

event every Hi,j is (δ, p)-quasirandom, so {Hi,j} is a (δ, p)-edge-vortex, as desired. □

4.2. Covering down. In this subsection, we show (in Lemma 4.6) how, given an edge vortex
of a regular graph G, we can randomly decompose G into regular subgraphs via an iterative-
absorption-type argument. A key component of this argument is the following lemma, which
uses Lemma 3.2 to show how edges of a quasirandom graph (in the sense of Definition 4.1) can
be added to a nearly regular graph to make it regular.

Lemma 4.4. Let 1/n0 ≪ δ ≪ 1, let n ≥ n0, let p ∈ [0, 1], and let γ ≥ 0. Let H ⊆ Kn,n be
(δ, p)-quasirandom. If L is a (γ ± δ)pn-regular spanning subgraph of Kn,n − E(H), then there
exists R ⊆ H ∪ L such that R ⊇ L is spanning and regular.

Proof. We find R ⊇ L to be (γ + 3δ)pn-regular. To that end, let f(v) := (γ + 3δ)pn− dL(v) for
every v ∈ V (H). We claim that there is a spanning subgraph H ′ ⊆ H satisfying dH′(v) = f(v)
for every v ∈ V (H), in which case R := H ′ ∪ L is (γ + 3δ)pn-regular, as desired. Let {A,B} be
the bipartition of H, and note that

∑
a∈A f(a) =

∑
b∈B f(b) = (γ + 3δ)pn2 − |E(L)|. Hence, by

Lemma 3.2, it suffices to show that

(4.8) e(A′, B′) ≥
∑
A∈A′

f(a)−
∑

b∈B\B′

f(b) for every A′ ⊆ A and B′ ⊆ B.

To that end, let A′ ⊆ A and B′ ⊆ B, let A′′ := A \A′ and B′′ := B \B′, and note that∑
A∈A′

f(a)−
∑

b∈B\B′

f(b) = pn(γ + 3δ)(|A′| − |B′′|)−
∑
a∈A′

dL(a) +
∑
b∈B′′

dL(b)

= pn(γ + 3δ)(|B′| − |A′′|)−
∑
b∈B′

dL(b) +
∑
a∈A′′

dL(a).

Since L is (γ ± δ)pn-regular, we have

pn(γ + 3δ)(|A′| − |B′′|)−
∑
a∈A′

dL(a) +
∑
b∈B′′

dL(b)

≤ pn3δ(|A′| − |B′′|) + δpn(|A′|+ |B′′|) ≤ pnδ(4|A′| − 2|B′′|)
and similarly

pn(γ + 3δ)(|B′| − |A′′|)−
∑
b∈B′

dL(b) +
∑
a∈A′′

dL(a) ≤ pnδ(4|B′| − 2|A′′|).

Therefore, to show (4.8), it suffices to show that one of

(4.9) e(A′, B′) ≥ pnδ(4|A′| − 2|B′′|)
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and

(4.10) e(A′, B′) ≥ pnδ(4|B′| − 2|A′′|)

holds. We consider a few cases.
First, if |B′′| ≥ 2|A′|, then (4.9) clearly holds, and similarly, if |A′′| ≥ 2|B′|, then (4.10) holds.

Thus, we may assume |B′′| < 2|A′| and |A′′| < 2|B′|.
Next, suppose |A′| < δ′n, whereH satisfies (QR1)–(QR4) for δ′ ∈ [0, δ]. SinceH has minimum

degree at least (1− δ)pn, we have

e(A′, B′) ≥ (1− δ)pn|A′| − e(A′, B′′),

and by (QR3), we have

e(A′, B′′) ≤ pn|A′|/3.
Combining the inequalities above, we have e(A′, B′) ≥ (2/3 − δ)pn|A′| ≥ 4pnδ|A′|, and (4.9)
holds, as desired. Similarly, if |B′| < δ′n, then we can use essentially the same argument, using
that e(A′, B′) ≥ (1− δ)pn|B′| − e(A′′, B′) and (QR4) to show that (4.10) holds.

Finally, suppose |A′|, |B′| ≥ δ′n. By (QR2),

(4.11) e(A′, B′) ≥ (1− δ)p|A′||B′|.

If |B′| ≥ n/3 ≥ 4δn/(1 − δ), then (4.11) implies e(A′, B′) ≥ 4pnδ|A′|, and (4.9) holds, as
desired. Otherwise, since |B′′| < 2|A′|, we have |B′′| > 2n/3 and |A′| ≥ n/3, in which case
(4.11) implies e(A′, B′) ≥ 4pnδ|B′|, and (4.10) holds, as desired. Therefore (4.8) holds, and the
proof is complete. □

Next we prove what can be viewed as a ‘cover down’ lemma, which we apply iteratively to
prove Lemma 4.6. This lemma ‘bootstraps’ Lemma 4.4 to show how a nearly regular graph can be
decomposed randomly, in a sufficiently ‘well-spread’ way, into regular graphs, by incorporating
some edges from some quasirandom graphs. We obtain the ‘spreadness’ by first decomposing
the nearly regular graph randomly, before ‘regularizing’ each piece via Lemma 4.4.

Lemma 4.5. Let 1/n0 ≪ 1/C ≪ δ ≪ 1, let n ≥ n0, let p ∈ [0, 1], and let γ ≥ 0. Let
H1, . . . ,Hm ⊆ Kn,n be pairwise edge-disjoint (δ, p)-quasirandom graphs. Let L be a (γ± δ)mpn-
regular spanning subgraph of Kn,n−E (

⋃m
i=1Hi), and choose a decomposition {Li ⊆ L : i ∈ [m]}

of L uniformly at random. If p ≥ C log n/n, then with probability at least 1− n−
√
C , there exist

pairwise edge-disjoint Ri ⊆ Hi ∪ Li for each i ∈ [m] such that Ri ⊇ Li is spanning and regular.

Proof. For every edge e ∈ E(L) and i ∈ [m], let Xe,i = 1 if e ∈ E(Li) and 0 otherwise, and
note that for fixed i ∈ [m], the random variables {Xe,i : e ∈ E(L)} are mutually independent.
Therefore, by Lemma 3.1(i), for every vertex v ∈ V (L),

P [dLi(v) ̸= (γ ± 2δ)pn] ≤ exp(−δ4np) ≤ exp(−δ4C log n).

Hence, by a union bound over i ∈ [m] and v ∈ V (L), we have that Li is (γ ± 2δ)pn-regular for

every i ∈ [m] with probability at least 1− n−
√
C . In this event, by Lemma 4.4 applied with Hi,

Li, and 2δ playing the role of H, L, and δ, respectively for each i ∈ [m], there exists Ri ⊆ Hi∪Li

that is spanning and regular with Ri ⊇ Li, as desired. □

Now we show how, given an edge vortex of a regular graph G, we can iterate Lemma 4.5 to
randomly decompose G into regular subgraphs in a ‘well-spread’ way.

Lemma 4.6. Let 1/n0 ≪ 1/C ≪ δ ≪ 1, let n ≥ n0, and let p ≥ C log n/n. Let {Hi,j ⊆ G :

i ∈ [ℓ], j ∈ [2ℓ−i]} be a (δ, p)-edge-vortex of a regular bipartite spanning subgraph G of Kn,n.

If xe ∈ [2ℓ−i−1] is chosen independently and uniformly at random for each i ∈ [ℓ − 1] and

e ∈
⋃2ℓ−i

j=1 E(Hi,j), then with probability at least 1 − n−
√
C log2 n there exists a decomposition

{Ri,j ⊆ G : i ∈ [ℓ], j ∈ [2ℓ−i]} of G such that

(4.6.1) Ri,j is regular for each i ∈ [ℓ] and j ∈ [2ℓ−i] and

(4.6.2) every e ∈ E(Hi,j) for i ∈ [ℓ− 1] and j ∈ [2ℓ−i] satisfies e ∈ E(Ri,j) ∪ E(Ri+1,xe).
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Proof. We prove the following by induction: For every ℓ′ ∈ [ℓ − 1], with probability at least

1 − (ℓ′ − 1)n−
√
C there exists a decomposition {Lℓ′} ∪ {Ri,j ⊆ G : i ∈ [ℓ′], j ∈ [2ℓ−i]} of⋃ℓ′

i=1

⋃2ℓ−i

j=1 Hi,j such that

(a) Ri,j is regular for each i ∈ [ℓ′] and j ∈ [2ℓ−i],

(b) every e ∈ E(Hi,j) for i ∈ [ℓ′ − 1] and j ∈ [2ℓ−i] satisfies e ∈ E(Ri,j) ∪ E(Ri+1,xe), and

(c) every e ∈ E(Hℓ′,j) for j ∈ [2ℓ−ℓ′ ] satisfies e ∈ E(Rℓ′,j) ∪ Lℓ′ .
Having proved this, the lemma follows from the case ℓ′ = ℓ− 1, by letting Rℓ,1 := Lℓ−1 ∪Hℓ,1.

To prove the base case ℓ′ = 1, we let R1,j ⊆ H1,j be spanning subgraphs with no edges for

each j ∈ [2ℓ−1]. Now {L1} ∪ {R1,1, . . . , R1,2ℓ−1}, where L1 :=
⋃2ℓ−1

j=1 H1,j , satisfies (a)–(c), as
desired.

Now we assume that for ℓ′ ∈ [ℓ − 2], as long as some event Bℓ′ satisfying P [Bℓ′ ] ≤ (ℓ′ −
1)n−

√
C does not hold, there exists a decomposition {Lℓ′} ∪ {Ri,j ⊆ G : i ∈ [ℓ′], j ∈ [2ℓ−i]}

of
⋃ℓ′

i=1

⋃2ℓ−i

j=1 Hi,j satisfying (a)–(c) for ℓ′ ∈ [ℓ − 2], and we show that as long as some event

Bℓ′+1 ⊇ Bℓ′ satisfying P [Bℓ′+1] ≤ ℓ′n−
√
C does not hold, there exists a decomposition {Lℓ′+1} ∪

{Ri,j ⊆ G : i ∈ [ℓ′ + 1], j ∈ [2ℓ−i]} of
⋃ℓ′+1

i=1

⋃2ℓ−i

j=1 Hi,j satisfying (a)–(c).

Let us assume that Bℓ′ does not hold, and let m := 2ℓ−ℓ′−1. We will apply Lemma 4.5 to
Hℓ′+1,1, . . . ,Hℓ′+1,m, and Lℓ′ with

γ := max

0,
d−

∑ℓ′

i=1

∑2ℓ−i

j=1 di,j −
∑ℓ

i=ℓ′+1 pn2
ℓ−i

mpn

 ,

where Ri,j is di,j-regular for each i ∈ [ℓ′] and j ∈ [2ℓ−i] and G is d-regular, so we need to show
that Lℓ′ is nearly γmpn-regular. By (a), every vertex v ∈ V (G) satisfies

dLℓ′ (v) = d−
ℓ′∑
i=1

2ℓ−i∑
j=1

di,j −
ℓ∑

i=ℓ′+1

(1± δ)pn2ℓ−i.

Note that
ℓ∑

i=ℓ′+1

pn2ℓ−i = pn

ℓ−ℓ′−1∑
i=0

2i = pn
(
2ℓ−ℓ′ − 1

)
.

In particular, since δpn(2ℓ−ℓ′ − 1) < 2δmpn, the two equalities above imply that Lℓ′ is (γ ±
2δ)mpn-regular, as required.

Decompose Lℓ′ into {Lℓ′,j ⊆ Lℓ′ : j ∈ [m]} where E(Lℓ′,j) := {e ∈ E(Lℓ′) : xe = j}, and note
that {Lℓ′,j} is a uniformly random decomposition of Lℓ′ . Hence, since Lℓ′ is (γ±2δ)mpn-regular,

by Lemma 4.5, as long as some event B′
ℓ′ satisfying P

[
B′
ℓ′
]
≤ n−

√
C does not hold, there exist

pairwise edge-disjoint Rℓ′+1,j ⊆ Hℓ′+1,j ∪Lℓ′,j for each j ∈ [2ℓ−ℓ′−1] such that Rℓ′+1,j is spanning

and regular and Rℓ′+1,j ⊇ Lℓ′,j for each j ∈ [2ℓ−ℓ′−1].

Now as long as Bℓ′+1 := Bℓ′ ∪ B′
ℓ′ does not hold, {Lℓ′+1} ∪ {Ri,j ⊆ G : i ∈ [ℓ′ + 1], j ∈ [2ℓ−i]},

where Lℓ′+1 :=
⋃2ℓ−ℓ′−1

j=1

(
Hℓ′+1,j − E(Rℓ′+1,j)

)
, satisfies (a)–(c), as desired. □

4.3. The proof. Finally, we combine Lemmas 4.3 and 4.6 to prove Theorem 1.10. In the proof,
we use Lemma 4.3 to construct an edge vortex in G and then use Lemma 4.6 to randomly
decompose G into regular subgraphs. Crucially, (4.6.2), combined with the fact that the edge
vortex comes from a uniformly random decomposition, ensures that the distribution of the
ultimate decomposition of G into 1-factorizations is O(log n/n)-spread.

Proof of Theorem 1.10. Let 1/n0 ≪ 1/C, α≪ δ ≪ 1, let α1.10 := α, let C1.10 := max{8C, n0/ log n0},
and let G ⊆ Kn,n be a d-regular graph where d ≥ (1 − α)n. For n < n0, any probability dis-
tribution on 1-factorizations of G is 1-spread and C1.10 log n/n ≥ 1, so it suffices to prove that
for n ≥ n0, there is an (8C log n/n)-spread probability distribution on 1-factorizations of G. To
that end, let p ∈ [C log n/n, 2C log n/n] satisfy p = 2−ℓ for ℓ ∈ N.
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Let xe,0 ∈ [2ℓ − 1] be chosen independently and uniformly at random for each e ∈ E(G),

and for each i ∈ [ℓ] and j ∈ [2ℓ−i], let Hi,j be the spanning subgraph of G where E(Hi,j) :=

{e ∈ E(G) : xe,0 = 2ℓ−i + j − 1}. Note that {Hi,j : i ∈ [ℓ], j ∈ [2ℓ−i]} is a decomposition of

G chosen uniformly at random, and let B1 be the event that {Hi,j : i ∈ [ℓ], j ∈ [2ℓ−i]} is not a

(δ, p)-edge-vortex. By Lemma 4.3, P [B1] ≤ n−
√
C .

Now let xe,i ∈ [2ℓ−i−1] for each i ∈ [ℓ−1] be chosen independently and uniformly at random for
each e ∈ E(G). For each outcome not in B1, we can apply Lemma 4.6 with xe,i playing the role

of xe for each e ∈
⋃2ℓ−i

j=1 E(Hi,j). Therefore, there is an event B2 such that P [B2] ≤ n−
√
C log2 n

and for every outcome not in B1 or B2, there is a decomposition {Ri,j ⊆ G : i ∈ [ℓ], j ∈ [2ℓ−i]}
of G such that

(a) Ri,j is di,j-regular for each i ∈ [ℓ] and j ∈ [2ℓ−i] for some di,j ∈ N and

(b) every e ∈ E(Hi,j) for i ∈ [ℓ− 1] and j ∈ [2ℓ−i] satisfies e ∈ E(Ri,j) ∪ E(Ri+1,xe,i).

Hence, by (b), for every i ∈ [ℓ] and j ∈ [2ℓ−i], if e ∈ E(Ri,j), then either xe,0 = 2ℓ−i + j − 1 or

xe,0 ∈ [2ℓ−i+1, 2ℓ−i+2 − 1] and xe,i−1 = j. Since

P
[
xe,0 = 2ℓ−i + j − 1

]
=

1

2ℓ − 1

and

P
[
(xe,0 ∈ [2ℓ−i+1, 2ℓ−i+2 − 1]) ∩ (xe,i−1 = j)

]
=

2ℓ−i+1 − 1

2ℓ − 1
· 1

2ℓ−i
≤ 2

2ℓ − 1
,

and since (
1 + 2

2ℓ − 1

)/
P
[
B1 ∩ B2

]
≤ 4

2ℓ
= 4p,

we can couple the distributions of {xe,i : i ∈ {0} ∪ [ℓ − 1]} conditional on B1 ∩ B2 with the
distributions of Xe,i,j so that the event e ∈ E(Ri,j) is stochastically dominated by Xe,i,j , where
the Xe,i,j are i.i.d. Bernoulli random variables satisfying P [Xe,i,j = 1] = 4p for each e ∈ E(G),

i ∈ [ℓ], and j ∈ [2ℓ−i].
By (a), since each Ri,j is bipartite, there is a decomposition {Mi,j,k ⊆ Ri,j : k ∈ [di,j ]} of Ri,j

into perfect matchings, and (Mi,j,k : i ∈ [ℓ], j ∈ [2ℓ−i], k ∈ [di,j ]) is a random 1-factorization of G

which we claim is (8C log n/n)-spread. Indeed, given a set {Si,j,k ⊆ E(G) : i ∈ [ℓ], j ∈ [2ℓ−i], k ∈
[di,j ]} of pairwise edge-disjoint matchings in G, we have

P
[
Si,j,k ⊆Mi,j,k ∀i ∈ [ℓ], ∀j ∈ [2ℓ−i],∀k ∈ [di,j ]

]
≤ P

[
Si,j,k ⊆ E(Ri,j) ∀i ∈ [ℓ],∀j ∈ [2ℓ−i], ∀k ∈ [di,j ]

]
≤

∏
i,j,k

∏
e∈Si,j,k

P [Xe,i,j = 1]

= (4p)
∑

i,j,k |Si,j,k| ≤
(
8C log n

n

)∑
i,j,k |Si,j,k|

,

as desired. □

5. Steiner triple system reduction: Proof of Theorem 1.6

In this section we prove Theorem 1.6. Rather than proving Theorem 1.6, we find it convenient
to prove the following almost identical result, where we replace the ‘base graph’ G (as defined
in Theorem 1.6) by the complete graph Kn. Since (5.1:a) below ensures that the set T of
triangles obtained by Theorem 5.1 all lie in G (as defined in Theorem 1.6), it is not necessary
to consider the outcome of the ‘exposure’ of the triangles not spanned by G at this point, so
Theorem 1.6 follows from Theorem 5.1. Alternatively, one can of course obtain Theorem 1.4
from Theorems 1.5 and 5.1 directly, by exposing each triangle twice (once for Theorem 5.1 and
once for Theorem 1.5) and adjusting the constant C1.4 accordingly.
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Theorem 5.1. Let 1/n0 ≪ 1/C ≪ ε ≪ 1, and let n ≥ n0 satisfy n ≡ 1, 3 mod 6. Let
{V1, V2, V3} be an equitable partition of [n] with |V1| ≤ |V2| ≤ |V3|, and let G be a complete graph
on vertices V1 ∪ V2 ∪ V3. Let W3 ⊆ V3 such that |W3| = ⌊εn⌋. If p ≥ C log n/n, then with

probability at least 1 − 1/n, there exists a collection T ⊆ G(3)(G, p) of edge-disjoint triangles
such that H := G−

⋃
T∈T E(T ) is a tripartite graph with parts V1, V2, V3 satisfying the following

properties.

(5.1:a) Every u ∈W3 satisfies dH(u) = 0 and every u ∈ V3 \W3 satisfies NH(u) = V1 ∪ V2.
(5.1:b) H[V1 ∪ V2] is (|V3| − |W3|)-regular.

5.1. More preliminaries.

5.1.1. Finding many edge-disjoint matchings in a random subgraph of a dense graph. Since ev-
ery r-regular bipartite graph contains r edge-disjoint perfect matchings, by Lemma 3.2, every
bipartite graph G with bipartition {X,Y } such that |X| = |Y | = n has r edge-disjoint perfect
matchings if and only if for every X ′ ⊆ X and Y ′ ⊆ Y , we have e(X ′, Y ′) ≥ r(|X ′|+ |Y ′| − n).
Using this fact and Lemma 3.1, we obtain the following lemma. The proof is straightforward,
so we omit it.

Lemma 5.2. Let 1/n0 ≪ ε, 1/C ≪ 1, and let n ≥ n0. Let G be a bipartite graph with bipartition
{X,Y } such that |X| = |Y | = n and δ(G) ≥ (1 − ε)n. If p ≥ C log n/n, then with probability

at least 1 − n−C1/2
, there exist at least C log n/2 edge-disjoint perfect matchings of G in E(p),

where E := E(G).

5.1.2. Equitable proper edge-colouring. A proper k-edge-colouring of a graph G is equitable if the
set of colour classes is an equitable partition of E(G), i.e., each colour class has either ⌊e(G)/k⌋
or ⌈e(G)/k⌉ edges. We will use the following lemma proved in [36, Theorem 1].

Lemma 5.3 (McDiarmid [36]). Let G be a graph, and let k be an integer such that G admits a
proper k-edge-colouring. Then there exists an equitable proper k-edge-colouring of G.

In particular, by Vizing’s theorem [43], for any integer k, a graph G with maximum degree
at most k admits a proper (k+1)-edge-colouring, so it also admits an equitable proper (k+1)-
edge-colouring by Lemma 5.3.

5.1.3. Pseudorandom matchings and approximate decomposition of typical graphs with random
triangles.

Lemma 5.4 (Pseudorandom matchings). Let 1/n0 ≪ 1/C ≪ δ ≪ γ ≪ 1, let n ≥ n0, and let
D ≥ C log n. Let H be an n-vertex 3-uniform linear hypergraph such that dH(v) = (1± δ)D for

every v ∈ V (H). Let F ⊆ 2V (H) be a family of subsets of V (H) where |F| ≤ n100 and every

set S ∈ F satisfies |S| ≥ n1/3. Then there exists a matching M of H such that 4γ|S|/5 ≤
|S \ V (M)| ≤ γ|S| for every S ∈ F .

Related results were proved by Alon and Yuster [4] and Ehard, Glock, and Joos [12], but they
do not work for our purposes as they require a more restrictive assumption on the value of D.
The proof of Lemma 5.4 proceeds by the following lemma which is based on the Rödl nibble
(see e.g. [3, 39]). We include the proofs for completeness.

Lemma 5.5 (Nibble lemma). Let 1/n0 ≪ 1/C ≪ δ ≪ ε ≪ 1, let n ≥ n0, and let D ≥ C log n.
Let H be an n-vertex 3-uniform linear hypergraph such that dH(v) = (1±δ)D for every v ∈ V (H).

Let F ⊆ 2V (H) be a family of subsets of V (H) where |F| ≤ n200 and each set S ∈ F satisfies

|S| ≥ n1/4. Then there exist a subset B ⊆ H and a matching M ⊆ B satisfying the following.

(5.5:a) |S \ V (B)| = (1± 5δ)e−ε|S| for each S ∈ F ,
(5.5:b) |S ∩ V (M)| = (1± 5δ)εe−3ε|S| for each S ∈ F , and
(5.5:c) dH−V (B)(v) = (1± 5δ)e−2εD for each v ∈ V (H) \ V (B).
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Proof of Lemma 5.4 using Lemma 5.5. Let ε satisfy ε ≪ γ, and choose t close to 2ε−1 log(ε−1)

so that e−εt/2 = (1± 0.01)ε. Letting δ small enough, we have

1− ε < (1− 5tδ)t ≤
t∏

i=1

(1− 5iδ) ≤
t∏

i=1

(1 + 5iδ) ≤ (1 + 5tδ)t < 1 + ε.(5.1)

Let F be a collection of subsets of V (H) such that |S| ≥ n1/3 for each S ∈ F and |F| ≤ n100.
To that end, applying Lemma 5.5 repeatedly, we will define subhypergraphs H1, . . . ,Ht of H
inductively. For 0 ≤ k ≤ t, let δk := 5kδ, let H0 := H, and let F0 := {V (H)} ∪ F . For each
S ∈ F0, let Sk := S ∩ V (Hk), and let Fk := {Sk : S ∈ F0}.

For i ∈ [t], if |Si−1| ≥ |V (Hi−1)|1/4 for each Si−1 ∈ Fi−1, then we can apply Lemma 5.5 where
Hi−1, Fi−1, and δi−1 playing the roles of H, F , and δ, and obtain a subset Bi ⊆ Hi−1 and a
matching Mi of Hi−1. Let Hi := Hi−1 − V (Bi), thus Si = S ∩ V (Hi) = Si−1 \ V (Bi) for each
S ∈ F0. Consequently, we have |V (Hi)| = (1 ± δi)e

−ε|V (Hi−1)|, |Si| = (1 ± δi)e
−ε|Si−1|, and

|Si−1 ∩ V (Mi)| = (1± δi)εe
−3ε|Si−1| for each S ∈ F0.

We now establish the bounds on |Si| and |Si−1 ∩ V (Mi)| for S ∈ F0 and i ∈ [t], which also

shows that |Si| ≥ |V (Hi)|1/4 in order to apply Lemma 5.5. By the induction,

|Si| = (1± δi)e
−ε|Si−1| =

i∏
k=1

((1± 5kδ)e−ε)|S| (5.1)= (1± ε)e−εi|S|,(5.2)

thus |St| = (1± ε)e−εt|S| = (1± 0.05)ε2|S|, since e−εt/2 = (1± 0.01)ε and ε is sufficiently small.
Since V (H) ∈ F0, we have |V (Hi)| ≥ |V (Ht)| = (1± 0.05)ε2|V (H)|. Thus,

|Si| ≥ |St| = (1± 0.05)ε2|S| ≥ 0.95ε2n1/3 > n1/4 ≥ |V (Hi)|1/4,
as desired. Moreover,

|Si−1 ∩ V (Mi)| = (1± δi)εe
−3ε|Si−1|

(5.2)
= (1± 5iδ)εe−3ε · (1± ε)e−ε(i−1)|S|

(5.1)
= (1± 3ε)εe−3εe−ε(i−1)|S|.

Let M∗ :=
⋃t

i=1Mi, which is a matching in H. Then

|S \ V (M∗)| = |S| −
t∑

i=1

|Si−1 ∩ V (Mi)| = |S| −
t∑

i=1

(1± 3ε)εe−3εe−ε(i−1)|S|

≤ |S| − (1− 3ε)εe−3ε 1− e−εt

1− e−ε
|S|

≤ |S| − (1− 3ε)(1− 4ε)(1− ε)|S| < 50ε|S|,

since εe−3ε

1−e−ε = 1− 3ε+O(ε2) and e−εt < ε by the definition of t. Let M be a matching obtained
from M∗ by deleting each edge of M∗ with probability γ independently at random. For each
S ∈ F , E|S \ V (M)| = |S \ V (M∗)| + γ|S ∩ V (M∗)| = (γ ± 50ε)|S|. Thus, by the Chernoff’s

bound (Lemma 3.1) and the union bound, we have |S \ V (M)| = (γ ± ε1/2)|S| for all S ∈ F
with probability at least 0.99. □

The proof of Lemma 5.5 is a modification of the proof of [3, Lemma 4.7.2] which uses the second
moment method to estimate probabilities, while our approach uses a Martingale inequality (see
Lemma 5.6) from [2]. This allows us to obtain better estimates when the degree is a function in
n.

Suppose our random variable Z is determined by asking mutually independent “Yes/No”
queries. The choice of the next query can depend on the answers to the previous queries.
Thus a strategy for determining Z can be represented in the form of a decision tree. A line of
questioning is a path from the root to a leaf of this tree that determines Z. Suppose the ith
query in this line of questioning has probability pi to be answered “Yes”. Then the variance of
the ith query is pi(1 − pi)ζ

2
i ≤ piζ

2
i , where ζi is the effect of the ith query, i.e., changing the

answer of the ith query (but keeping all the answers of other queries the same) will affect the
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random variable Z by at most ζi. Let ζ := maxi ζi. The total variance of a line of questioning
is the sum of variances of the queries in it, i.e

∑
i pi(1− pi)ζ

2
i ≤

∑
i piζ

2
i .

Lemma 5.6 (Martingale Inequality [2]). There exists an absolute constant η > 0 such that if
there is a strategy for determining Z for which the total variance of every line of questioning is
at most σ2, then

P(|Z − EZ| > λσ) ≤ 2 exp(−λ2/4)
for any λ ∈ [0, 2ση/ζ].

Now we are ready to prove Lemma 5.5.

Proof of Lemma 5.5. Let B be a random subset of H such that each edge e ∈ H is chosen to be
in B with probability ε/D independently at random, and M ⊆ B be the set of isolated edges in
B. Then for every v ∈ V (H) and e ∈ H,

P(e ∈M) =
ε

D

(
1− ε

D

)3D(1±δ)
= (1± 2δ)

εe−3ε

D
,

P(v ∈ V (M)) = (1± δ)D · (1± 2δ)
εe−3ε

D
= (1± 4δ)εe−3ε,

P(v /∈ V (B)) =
(
1− ε

D

)dH(v)
= (1± 2δ)e−ε.

Let H′ := H − V (B). For each v ∈ V (H), let d∗H′(v) be the number of edges e ∈ H incident
to v such that e \ {v} ⊆ V (H′) = V (H) \ V (B). Then it is clear that dH′(v) = d∗H′(v) for each
v ∈ V (H′). For every v ∈ V (H) and S ∈ F ,

Ed∗H′(v) = (1± δ)D ·
(
1− ε

D

)2D(1±δ)
= (1± 4δ)e−2εD,

E|S ∩ V (M)| = (1± 4δ)εe−3ε|S|,
E|S \ V (B)| = (1± 2δ)e−ε|S|.

Both |S ∩ V (M)| and |S \ V (B)| are determined by some queries of whether an edge is in B.
First, we ask whether every edge e incident to a vertex in S is in B, and we call such queries as
Type 1 queries. Type 1 queries will determine |S \ V (B)|, and there are at most 2|S|D Type 1
queries.

In order to determine |S ∩ V (M)|, we need to ask some more queries. After asking Type 1
queries for every vertex w ∈ S, let us call an edge ew incident to w solitary if it is the only edge
incident to w which is in B. Note that an edge can be in M only if it is solitary. To see which
solitary edges are in M , we ask whether every edge intersecting each solitary edge is in B, and
we call such queries as Type 2 queries. Since there are at most |S| solitary edges, the number
of Type 2 queries is at most 2|S|(1± δ)D ≤ 3|S|D.

Thus, both |S \ V (B)| and |S ∩ V (M)| are determined by asking at most 5|S|D queries.
For each edge e, changing whether e ∈ B affects |S ∩ V (M)| by at most nine since e can only
intersect at most three pairwise disjoint edges, and also affects |S\V (B)| by at most three. Thus,
the variance σ of each query is at most ε/D · 92, and the total variance of the queries will be

σ2 := 5|S|D · ε/D · 92 ≤ 405ε|S|, thus σ ≤ 21
√
ε|S|. By the Martingale inequality (Lemma 5.6),

since |S| ≥ n1/4, we have |S ∩ V (M)| = (1± 5δ)εe−3ε|S| and |S \ V (B)| = (1 ± 3δ)e−ε|S| with
probability at least 1− e−n1/100

, for every S ∈ F . This proves (5.5:a) and (5.5:b).
For each v ∈ V (H), let E(v) be the set of edges in H incident to v. Then d∗H′(v) is determined

by the events that e\{v} ⊆ V (H)\V (B) for each e ∈ E(v), where each of them is determined by
asking at most 2(1±δ)D ≤ 3D queries of whether an edge is in B. In total, d∗H′(v) is determined
by at most dH(v) · 3D ≤ 6D2 queries of whether an edge is in B. If we change the result of
one of the queries, then it affects d∗H′(v) by at most three, since each edge can intersect at most
three edges in E(v) by the linearity of H. Again by the Martingale inequality (Lemma 5.6),

with probability at least 1− e−εη2δ2D/128 ≥ 1− n−C2/3
,

(5.3) d∗H′(v) = Ed∗H′(v)± εδηD/2 = (1± 5δ)e−2εD
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where η > 0 is some absolute constant. Thus by a union bound, with probability at least

1− n−C1/2
, (5.3) holds for every v ∈ V (H). This proves (5.5:c), as desired. □

An n-vertex graph G is (η, k, p)-typical if |
⋂

s∈S NG(s)| = (1±η)p|S|n for every set S ⊆ V (G)
with |S| ≤ k. A collection F of triangles in a graph G is (η, p)-regular if every edge of G is in
(1± η)p2n triangles in F . The following lemma is from [6, Lemma 4.2], which in turn is based
on an idea from [7].

Lemma 5.7. Let 1/n0 ≪ η, p, let n ≥ n0, and let η ≤ p7/20. Every (η, 4, p)-typical n-vertex

graph G contains a (n−1/3, p/2)-regular collection T of triangles.

Now Lemma 5.7 together with Lemma 5.4 implies the following corollary, which has the
advantage that the degree parameter γ of the leftover is independent of the typicality parameter
η of G.

Corollary 5.8. Let 1/n0 ≪ 1/C ≪ γ, η ≪ p ≤ 1, and let n ≥ n0. For every (η, 4, p)-typical

n-vertex graph G, with probability at least 1 − n−C1/2
, there exists T ⊆ G(3)(G,C log n/n) such

that
• all triangles in T are edge-disjoint, and
• for every vertex v ∈ V (G), 3γpn/4 ≤ dG′(v) ≤ γpn, where G′ := G−

⋃
K∈T E(K).

5.2. Covering down edges inside the parts. We need the following “randomized version”
of [6, Lemma 3.8] to prove Theorem 5.1. More precisely, we use it to cover all of the edges inside
each part (of the equitable partition of [n]) which do not lie inside a small subset of vertices.

Lemma 5.9. Let 1/n0 ≪ 1/C ≪ ε1 ≪ ε2 ≪ ε3 ≪ 1, and let n ≥ n0. Let G be an n-vertex
graph, let U ⊆ V (G) be a subset with |U | = ⌊ε3n⌋, and suppose that δ(G) ≥ (1− ε1)n holds and

dG(v) is even for each v ∈ V (G) \ U . With probability at least 1 − n−C1/6
, there exists a set

T ⊆ G(3)(G,C log n/n) of edge-disjoint triangles such that the subgraph G∗ := G−
⋃

K∈T E(K)
satisfies the following.

(5.9:a) For every vertex v ∈ V (G) \ U , we have dG∗(v) = 0.
(5.9:b) For every vertex v ∈ U , we have dG∗(v) ≥ |U | − 2ε2n.

The proof of Lemma 5.9 is similar to the proof of [6, Lemma 3.8]. The main ingredient of
the proof of [6, Lemma 3.8] is [6, Lemma 3.10]. Here we need a randomized version of [6,
Lemma 3.10], Lemma 6.2, whose proof is very similar to the proof of [6, Lemma 3.10] – the main
difference is that we apply Lemma 5.2 instead of finding edge-disjoint matchings greedily.

Proof of Lemma 5.9. For each w ∈ V (G)\U , let Uw ⊆ NG(w)∩U be a set obtained by choosing
each v ∈ NG(w) ∩ U independently at random with probability ε2. By Lemma 3.1, there exists
a family {Uw}w∈V (G)\U of subsets such that

(i) 3ε2ε3n/4 ≤ |Uw| ≤ 5ε2ε3n/4 for each w ∈ V (G) \ U ,
(ii) 3ε22ε3n/4 ≤ |Uw1 ∩ Uw2 | ≤ 5ε22ε3n/4 for distinct w1, w2 ∈ V (G) \ U , and
(iii) each vertex u ∈ U is contained in at most ε2n sets in {Uw}w∈V (G)\U .
Let R := {wv : w ∈ V (G) \ U and v ∈ Uw} be a reservoir of edges. For every i ∈ [3], let

Si be the set of triangles in G(3) which contain exactly i vertices in V (G) \ U . Then S1,S2,S3

are disjoint subsets of G(3). We now define subsets of S1 and S2 as follows. For every vertex
v ∈ V (G) \ U , let S1

v be the set of triangles in S1 containing v. Then {S1
v : v ∈ V (G) \ U} is

a partition of S1. Let S2
res := {{u, v, w} : uv ∈ E(G[V (G) \ U ]), w ∈ U, uw, vw ∈ R}, and let

S2
nres := {{u, v, w} : uv ∈ E(G[V (G)\U ]), w ∈ U, uw, vw ∈ E(G)\R}. Clearly, S2

res⊔S2
nres ⊆ S2.

Moreover, for every edge uv ∈ E(G[V (G)\U ]), let S2
uv,res be the set of triangles in S2

res containing

uv. Then {S2
uv,res : uv ∈ E(G[V (G) \ U ])} is a collection of disjoint subsets of S2

res.

To construct our desired collection of edge-disjoint triangles T ⊆ G(3)(G, C logn
n ), we first

expose the triangles in S3(C logn
n )∪S2

nres(
C logn

n ) to cover most of the edges in G−R−E(G[U ])

using a set T ′ of edge-disjoint triangles, and then we expose the triangles in S2
uv,res(

C logn
n ) for

every leftover edge uv ∈ E(G[V (G) \ U ]) to cover all remaining edges in G[V (G) \ U ] using
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a set T ′′ of edge-disjoint triangles, and finally, we expose the triangles in S1
v (

C logn
n ) for all

v ∈ V (G)\U to cover all remaining edges in G−G[U ] using a set Trem of edge-disjoint triangles.
Let G′ := G− R − E(G[U ]). Then for each u ∈ V (G) \ U , we have dG′(u) = dG(u)− |Uu| ≥

(1− ε1 − ε2)n, and for each v ∈ U , we have

dG′(v) ≥ dG(v)− |U | − |{w ∈ V (G) \ U : v ∈ Uw}|
(iii)

≥ (1− ε1 − ε3 − ε2)n.

Thus, exposing triangles in S3(C logn
n )∪S2

nres(
C logn

n ), by applying Corollary 5.8 toG′ with ε1, 1

and 4(ε1+ε2+ε3) playing the roles of γ, p and η, respectively, with probability at least 1−n−C1/2
,

there exists T ′ ⊆ G′(3) ∩ (S3(C logn
n ) ∪ S2

nres(
C logn

n )) such that for G′′ := G′ −
⋃

K∈T ′ E(K),
(a) all triangles in T ′ are edge-disjoint, and
(b) ε1n/2 ≤ δ(G′′) ≤ ∆(G′′) ≤ ε1n.

Now we will expose triangles in S2
res(

C logn
n ) and show that with probability at least 1−n−C1/2

there exists a map ψ : E(G′′[V (G) \ U ]) → U such that for each vw ∈ E(G′′[V (G) \ U ]),

ψ(vw) ∈ Uv ∩ Uw, {v, w, ψ(vw)} ∈ S2
res(

C logn
n ), and ψ(e) ̸= ψ(e′) if e ∩ e′ ̸= ∅.

To that end, we consider edges vw ∈ E(G′′[V (G) \ U ]), one by one, and construct ψ by
assigning ψ(vw) to an element of Uv ∩ Uw greedily as follows. Note that there are at most
2∆(G′′) ≤ 2ε1n edges which intersect vw, so there are at most 2ε1n vertices in Uv ∩Uw already
assigned to these edges. Since |Uv ∩ Uw| ≥ 3ε22ε3n/4 by (ii), we have at least 3ε22ε3n/4 −
2ε1n > ε22ε3n/2 candidates u ∈ Uv ∩ Uw which can be assigned to ψ(vw), and for a given
vw ∈ E(G′′[V (G) \ U ]) the probability that all triangles {v, w, u} where u is a candidate for

ψ(vw) are not in S2
vw,res(

C logn
n ) is (1 − C logn

n )ε
2
2ε3n/2 ≤ n−Cε22ε3/2, so by a union bound, with

probability at least 1 − |E(G′′)|n−Cε22ε3/2 ≥ 1 − n−C1/2
, the desired map ψ exists. Note that

T ′′ := {{v, w, ψ(vw)} : vw ∈ E(G′′[V (G)\U ])} is a collection of edge-disjoint triangles. Consider

Grem := (G′′ ∪R)−
⋃

K∈T ′′

E(K).

Note that all edges in Grem have one endpoint in V (G) \U and the other endpoint in U . Let
Vw := NGrem(w) for each w ∈ V (G)\U . Since w has even degree in G and Grem can be obtained
from G by deleting edge-disjoint triangles, the vertex w also has even degree in Grem, so |Vw|
is even. Note that |Vw| ≥ |Uw| − dG′′(w) ≥ ε2ε3n/2 ≥ ε2|U |/4 by (i) and (b). Moreover, for
distinct w1, w2 ∈ V (G) \U , |Vw1 ∩Vw2 | ≤ |Uw1 ∩Uw2 |+ dG′′(w1)+ dG′′(w2) ≤ 3ε22ε3n/2 ≤ 3ε22|U |
by (ii) and (b). For every w ∈ V (G) \ U , we partition Vw into two equal-sized sets V ′

w and V ′′
w .

Let Gw be the random bipartite graph with bipartition {V ′
w, V

′′
w} such that for every u ∈ V ′

w

and v ∈ V ′′
w , uv ∈ E(Gw) if and only if {u, v, w} ∈ S1

w(
C logn

n ).

For every u ∈ U , the vertex u lies in at most 2ε2ε
−1
3 |U | sets in {Vw}w∈V (G)\U , since

(5.4) dGrem(u) ≤ dR(u) + dG′′(u)
(iii)

≤ ε2n+ dG′′(u)
(b)

≤ (ε1 + ε2)n ≤ 2ε2ε
−1
3 |U |.

Applying Lemma 6.2 with |U |, ε2ε−1
3 , |V (G)\U |, and {Grem[V

′
w, V

′′
w ]}w∈V (G)\U playing the roles

of n, ρ, m, and {Hi}i∈[m], with probability at least 1 − n−C1/5
, for each w ∈ V (G) \ U , we

obtain a matching Mw of Gw such that {Mw}w∈V (G)\U is a set of edge-disjoint matchings. Let
Trem := {{u, v, w} : w ∈ V (G) \ U, uv ∈ Mw}. Since the matchings Mw for w ∈ V (G) \ U are
edge-disjoint, all triangles in Trem are edge-disjoint, and E(Grem) ⊆

⋃
K∈Trem E(K). Moreover,

by (5.4), every vertex u ∈ U lies in at most 2ε2n sets in {Vw}w∈V (G)\U , so u lies in at most 2ε2n
triangles in Trem. Thus, if T := T ′∪T ′′∪Trem then G∗ = G−

⋃
K∈T T (K) satisfies (5.9:b). Note

that the triangles in T cover all edges of G−G[U ], so G∗ satisfies (5.9:a). Moreover, T exists in

G with probability at least 1− (n−C1/2
+ n−C1/2

+ n−C1/5
) ≥ 1− n−C1/6

, completing the proof
of Lemma 5.9. □

5.3. Proof of Theorem 5.1.

Proof of Theorem 5.1. Choose a new constant ε2 such that 1/C ≪ ε2 ≪ ε.
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We first define several subsets of V (G) and disjoint subsets S1,S2,S3,S4 of G(3). For every
i ∈ [4], in Step i, our plan is to expose triangles in Si(p) and find a set T i ⊆ Si(p) with

probability at least 1 − n−C1/5
so that, in the end, T :=

⋃4
i=1 T i will be the desired set of

edge-disjoint triangles.
If n = 6t + 1 for some integer t, then since {V1, V2, V3} is an equitable partition of V (G) we

have |V1| = |V2| = 2t and |V3| = 2t + 1. In this case, let ε3n := εn − 1, so that W3 ⊆ V3 has
size ⌊ε3n⌋+ 1. Let v∗ ∈ W3 be any vertex, let U3 := W3 \ {v∗}, and let S1 := {{u, v, v∗} : uv ∈
E(G[V1]) ∪ E(G[V2])}.

Otherwise if n = 6t+ 3 for some integer t, then since {V1, V2, V3} is an equitable partition of
V (G), we have |V1| = |V2| = |V3| = 2t + 1. In this case, let ε3 := ε, and let U3 = W3 ⊆ V3, so
that |W3| = |U3| = ⌊ε3n⌋. Let S1 := ∅.

For both cases (n = 6t + 1 or n = 6t + 3), let U1 ⊆ V1, U2 ⊆ V2 be arbitrary subsets of size

⌊ε3n⌋. Let S2 be the set of triangles in
⋃3

i=1G[Vi], and let

S3 :=
3⋃

i=1

⋃
j∈[3]\{i}

{{u, v, w} : u, v ∈ Uj , w ∈ Ui},

S4 := {{u, v, w} : u ∈ V1, v ∈ V2, w ∈ U3}.

Note that S1,S2,S3,S4 are disjoint subsets of G(3).

Step 1. Equalising the vertex class sizes.

If n = 6t+ 1 for some integer t, exposing triangles in S1(p), by Lemma 5.2, with probability

at least 1 − n−C1/3
, there exist perfect matchings M1,M2 of G[V1] and G[V2] respectively such

that for each uv ∈ M1 ∪M2, {u, v, v∗} ∈ S1(p). Let T 1 := {{u, v, v∗} : uv ∈ M1 ∪M2} and
let G1 := G −

⋃
T∈T 1 E(T ). Then G1[V1], G

1[V2] are (2t − 2)-regular, and G1[V3] is 2t-regular.

Note that since e(G1[V3]) = t(2t+ 1) and e(G1[V1]) = e(G1[V2]) = t(2t− 2), we have

(5.5) e(G1[V1]) ≡ e(G1[V2]) ≡ e(G1[V3]) mod 3.

Otherwise if n = 6t+3 for some integer t, let T 1 := ∅, and let G1 := G. Then G1[V1], G
1[V2],

and G1[V3] are 2t-regular.

Step 2. Covering most of the edges in G1[V1], G
1[V2] and G

1[V3] with edge-disjoint triangles.

For each i ∈ [3], we apply Lemma 5.9 to G1[Vi] with Ui playing the role of U , to obtain
a subgraph H ′

i of G1[Vi] (by removing edge-disjoint triangles) such that dH′
i
(v) = 0 for all

v ∈ Vi \ Ui, and dH′
i
(v) ≥ |Ui| − 2ε2n ≥ |Ui| − 4ε2ε

−1
3 |Ui| for all v ∈ Ui.

We then apply Corollary 5.8 to H ′
i[Ui] with 1, ε22 and 16ε2ε

−1
3 playing the role of p, γ and η

respectively. Thus, exposing triangles in S2(p), with probability at least 1− n−C1/5
, we obtain

a set of edge-disjoint triangles T 2 ⊆ S2(p) such that G2 := G1 −
⋃

T∈T 2 E(T ) satisfies the
following.

(2:a) For every i ∈ [3] and v ∈ Vi \ Ui, dG2[Vi](v) = 0.
(2:b) For every i ∈ [3] and u ∈ Ui, dG2[Vi](u) = dG2[Ui](u) is even.

Indeed, since dG1[Vi](u) is even for each i ∈ [3] and u ∈ Vi, and G
2[Vi] is obtained from G1[Vi]

by removing edge-disjoint triangles from G1[Vi], (2:b) holds.
In addition, after applying Corollary 5.8 to H ′

i[Ui] for each i ∈ [3], we also obtain ∆(G2[Ui]) ≤
2ε22ε3n. Thus e(G2[Ui]) ≤ ε22ε

2
3n

2, and the number of triangles in T 2 contained in Ui is (1 ±
0.001)ε23n

2/6. Since (5.5) holds and e(G2[Ui]) ≤ ε22ε
2
3n

2, by removing (1 ± 3ε2)ε2ε
2
3n

2/6 such
triangles induced by Ui from T 2 randomly for each i ∈ [3], with probability at least 0.9, we
can ensure that e(G2[U1]) = e(G2[U2]) = e(G2[U3]) and they are all even. Moreover, since we
removed (1± 0.1)ε2-fraction of the triangles contained in Ui from T 2 at random, this increases
the degree of all vertices in G2[Ui] by (2 ± 1/2)ε2|Ui| with probability at least 0.9. Hence, we
deduce the following.
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(2:c) For every i ∈ [3], ε2ε3n/3 ≤ δ(G2[Ui]) ≤ ∆(G2[Ui]) ≤ 3ε2ε3n. In particular, ε2ε
2
3n

2/10 ≤
e(G2[Ui]) ≤ 3ε2ε

2
3n

2/2.
(2:d) e(G2[U1]) = e(G2[U2]) = e(G2[U3]) and it is even.

Step 3. Covering the remaining edges in G2[U1], G
2[U2] and G

2[U3].

In this step our objective is to find a set T 3 of edge-disjoint triangles satisfying the following

with probability at least 1− n−C1/5
by exposing triangles in S3(p).

(3:a) Every T ∈ T 3 lies in S3(p), and is of the form {u, v, w}, where w ∈ Ui and uv ∈ E(G2[Us])
for some distinct i, s ∈ [3]. We call w the centre vertex of the triangle T and call the
triangle T an s-type triangle.

(3:b) Every edge in
⋃3

i=1E(G2[Ui]) is contained in one of the triangles in T 3, and the subgraph
G3 := G2 −

⋃
T∈T 3 E(T ) satisfies the divisibility condition, i.e., for any i ∈ [3], distinct

j1, j2 ∈ [3] \ {i}, and u ∈ Vi, dG3(u, Vj1) = dG3(u, Vj2), or equivalently, dG3(u, Uj1) =
dG3(u, Uj2) for each u ∈ Ui.

For each i ∈ [3], in the rest of this step we always denote j, k ∈ [3] \ {i} to be the indices
satisfying j < k. Now consider a random partition of E(G2[Ui]) into two parts Ei,j and Ei,k

of the same size (which is possible since e(G2[Ui]) is even by (2:d)); for each uv ∈ Ei,j (or
uv ∈ Ei,k), the edge uv will be covered by a triangle of the form {u, v, w} for some w ∈ Uj

(w ∈ Uk, respectively).
For each u ∈ Ui, let us define def(u) as the number of edges in Ei,k incident to u minus the

number of edges in Ei,j incident to u. Since dG2[Ui](u) is even by (2:b), def(u) is also even. Also
note that

(5.6)
∑
u∈Ui

def(u) = 2(|Ei,k| − |Ei,j |) = 0.

Since we randomly partitioned E(G2[Ui]) into sets Ei,j , Ei,k of the same size, with nonzero

probability we have | def(u)| ≤ n2/3 for every u ∈ Ui. To ensure (3:b), we will construct T 3 to
satisfy

(5.7) tj(u, T 3) = tk(u, T 3) +
def(u)

2

for each u ∈ Ui, where tj(u, T 3) (or tk(u, T 3)) denotes the number of j-type (k-type, respectively)
triangles in T 3 with centre vertex u. Note that (5.7) indeed implies (3:b).

Let q := ⌊10ε2ε3n⌋. By (2:c), Vizing’s theorem, and Lemma 5.3, there exists an integer ℓ such
that for all i ∈ [3] and s ∈ [3] \ {i}, the edges in Ei,s can be properly coloured with q colours
such that each colour class has size either ℓ or ℓ + 1; let Ci,s be the set of these colour classes.
Note that the average size of colour classes is |Ei,s|/q = e(G2[Ui])/(2q), so by (2:c),

(5.8) ℓ =
e(G2[Ui])

2q
± 1 ∈

[ε3n
250

,
ε3n

5

]
.

By (2:d), the number of colour classes of size ℓ (size ℓ + 1) in Cj,i is equal to the number of
colour classes of size ℓ (size ℓ + 1, respectively) in Ck,i. Thus, there exists a bijection between

the elements of Cj,i and Ck,i such that each M j ∈ Cj,i is paired with a unique Nk ∈ Ck,i with
|M j | = |Nk|. Let (M j

1 , N
k
1 ), . . . , (M

j
q , Nk

q ) be the enumeration of such pairs.

We will construct T 3 as the disjoint union of T 3
1 , T 3

2 , T 3
3 , where the triangles in T 3

i cover

all edges in Ej,i ∪ Ek,i =
⋃q

r=1(M
j
r ∪ Nk

r ). Let us briefly outline our plan for doing so. We
sequentially construct T 3

1 , T 3
2 , T 3

3 . In turn, for every i ∈ [3], we will construct T 3
i as the disjoint

union of T 3
i,1, . . . , T 3

i,q, where the triangles in T 3
i,r cover all edges in M j

r ∪Nk
r for each r ∈ [q]. To

construct T 3
i,r for each r ∈ [q], let hr := |M j

r | = |Nk
r | ∈ {ℓ, ℓ+1}, and let S3

i,r := {{u, v, w} : uv ∈
M j

r ∪Nk
r , w ∈ Ui}. Note that

⊔
i∈[3]

⊔
r∈[q] S3

i,r ⊆ S3.

We will choose sets Cr, C
′
r ⊆ Ui of size hr and find T 3

i,r (based on Cr and C ′
r) satisfying the

following property with probability at least 1− n−C1/4
by exposing triangles in S3

i,r(p).
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Figure 1. The figure shows how to find T 3
3,r for r ∈ [q].

(Pr) For every uv ∈M j
r there exists a unique wuv ∈ Cr and for every u′v′ ∈ Nk

r , there exists
a unique w′

u′v′ ∈ C ′
r, such that the set T 3

i,r consists of 2hr edge-disjoint triangles of the
form

{{u, v, wuv}, {u′, v′, w′
u′v′} : uv ∈M j

r , u
′v′ ∈ Nk

r } ⊆ S3
i,r(p),

and they are edge-disjoint from the triangles in
⋃i−1

s=1 T 3
s ∪

⋃r−1
s=1 T 3

i,s.

Note that M j
r ∪ Nk

r ⊆
⋃

T∈T 3
i,r
E(T ) for r ∈ [q], so Ej,i ∪ Ek,i ⊆

⋃q
r=1

⋃
T∈T 3

i,r
E(T ) =⋃

T∈T 3
i
E(T ). Thus

⋃3
i=1E(G2[Ui]) ⊆

⋃
T∈T 3 E(T ). As discussed later, the choice of sets

Cr, C
′
r ⊆ Ui for r ∈ [q] will be made carefully in order to construct T 3 satisfying the divisi-

bility condition (3:b). In particular, we need to construct T 3 so that it satisfies (5.7) for each
u ∈ Ui. To that end, for every r ∈ {0}∪ [q], we define a function wi,r : Ui → Z which keeps track
of how much the degree of a vertex in Ui needs be compensated for the divisibility condition
to be satisfied after constructing

⋃r
s=1 T 3

i,s. More precisely, for every u ∈ Ui and r ∈ [q], let

wi,0(u) := def(u)/2 and let

wi,r(u) :=
def(u)

2
− tj(u,

r⋃
s=1

T 3
i,s) + tk(u,

r⋃
s=1

T 3
i,s),

where tj(u,
⋃r

s=1 T 3
i,s) (or tk(u,

⋃r
s=1 T 3

i,s)) denotes the number of j-type (k-type, respectively)

triangles in
⋃r

s=1 T 3
i,s with centre vertex u.

Note that (5.7) holds if and only if wi,q(u) = 0 for each u ∈ Ui. Let ∥wi,r∥ :=
∑

u∈Ui
|wi,r(u)|

for r ∈ {0} ∪ [q]. Note that ∥wi,0∥ ≤ n5/3/2. We will inductively construct T 3
i =

⊔q
r=1 T 3

i,r while
making sure that for every 0 ≤ r ≤ q, we have

(5.9)
∑
u∈Ui

wi,r(u) = 0 and ∥wi,r∥ ≤ ∥wi,r−1∥ ,

where ∥wi,−1∥ := n5/3/2. Observe that (5.9) holds for r = 0 by (5.6).
Fix s ∈ [q]. Suppose we have already constructed T 3

r for r ∈ [i − 1] and T 3
i,r for r ∈ [s − 1]

satisfying (Pr), and suppose the functions wi,r : Ui → Z satisfy (5.9) for r ∈ [s − 1]. We will
now construct T 3

i,s satisfying (Pr) for r = s, and show that (5.9) holds for r = s.
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Assuming that the sets Cs, C
′
s ⊆ Ui of size hs are chosen, let us first construct T 3

i,s. Let

G2
i,s := G2 −

⋃i−1
r=1

⋃
T∈T 3

r
E(T )−

⋃s−1
r=1

⋃
T∈T 3

i,r
E(T ). Then since T 3

r for r ∈ [i− 1] and T 3
i,r for

r ∈ [s− 1] satisfy (Pr), for every i ∈ [3], y ∈ [3] \ {i} and u ∈ Ui, we have

(5.10) dG2
i,s
(u, Uy) ≥ dG2(u, Uy)−∆(G2[Ui])− 2(s− 1)

(2:c)

≥ (1− 25ε2)|Uy|,

since there are at most ∆(G2[Ui]) i-type triangles in
⋃i−1

r=1 T 3
r ∪

⋃s−1
r=1 T 3

i,r containing u which have

a centre vertex in Uy, and for every r ∈ [s− 1], the set T 3
i,r contains at most one y-type triangle

with centre vertex u. Let us define an auxiliary bipartite graph Hi,s with bipartition {Cs,M
j
s }

and its random subgraph Hi,s(p) such that for w ∈ Cs and e = uv ∈ M j
s , {w, e} ∈ E(Hi,s) if

and only if {u, v, w} is a triangle in G2
i,s, and {w, e} ∈ E(Hi,s(p)) if and only if {u, v, w} is a

triangle in G2
i,s also lying in S3

i,s(p) (note that S3
i,s(p) is defined before (Pr)). Then Hi,s(p) is

a random subgraph of Hi,s where each edge of Hi,s is chosen with probability p independently
at random. Similarly, we define another bipartite graph H ′

i,s and its random subgraph H ′
i,s(p),

with C ′
s and N

k
s playing the role of Cs and M

j
s , respectively. By (5.10), both δ(Hi,s) and δ(H

′
i,s)

are at least hs−50ε2|Uy| ≥ (1−12500ε2)hs since hs ∈ {ℓ, ℓ+1} and ℓ ≥ |Uy|/250 by (5.8). Thus

applying Lemma 5.2 to Hi,s and H ′
i,s, with probability at least 1 − n−C1/4

, there exist perfect

matchings Mi,s and M ′
i,s in Hi,s(p) and H ′

i,s(p) respectively, exposing the triangles in S3
i,s(p);

since {S3
i,s : i ∈ [3], s ∈ [q]} are disjoint subsets of S3, we do not expose the same triangle in S3

again. Now let T 3
i,s := {{u, v, w} : {uv,w} ∈ Mi,s} ∪ {{u′, v′, w′} : {u′v′, w′} ∈ M ′

i,s}. Then T 3
i,s

is a set of 2hs edge-disjoint triangles satisfying (Pr) for r = s. Since they are triangles in G2
i,s,

they are edge-disjoint from the triangles in
⋃i−1

r=1 T r
3 ∪

⋃s−1
r=1 T 3

i,r, as desired.

Now we describe how to choose the sets Cs, C
′
s ⊆ Ui of size hs such that (5.9) holds for r = s.

Let U+
i,s, U

−
i,s, and U0

i,s be the sets of vertices u ∈ Ui with wi,s−1(u) > 0, wi,s−1(u) < 0, and

wi,s−1(u) = 0, respectively. Then we have the following cases.

(1) If |U+
i,s|, |U

−
i,s| ≥ hs, then choose any disjoint hs-sets Cs ⊆ U+

i,s and C ′
s ⊆ U−

i,s.

(2) If 0 < min(|U+
i,s|, |U

−
i,s|) < hs, then since (5.9) holds for r = s−1, we have |U+

i,s|, |U
−
i,s| > 0.

Choose any Cs, C
′
s of size hs which satisfy:

• If |U+
i,s| ≤ |U−

i,s|, then Cs \ C ′
s = U+

i,s, C
′
s \ Cs ⊆ U−

i,s, and Cs ∩ C ′
s ⊆ U−

i,s ∪ U0
i,s.

• If |U+
i,s| > |U−

i,s|, then C ′
s \ Cs = U−

i,s, Cs \ C ′
s ⊆ U+

i,s, and Cs ∩ C ′
s ⊆ U+

i,s ∪ U0
i,s.

(3) If |U+
i,s| = |U−

i,s| = 0, then choose any hs-set Cs = C ′
s ⊆ U0

i,s.

Thus, wi,s(u) = wi,s−1(u) − 1 for u ∈ Cs \ C ′
s, wi,s(u) = wi,s−1(u) + 1 for u ∈ C ′

s \ Cs, and
wi,s(u) = wi,s−1(u) for any other vertex u ∈ Ui. This, and our choice of Cs and C ′

s show that
|wi,s(u)| = |wi,s−1(u)| − 1 for any u ∈ (Cs \ C ′

s) ∪ (C ′
s \ Cs) and |wi,s(u)| = |wi,s−1(u)| for any

other vertex u of Ui. Thus (5.9) holds for r = s as desired. Hence, by induction, (5.9) holds for
all r ∈ [q]. So if ∥wi,r∥ = 0 for some r = s0, then ∥wi,r∥ = 0 for all r > s0. Let s0 ∈ [q] be the
smallest index such that ∥wi,s0∥ = 0.

Claim 1. We have s0 = O(n2/3).

Proof of claim: We first show that (1) or (2) occurs for at most O(n2/3) indices s ∈ [q]. Indeed,
whenever (1) occurs for s ∈ [q], then ∥wi,s∥ = ∥wi,s−1∥− 2hs, thus by (5.8) and by the fact that

hs ≥ ℓ, (1) occurs for at most ∥wi,0∥ /(2ℓ) = O(n2/3) indices s ∈ [q]. Moreover, whenever (2)
occurs for s ∈ [q], either maxu∈U+

i,s
|wi,s(u)| = maxu∈U+

i,s−1
|wi,s−1(u)|−1 or maxu∈U−

i,s
|wi,s(u)| =

maxu∈U−
i,s−1

|wi,s−1(u)|−1 holds. Thus, (2) occurs for at most n2/3 indices s ∈ [q] since |wi,s(u)| ≤
|wi,0(u)| ≤ n2/3/2, as desired. Now since (3) occurs if and only if wi,s(u) = 0 for every u ∈ Ui

(i.e. ∥wi,s∥ = 0 for some s ∈ [q]), this proves the claim. ♦

Claim 1 shows that ∥wi,q∥ = 0 (i.e., wi,q(u) = 0 for every u ∈ Ui) since we assumed q =
⌊10ε2ε3n⌋ > s0. So G

3 := G2
3,q+1 = G2 −

⋃
T∈T 3 E(T ) satisfies the divisibility condition (3:b) as

desired.
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Step 4. Finishing the proof.

In this last step, we construct the desired subgraphH by removing some edge-disjoint triangles
from G3 which cover all remaining edges of G incident to W3.

Consider a partition {S4
w}w∈U3 of S4, where S4

w := {{u, v, w} : u ∈ V1, v ∈ V2}. Note that, for
every w ∈ U3,

(5.11) dG3(w, V1) = dG3(w, V2) ≥ ⌊n/3⌋ − 25ε2ε3n.

Indeed, since the triangles in
⋃3

j=1 Sj do not contain any edge of G between V1 \U1 and V2 \U2,

we have NG3(w, V2 \ U2) = V2 \ U2 for every w ∈ U3. Moreover, since G3 = G2
3,q+1 satisfies

(3:b) we have dG3(w, V1) = dG3(w, V2). Thus, since (5.10) holds (for i = 3 and s = q + 1), we
have dG3(w, V2) = dG3(w,U2) + dG3(w, V2 \ U2) ≥ (1− 25ε2)|U2|+ |V2 \ U2| = |V2| − 25ε2|U2| ≥
⌊n/3⌋ − 25ε2ε3n.

Thus, using (5.11) and the fact that |U3| ≤ ε3n, exposing triangles in S4
w(p), we apply

Lemma 5.2 repeatedly for every w ∈ U3 to find a set {Mw}w∈U3 of edge-disjoint matchings

in G3 with probability at least 1−n−C1/3
, whereMw is a perfect matching between NG3(w)∩V1

and NG3(w) ∩ V2 such that {u, v, w} ∈ S4
w(p) for every uv ∈ Mw. Let T 4 := {{u, v, w} : w ∈

U3, uv ∈ Mw}, and recall that T =
⋃4

i=1 T i. Let H := G3 −
⋃

T∈T 4 E(T ) = G −
⋃

T∈T E(T ).
We will show that H is the desired tripartite graph satisfying (5.1:a) and (5.1:b).

Recall that we defined (in Step 1) thatW3 = U3∪{v∗} if n = 6t+1 andW3 = U3 if n = 6t+3
for some integer t. By (2:a) and (3:b) we have e(H[Vi]) = 0 for i ∈ [3], so H is a tripartite graph

with parts V1, V2, V3. Moreover, note that the triangles in T ⊆
⋃4

j=1 Sj do not contain any edge

of G between V3 \W3 and V1∪V2, so NH(u) = V1∪V2 for u ∈ V3 \W3 (as H is tripartite). Since
the triangles in T 1, T 3, T 4 remove all edges of G between W3 and V1 ∪ V2, we have dH(u) = 0
for u ∈W3 as H is tripartite. Thus, H satisfies (5.1:a).

It remains to show that H satisfies (5.1:b). Since G3 satisfies the divisibility condition (3:b),
for any vertex v ∈ V1, we have dG3(v, V2) = dG3(v, V3). Since triangles in T 4 are edge-disjoint,
and every triangle containing v ∈ V1 in T 4 has exactly one vertex in V2 and in V3 and H =
G3 −

⋃
T∈T 4 E(T ), we have dH(v, V2) = dH(v, V3) for every v ∈ V1. By (5.1:a), for every v ∈ V1,

dH(v, V3) = |V3|−|W3|, so we also have dH(v, V2) = |V3|−|W3|. Similarly, dH(v, V1) = |V3|−|W3|
for every v ∈ V2, so H also satisfies (5.1:b), as desired. □

6. 1-factorization of K2n reduction: Proof of Theorem 1.7

In this section, we prove Theorem 1.7, but it is convenient for us to instead prove the following
result concerning triangle decompositions which easily implies Theorem 1.7.

Theorem 6.1. Let 1/n0 ≪ 1/C ≪ ε ≪ 1, and let n ≥ n0. Let {V1, V2, C1, C2} be an equitable
partition of [4n − 1] with |C1| = n − 1, and let G be the graph with V (G) := V1 ∪ V2 ∪ C1 ∪ C2

obtained by adding all edges xy with x ∈ V1 ∪ V2.
Let C ′

2 ⊆ C2 be any subset of size ⌊εn⌋. If p ≥ C log n/n, then with probability at least 1−1/n,

there exists a collection T ⊆ G(3)(G, p) of edge-disjoint triangles such that H := G−
⋃

T∈T E(T )
is a tripartite graph with the partition {V1, V2, C1 ∪ C2} satisfying the following properties.

(6.1:a) For every c ∈ C1 ∪ C ′
2, dH(c) = 0, and every c ∈ C2 \ C ′

2 satisfies NH(c) = V1 ∪ V2.
(6.1:b) H[V1 ∪ V2] is (|C2| − |C ′

2|)-regular.

If G is the join of a complete graph on 2n vertices and an empty graph on 2n − 1 vertices
(as in Theorem 6.1), then 1-factorizations of K2n are in bijection with triangle decompositions
of G, so we can couple the distributions of a random (p, 2n− 1)-list assignment L for the edges

of K2n with G(3)(G, p) so that an L-edge-colouring exists if and only if G(3)(G, p) contains a
triangle decomposition of G. Using this coupling, it is straightforward to derive Theorem 1.7
from Theorem 6.1.

An overview of the proof of Theorem 6.1. In Step 1, using the Rödl nibble, we cover most of
the edges in G[V1] ∪G[V2] ∪G[V1 ∪ V2, C1] using a set T 0 of edge-disjoint triangles. In Step 2,
we cover all remaining edges of G incident to a vertex of C1 using triangles containing an edge
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of G[V1, V2]. For this step, we define the ‘leftover sets’ Ws(c) := Vs \
⋃

T∈T 0(c) V (T ) for s ∈ [2],

where T 0(c) := {T ∈ T 0 : c ∈ V (T )} for each c ∈ C1. Then, using Lemma 6.2, we find a perfect
matching in G[W1(c),W2(c)] for each c ∈ C1 such that these perfect matchings are edge-disjoint;
each perfect matching Mc corresponds to a set of triangles in G covering the remaining edges
incident to c. To find these perfect matchings, we need the leftover sets Ws(c) for c ∈ C1 to be
well-distributed (e.g., they must not overlap very much). To achieve this property of leftover
sets, we use Lemma 5.4, and we find the almost cover T 0 in Step 1 in ‘batches’. Let T ′ be the
triangles found in Step 2.

In Step 3, we cover all of the remaining edges in G[V1]∪G[V2] using a set T ′′ of edge-disjoint
triangles of the form {u, v, w} where uv ∈ E(G[V1]) ∪ E(G[V2]) and w ∈ C ′

2 satisfying certain
properties. Finally, in Step 4, we cover all remaining edges of G incident to vertices in C ′

2 using a
set T ′′′ of edge-disjoint triangles. Then we obtain the desired subgraph H obtained by removing
all the triangles in T 0 ∪ T ′ ∪ T ′′ ∪ T ′′′ from G.

6.1. Finding perfect matchings in random subgraphs of almost disjoint, dense graphs.
The following lemma is a randomised bipartite version of [6, Lemma 3.10], whose proof is al-
most identical to the proof given in [6]. The main difference is that we use Lemma 5.2 instead
of finding edge-disjoint matchings one by one greedily.

Lemma 6.2. Let 1/n0 ≪ 1/C, η ≪ ρ ≪ 1, and let n ≥ n0. Let 1 ≤ m ≤ n2. Let
V1, . . . , Vm, V

′
1 , . . . , V

′
m be sets satisfying the following.

(i) For every i ∈ [m], |Vi| = |V ′
i | and |Vi| ≥ ρ4/3n.

(ii) For every i ∈ [m], there are at least m−ρ3n indices j ∈ [m] such that |Vi∩Vj |, |V ′
i ∩V ′

j | ≤
ρ2n.

(iii) Every vertex v ∈
⋃m

i=1 Vi is in at most 2ρn sets among V1, . . . , Vm.
(iv) Every vertex v ∈

⋃m
i=1 V

′
i is in at most 2ρn sets among V ′

1 , . . . , V
′
m.

For every i ∈ [m], let Hi be a bipartite graph with the bipartition {Vi, V ′
i } and δ(Hi) ≥ (1 −

η)|Vi|. Let Gi be a random subgraph obtained from Hi by choosing each edge with probability p ≥
C log n/n independently at random, and G1, . . . , Gm are mutually independent. With probability

at least 1−n−C1/4
, for all i ∈ [m], there exists a perfect matchingMi of Gi, such thatM1, . . . ,Mm

are edge-disjoint.

Lemma 6.2 is used in two different ways. It is used in the proof of Theorem 6.1 to cover
leftover sets of certain colour classes with edge-disjoint matchings. It is also used in the proof
of Lemma 5.9 to find edge-disjoint matchings in the neighbourhoods of some vertices.

Proof of Lemma 6.2. Without loss of generality, we may assume that p = C logn
n . For every

i ∈ [m], let Ii ⊆ [m] be the set of indices j ∈ [m] \ {i} such that |Vi ∩ Vj |, |V ′
i ∩ V ′

j | ≤ ρ2n. By

our assumption, |Ii| ≥ m − ρ3n. For every i ∈ [m], j ∈ Ii, v ∈ Vi ∩ Vj , and w ∈ V ′
i ∩ V ′

j , we

have E|NGi(v)∩V ′
j |, E|NGi(w)∩Vj | ≤ ρ2C log n. Thus by Lemma 3.1, with probability at least

1− n−C2/3
, for all i ∈ [m], j ∈ Ii, v ∈ Vi ∩ Vj , and w ∈ V ′

i ∩ V ′
j , we have

(6.1) |NGi(v) ∩ V ′
j |, |NGi(w) ∩ Vj | ≤ 2ρ2C log n.

We construct the desired perfect matchings Mi in Gi for i ∈ [m], one by one. More precisely,
for every i ∈ [m], we aim to choose a perfect matching Mi in Gi such that it is edge-disjoint
from the previously chosen matchings M1, . . . ,Mi−1 from G1, . . . , Gi−1, respectively. Note that

if δ(Hi −
⋃i−1

k=1Mk) ≥ (1 − 500ρ1/6)|Vi|, then applying Lemma 5.2 with Hi −
⋃i−1

k=1Mk, |Vi|,
500ρ1/6 and C|Vi|

2n playing the roles of G, n, ε and C, respectively, we find ℓ := ⌈ρ
3/2C logn

20 ⌉ edge-

disjoint perfect matchings N1, . . . , Nℓ in Gi with probability at least 1− n−C1/3
. Let Mi := Nti

where ti is chosen uniformly at random from [ℓ]. Then, Claim 1 (stated below) and (6.1)
imply that we can find the desired matchings Mi in Gi for all i ∈ [m] with probability at least

1− n−C2/3 −m · (n−C1/3
+ n−C) ≥ 1− n−C1/4

, proving our lemma.

Claim 1. For every i ∈ [m], the minimum degree of Hi −
⋃i−1

k=1Mk is at least (1 − η)|Vi| −
200ρ3/2n ≥ (1− 500ρ1/6)|Vi| with probability at least 1− n−C .
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Proof of claim: Let i ∈ [m]. For every u ∈ Vi (or u ∈ V ′
i ), let Fi(u) be the set of indices

j ∈ [i − 1] ∩ Ii such that u ∈ Vj (u ∈ V ′
j , respectively), and let Gi(u) be the set of indices

j ∈ [i − 1] \ Ii such that u ∈ Vj (u ∈ V ′
j , respectively). For every j ∈ [i − 1] and u ∈ Vi (or

u ∈ V ′
i ), let Xj(i, u) be the indicator random variable for the event that uv ∈ Mj for some

v ∈ V ′
i (v ∈ Vi, respectively). Then for any u ∈ Vi (or u ∈ V ′

i ), we have

dHi−
⋃i−1

k=1 Mk
(u) = dHi(u)−

∑
j∈Fi(u)

Xj(i, u)−
∑

j∈Gi(u)

Xj(i, u).

Therefore, since |Gi(u)| ≤ m− |Ii| ≤ ρ3n, in order to prove the claim, it suffices to show that

X(i, u) :=
∑

j∈Fi(u)
Xj(i, u) ≤ 150ρ3/2n holds with probability at least 1 − n−C for all u ∈ Vi

(or u ∈ V ′
i ).

Without loss of generality we may assume that u ∈ Vi. Let Fi(u) = {j1, . . . , j|Fi(u)|}, where
j1 < j2 < · · · < j|Fi(u)| is the enumeration of the elements in Fi(u) in increasing order. Among
the ℓ edge-disjoint matchings we have found in Gjk (while choosing Mjk), by (6.1), there are at
most |NGjk

(u) ∩ V ′
i | ≤ 2ρ2C log n matchings which make Xjk(i, u) = 1. Thus,

P(Xjk(i, u) = 1 |Xj1(i, u), . . . , Xjk−1
(i, u)) ≤ 2ρ2C log n

ℓ
≤ 60ρ1/2.

Let B ∼ Bin(|Fi(u)|, 60ρ1/2). Since X(i, u) is stochastically dominated by B and |Fi(u)| ≤
2ρn by (iii) and (iv) of Lemma 6.2, we have P(X(i, u) > 150ρ3/2n) ≤ P(B > 150ρ3/2n) ≤
e−Ω(ρ3/2n) by Lemma 3.1. This proves the claim by taking a union bound for all u ∈ Vi ∪ V ′

i .
♦ □

6.2. Proof of Theorem 6.1.

Proof of Theorem 6.1. Choose new constants δ, γ such that 1/C ≪ δ ≪ γ ≪ ε.

We define disjoint subsets of G(3) as follows. For every c ∈ C1 ∪ C2, let Ac be the set of
triangles in G(3) of the form {u, v, c} where uv ∈ E(G[V1]) ∪ E(G[V2]), and let Bc be the set of

triangles in G(3) of the form {u, v, c} where uv ∈ E(G[V1, V2]).

To construct the desired set T ⊆ G(3)(G, p) of edge-disjoint triangles, we will expose triangles
in Ac(p) for c ∈ C1 in Step 1, and we will expose triangles in Bc(p) for c ∈ C1 in Step 2. We will
expose triangles in Ac(p) for c ∈ C ′

2 in Step 3, and we will expose triangles in Bc(p) for c ∈ C ′
2

in Step 4.

Step 1. Covering most of the edges in G[V1] ∪G[V2] ∪G[V1 ∪ V2, C1].

Let K := ⌊1/γ4⌋. Let {G1, . . . , GK} be a decomposition of G[V1] ∪G[V2] such that dGi(v) =

(1±n−1/3)n/K for every v ∈ V1∪V2 and i ∈ [K]. Let {C1
1 , . . . , C

K
1 } be an equitable partition of

C1. Suppose that for some i ∈ [K], by exposing triangles in
⊔i−1

j=1

⊔
c∈Cj

1
Ac(p), we have already

obtained the sets T1, . . . , Ti−1 of edge-disjoint triangles in G satisfying the following statements
(1:a)r–(1:d)r for r = i− 1.

(1:a)r The triangles in
⋃r

j=1 Tj are edge-disjoint. Moreover, for j ∈ [r], every triangle in Tj
contains exactly one vertex in Cj

1 , and two other vertices which are adjacent in Gj (thus
both vertices lie in either V1 or V2).

(1:b)r For every j ∈ [r] and c ∈ Cj
1 , let Tj(c) be the set of triangles in Tj containing c. Then

Tj(c) ⊆ Ac(p). Moreover, for s ∈ [2], if Ws(c) := Vs \
⋃

T∈Tj(c) V (T ), then

0.8γn ≤ |W1(c)| = |W2(c)| ≤ 2γn.

(1:c)r For all 1 ≤ j ̸= k ≤ r, cj ∈ Cj
1 , and ck ∈ Ck

1 , we have

0.64γ2n ≤ |W1(cj) ∩W1(ck)|, |W2(cj) ∩W2(ck)| ≤ 4γ2n.

(1:d)r For every s ∈ [2], j ∈ [r], and every v ∈ Vs, the degree of v in Gj [Vs]−
⋃

T∈Tj E(T ) lies

in [0.6γn/K , 2γn/K]. Moreover, v is in at most 2γn/K sets in {Ws(c)}c∈Cj
1
.
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Conditioning on the choices of T1, . . . , Ti−1 satisfying (1:a)r–(1:d)r for r = i−1, and exposing

triangles in
⊔

c∈Ci
1
Ac(p), with probability at least 1− n−C2/3

, now we show that there exists a

set of edge-disjoint triangles Ti such that (1:a)r–(1:d)r are satisfied for r = i. To that end, let
Hi be a 3-uniform hypergraph such that

V (Hi) := E(Gi) ∪ {vc : v ∈ V1 ∪ V2, c ∈ Ci
1},

E(Hi) := {{uv, uc, vc} : uv ∈ E(Gi), c ∈ Ci
1}.

Note that every vertex in Hi has degree (1 ± n−1/3) n
K , and |V (Hi)| = Ω(n2). Let Hi

p be the

random subhypergraph of Hi such that every edge {uv, uc, vc} ∈ E(Hi) is in Hi
p if and only if

{u, v, c} ∈ Ac(p). By Lemma 3.1, with probability at least 1− n−C2/3
, every vertex has degree

(1± δ)C logn
K in Hi

p.

For every s ∈ [2], c ∈ Ci
1 and all c′ ∈ Cj

1 with j ∈ [i−1], let Es(c, c
′) := {vc : v ∈Ws(c

′)}, and
let Vs(c) := {vc : v ∈ Vs}. For every w ∈ V1 ∪ V2, let V i(w) be the set of edges in Gi incident
to w, and Ci(w) := {wc : c ∈ Ci

1}. For c ∈ Ci
1, let us define

F(c) := {V1(c), V2(c)} ∪ {Es(c, c
′) : s ∈ [2], c′ ∈ C1

1 ∪ · · · ∪ Ci−1
1 },

Fi :=
⋃
c∈Ci

1

F(c) ∪ {V i(w) : w ∈ V1 ∪ V2} ∪ {Ci(w) : w ∈ V1 ∪ V2}.

Applying Lemma 5.4 to Hi
p with Fi playing the role of F , we obtain a matching Ni in Hi

p

such that for every S ∈ Fi,

(6.2) 0.8γ|S| ≤ |S \ V (Ni)| ≤ γ|S|.

Since {uv, uc, vc} ∈ E(Hi) naturally corresponds to {u, v, c} ∈ G(3), the matching Ni corre-
sponds to a set T ∗

i ⊆
⊔

c∈Ci
1
Ac(p) of edge-disjoint triangles in G such that

(A) Every triangle of T ∗
i contains an edge of Gi and a vertex of Ci

1. Thus the triangles in

T ∗
i are edge-disjoint from the triangles in

⋃i−1
j=1 Tj .

For every c ∈ Ci
1 and s ∈ [2], let T ∗

i (c) := {T ∈ T ∗
i : c ∈ V (T )} and let W ∗

s (c) := Vs \⋃
T∈T ∗

i (c) V (T ). By (6.2), (1:b)r for r = i − 1 and the correspondence between Ni and T ∗
i , we

have the following for every c ∈ Ci
1 and s ∈ [2].

(B) |W ∗
s (c)| ∈ [0.8γn, γn].

(C) For every j ∈ [i− 1] and c′ ∈ Cj
1 , we have

|W ∗
s (c) ∩Ws(c

′)| ∈ [0.8γ|Ws(c
′)|, γ|Ws(c

′)|] ⊆ [0.64γ2n, 2γ2n].

(D) For every v ∈ Vs, the degree of v in Gi[Vs] −
⋃

T∈T ∗
i
E(T ) lies in [0.6γnK , 1.2γnK ], and v is

in at most 1.2γn/K sets in {W ∗
s (c)}c∈Ci

1
.

For every s ∈ [2] and c ∈ Ci
1, the edges in Gi[Vs] covered by T ∗

i (c) form a matching. Thus,
we can remove ||W ∗

1 (c)| − |W ∗
2 (c)||/2 ≤ 0.1γn triangles from T ∗

i (c) independently at random so
that the resulting subset Ti ⊆ T ∗

i satisfies |W1(c)| = |W2(c)| for every c ∈ Ci
1, where Ws(c) :=

Vs \
⋃

T∈Ti(c) V (T ) for s ∈ [2]. Moreover, since |W ∗
s (c)| ≤ |Ws(c)| ≤ |W ∗

s (c)| + 0.2γn, (1:b)r is

satisfied for r = i by (B). By (A) and the fact that Ti ⊆ T ∗
i , (1:a)r is satisfied for r = i. For

every c ∈ Ci
1, we have |T ∗

i (c)| = (2n− |W ∗
1 (c)| − |W ∗

2 (c)|)/2, so by (B), |T ∗
i (c)| ≥ n− γn. Thus,

for every T ∈ T ∗
i (c), P(T ∈ T ∗

i (c) \ Ti(c)) ≤ 0.15γ, and for every s ∈ [2] and w ∈ Vs \W ∗
s (c),

P(w ∈ Ws(c)) ≤ 0.15γ. By straightforward applications of Lemma 3.1, (1:c)r and (1:d)r for
r = i follow from (B), (C) and (D).

Thus, by induction, we can construct T1, T2, . . . , TK satisfying (1:a)r–(1:d)r for r = K with

probability at least (1 − n−C2/3
)K ≥ 1 − Kn−C2/3

. Now we fix T1, . . . , TK satisfying (1:a)K–
(1:d)K .

Step 2. Covering remaining edges incident to a vertex in C1 using triangles containing an edge
of G[V1, V2].
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For each c ∈ C1, let Gc be a random bipartite subgraph of G[V1, V2] with the bipartition
{W1(c),W2(c)}, where every edge (u, v) ∈W1(c)×W2(c) is in Gc if and only if {u, v, c} ∈ Bc(p).

Exposing triangles in
⊔

c∈C1
Bc(p), by Lemma 6.2 , with probability at least 1 − n−C1/4

, for
all c ∈ C1, there exists a perfect matching Mc of Gc such that the matchings in {Mc}c∈C1 are
edge-disjoint. Now let T ′ := {{u, v, c} : uv ∈ E(Mc), c ∈ C1} ⊆

⊔
c∈C1

Bc(p). Note that the

triangles in T ′ are edge-disjoint from the triangles in T1 ∪ · · · ∪ TK .
Thus, the subgraph G′ := G −

⋃K
i=1

⋃
T∈Ti E(T ) −

⋃
T∈T ′ E(T ) of G satisfies the following

with probability at least 1− n−C1/5
.

(1:a’) dG′(c) = 0 for every c ∈ C1, and NG′(c) = V1 ∪ V2 for every c ∈ C2.
(1:b’) e(G′[V1]) = e(G′[V2]) ∈ [γn2/4, γn2] by (1:b)r for r = K.
(1:c’) For every j ∈ [2], γn/2 ≤ δ(G′[Vj ]) ≤ ∆(G′[Vj ]) ≤ 2γn by (1:d)r for r = K.
(1:d’) For every j ∈ [2] and v ∈ Vj , dG′(v, V3−j) ≥ (1− 2γ)n by (1:d)r for r = K.

Now we fix T ′ satisfying (1:a’)–(1:d’).

Step 3. Covering all remaining edges in G[V1] ∪G[V2] using edge-disjoint triangles containing
a vertex in C ′

2 ⊆ C2.

Let q := ⌈γ2/3n⌉. By (1:c’) and Vizing’s theorem, both G′[V1] and G′[V2] admit proper
⌊2γn + 1⌋-edge-colourings, so we can properly (and equitably) colour the edges in G′[V1] and
G′[V2] with q colours using Lemma 5.3. By (1:b’) and (1:c’), e(G′[V1]) = e(G′[V2]) ∈ [γn2/4, γn2],
so there exists an integer ℓ such that for every s ∈ [2], every colour class of G′[Vs] has size either

ℓ or ℓ+1, where ℓ ∈ [γ1/3n/6, γ1/3n]. For s ∈ [2], let M s
1 , . . . ,M

s
q be the colour classes of G′[Vs]

such that |M1
i | = |M2

i | for every i ∈ [q]. Recall that we assumed C ′
2 ⊆ C2 is a subset of size

⌊εn⌋, thus |C ′
2| ≥ ℓ+ 1.

Now we aim to construct a set T ′′ of edge-disjoint triangles in G′ covering all of the edges in
E(G′[V1]) ∪ E(G′[V2]) such that T ′′ ⊆

⊔
c∈C′

2
Ac(p). We will construct T ′′ as the disjoint union

of T ′′
r for r ∈ [q], where the triangles in T ′′

r cover all of the edges in M1
r ∪M2

r (thus the triangles
in T ′′ cover all of the edges in

⋃q
r=1(M

1
r ∪M2

r ) = E(G′[V1]) ∪ E(G′[V2])). To construct T ′′
r for

r ∈ [q], let |M1
r | = |M2

r | = nr ∈ {ℓ, ℓ + 1}, and let Sr := {{u, v, c} : uv ∈ M1
r ∪M2

r , c ∈ C ′
2}.

Note that
⊔

r∈[q] Sr ⊆
⊔

c∈C′
2
Ac. For every r ∈ [q], let C ′

2(r) ⊆ C ′
2 be any subset of size nr.

For every r ∈ [q], we will inductively construct T ′′
r satisfying the following property with

probability at least 1− n−C1/4
by exposing triangles in Sr(p).

(Qr) For every uv ∈ M1
r there exists a unique wuv ∈ C ′

2(r) and for every u′v′ ∈ M2
r , there

exists a unique w′
u′v′ ∈ C ′

2(r), such that the set T ′′
r consists of 2nr edge-disjoint triangles

of the form

{{u, v, wuv}, {u′, v′, w′
u′v′} : uv ∈M1

r , u
′v′ ∈M2

r } ⊆ Sr(p),

and they are edge-disjoint from the triangles in
⋃r−1

j=1

⋃
T∈T ′′

j
E(T ).

To that end, fix s ∈ [q]. Suppose we have already constructed T ′′
r satisfying (Qr) for r ∈ [s−1].

We now construct T ′′
s satisfying (Qr) for r = s.

Let G′
s := G′ −

⋃s−1
r=1

⋃
T∈T ′′

r
E(T ). Since T ′′

r satisfies (Qr) for r ≤ s − 1 and by (1:c’), the

following holds for every c ∈ C ′
2, j ∈ [2], and v ∈ Vj .

dG′
s
(c, Vj) ≥ n− 2q ≥ (1− 3γ2/3)n , dG′

s
(v, C ′

2) ≥ |C ′
2| −∆(G′[Vj ]) ≥ (1− γ2/3)|C ′

2|.(Q′
s)

For every j ∈ [2], let Gj,s
aux be an auxiliary bipartite graph such that V (Gj,s

aux) := C ′
2(s)∪M

j
s and

E(Gj,s
aux) := {{c, uv} : c ∈ C ′

2(s), uv ∈ M j
s , uc, vc ∈ E(G′

s)}. Then by (Q′
s), G

j,s
aux is a bipartite

graph such that each part has size ns = Ω(γ1/3n) and δ(Gj,s
aux) ≥ ns − 2q ≥ (1− 14γ1/3)ns. Now

for j ∈ [2], let Hj,s
aux be the random subgraph of Gj,s

aux such that every edge {c, uv} ∈ E(Gj,s
aux) is

in Hj,s
aux if and only if {u, v, c} ∈ Ss(p). By Lemma 5.2, with probability at least 1−n−C1/4

, there

exist perfect matchingsM1,s
aux andM2,s

aux in H1,s
aux and H2,s

aux respectively such that for every j ∈ [2],

M j,s
aux corresponds to a set T j,s

aux ⊆ Ss(p) of edge-disjoint triangles in G
′
s. Let T ′′

s := T 1,s
aux ∪ T 2,s

aux.
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Then the triangles in T ′′
s are edge-disjoint from the triangles in T ′′

1 ∪ · · · ∪ T ′′
s−1 by the definition

of G′
s. Hence T ′′

s satisfies (Qr) for r = s, as desired. Thus, by induction, T ′′
r satisfies (Qr) for

all r ∈ [q].
Let T ′′ :=

⋃q
r=1 T ′′

r and let G′′ := G′
q+1 = G′ −

⋃
T∈T ′′ E(T ). Then G′′ satisfies the following.

(3:a’) For every c ∈ C1, dG′′(c) = 0 and for every c ∈ C2 \ C ′
2, NG′′(c) = V1 ∪ V2 by (1:a’).

(3:b’) For every c ∈ C ′
2 and j ∈ [2], we have dG′′(c, Vj) ≥ (1−3γ2/3)n by (Q′

s) (with s = q+1).
(3:c’) e(G′′[V1]) = e(G′′[V2]) = 0 (since T ′′ covers all of the edges in G′[V1]) ∪ G′[V2]) and

dG′′(v, V3−j) ≥ (1− 2γ)n by (1:d’).

Step 4. Covering all remaining edges of G incident to each vertex of C ′
2 using triangles con-

taining an edge of G[V1, V2] and finishing the proof.

In this step we cover the remaining edges of G incident to C ′
2 with a set T ′′′ of edge-disjoint

triangles.
Note that for every c ∈ C ′

2, we have dG′(c, V1) = dG′(c, V2) by (1:a’). This combined with
the fact that T ′′

r satisfies (Qr) for all r ∈ [q], we have |NG′′(c) ∩ V1| = |NG′′(c) ∩ V2| for every
c ∈ C ′

2. By (3:b’) and (3:c’), we can apply Lemma 5.2 repeatedly for every c ∈ C ′
2, by exposing

triangles in Bc(p) to obtain a set {Nc}c∈C′
2
of edge-disjoint matchings in G′′ with probability at

least 1−n−C1/3
, where Nc is a perfect matching between NG′′(c)∩V1 and NG′′(c)∩V2 such that

{u, v, c} ∈ Bc(p) for every uv ∈ Nc.

Let T ′′′ := {{u, v, c} : c ∈ C ′
2, uv ∈ Nc}, and let T :=

⋃K
i=1 Ti ∪ T ′ ∪ T ′′ ∪ T ′′′. Let

H := G′′−
⋃

T∈T ′′′ E(T ) = G−
⋃

T∈T E(T ). We will show that H is the desired tripartite graph
satisfying (6.1:a) and (6.1:b).

Since H = G′′ −
⋃

T∈T ′′′ E(T ), by (3:a’) we have dH(c) = 0 for every c ∈ C1, and NH(c) =
V1 ∪ V2 for every c ∈ C2 \ C ′

2. Since the triangles in T ′′′ cover all remaining edges between C ′
2

and V1 ∪ V2, dH(c) = 0 for every c ∈ C ′
2. Moreover, e(H[V1]) = e(H[V2]) = 0 by (3:c’), so H

satisfies (6.1:a).
It remains to check that H satisfies (6.1:b). To that end, we claim that the divisibility

condition dH(v, V3−j) = dH(v, C2 \C ′
2) is satisfied for every j ∈ [2] and v ∈ Vj . Indeed, note that

dG(v, C1 ∪C2) = dG(v, V1 ∪ V2) = 2n− 1 for every v ∈ V1 ∪ V2, triangles in T are edge-disjoint,
and every triangle in T contains exactly one vertex in C1 ∪C2 and two other vertices in V1 ∪V2.
Hence, dH(v, C1 ∪ C2) = dH(v, V1 ∪ V2). Moreover, by (6.1:a), for every i ∈ [2] and v ∈ Vi,
dH(v, C1 ∪ C2) = dH(v, C2 \ C ′

2) = |C2| − |C ′
2| and dH(v, V1 ∪ V2) = dH(v, V3−i). Thus, we have

dH(v, V3−i) = |C2| − |C ′
2| for every i ∈ [2] and v ∈ Vi. Thus H satisfies (6.1:b), as desired. □
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