UNIVERSITYOF
BIRMINGHAM

iversit}/]ofBirmin am
esearch at Birmingham

Improving the accuracy of PEPT algorithms through

dynamic parameter optimisation

Herald, Matthew; Sykes, Jack; Parker, David; Seville, Jonathan; Wheldon, Tzany; Windows-
Yule, Christopher

DOI:
10.1016/j.nima.2022.167831

License:
Creative Commons: Attribution (CC BY)

Document Version
Publisher's PDF, also known as Version of record

Citation for published version (Harvard):

Herald, M, Sykes, J, Parker, D, Seville, J, Wheldon, T & Windows-Yule, C 2023, 'Improving the accuracy of
PEPT algorithms through dynamic parameter optimisation’, Nuclear Instruments & Methods in Physics
Research. Section A. Accelerators, Spectrometers, Detectors, vol. 1047, 167831.
https://doi.org/10.1016/j.nima.2022.167831

Link to publication on Research at Birmingham portal

General rights

Unless a licence is specified above, all rights (including copyright and moral rights) in this document are retained by the authors and/or the
copyright holders. The express permission of the copyright holder must be obtained for any use of this material other than for purposes
permitted by law.

*Users may freely distribute the URL that is used to identify this publication.

*Users may download and/or print one copy of the publication from the University of Birmingham research portal for the purpose of private
study or non-commercial research.

*User may use extracts from the document in line with the concept of ‘fair dealing’ under the Copyright, Designs and Patents Act 1988 (?)
*Users may not further distribute the material nor use it for the purposes of commercial gain.

Where a licence is displayed above, please note the terms and conditions of the licence govern your use of this document.

When citing, please reference the published version.

Take down policy
While the University of Birmingham exercises care and attention in making items available there are rare occasions when an item has been
uploaded in error or has been deemed to be commercially or otherwise sensitive.

If you believe that this is the case for this document, please contact UBIRA@Ilists.bham.ac.uk providing details and we will remove access to
the work immediately and investigate.

Download date: 16. May. 2024


https://doi.org/10.1016/j.nima.2022.167831
https://doi.org/10.1016/j.nima.2022.167831
https://birmingham.elsevierpure.com/en/publications/b646975f-b6c0-4885-8fb8-3acd3e9a6ccf

Nuclear Inst. and Methods in Physics Research, A 1047 (2023) 167831

=
Contents lists available at ScienceDirect

NUCLEAR
INSTRUMENTS
&METHODS
IN

PHYSICS
RESEARCH

Nuclear Inst. and Methods in Physics Research, A

journal homepage: www.elsevier.com/locate/nima

Improving the accuracy of PEPT algorithms through dynamic parameter n

Check for

optimisation

Matthew Herald **, Jack Sykes >*, David Parker ®, Jonathan Seville », Tzany Wheldon >¢,
Christopher Windows-Yule »¢

aSchool of Chemical Engineering, University of Birmingham, Birmingham, United Kingdom
b School of Physics and Astronomy, University of Birmingham, Birmingham, United Kingdom
¢ Positron Imaging Centre, University of Birmingham, Birmingham, United Kingdom

ARTICLE INFO ABSTRACT

Keywords: Positron emission particle tracking (PEPT) is used to study a wide range of scientific, industrial, and biomedical
PEPT systems, typically those inaccessible through conventional optical particle tracking techniques. However, in
Compton scattering dense or thick-walled systems a fraction of the coincident gamma-rays emitted from a PEPT tracer, called

Monte Carlo
GATE
Digital-Twin

Lines-of-Response (LoRs), are attenuated via Compton scattering. Additionally, at high source activity, random
LoRs may be formed by two unrelated events. The incorporation of scattered or random LoRs decreases PEPT
spatial accuracy and can distort the trajectory. In this work, we use validation experiments and simulations to
investigate the spatial accuracy of the Birmingham Method (BM) PEPT algorithm when two key free parameters
are changed: the total number of LoRs in the sample and the fraction of LoRs in the sample used to locate the
tracer. Our results show that the default algorithm parameters are not suitable for all cases, however, Monte
Carlo simulations of PEPT experiments can be used to estimate the optimal parameter values. Ultimately a
variant of the BM, called Dynamic-BM, is demonstrated in a virtual PEPT experiment. Dynamic-BM uses the
optimal parameters on a sample-by-sample basis improving PEPT accuracy in this case by 4.03% over the best
constant parameters and 76.5% over the default parameters. These improvements make PEPT a more accurate
and thus more useful tool.

1. Introduction radio-nuclide distribution at a comparatively high temporal resolution
(>100 Hz) [3]. This allows PEPT to extract information from systems
Many types of systems used in scientific, industrial, and biomedical such as the velocities of individual tracers, granular temperature, and

applications pose a challenge for those who study them since the
internal dynamics of fluids and solids are often difficult to observe
directly. This is because the materials themselves are opaque, they are
inaccessible behind the system’s opaque walls or both. To better under-
stand what is happening inside these systems, a fully three-dimensional,

flow dynamics in engineering systems that PET cannot provide. In
the decades of research since PEPT was first introduced, PEPT has
been shown to capture tracer trajectories with high spatiotemporal
resolution and used to study a wide range of systems [4]. For example,

Lagrangian particle tracking technique called positron emission particle PEPT has been used to characterise flow regimes in gas-fluidised and
tracking (PEPT) was developed [1]. The PEPT technique locates a vibro-fluidised beds, analyse the shape and behaviour of granular beds
quasi-point, positron-emitting tracer by detecting coincident 511 keV in rotating drums, and measure the Reynolds stress and turbulent
gamma-rays generated from positron-annihilation [2]. Using samples kinetic energy budget in pipe-flow [5-8]. The basic principle of PEPT
on the order of 100 of these rays, which are termed lines-of-response is shown in Fig. 1.

(LoRs), the location where the LoRs converge is determined to be
the tracer’s position. Tracers are tracked over time using subsequent
samples of LoRs to develop a trajectory. The PEPT technique is similar
to positron emission tomography (PET), in so far as it uses the same
types of tracers and detectors, but where PET produces images of

Ideally, all of the LoRs should lead back to a single point which
is the tracer location and these are termed ‘true’ LoRs [9]. However,
LoRs may also be ‘scattered’ or ‘random’. Scattered LoRs are formed
when one or both gamma rays in an LoR undergo scattering before

the 3-dimensional radio-nuclide concentration throughout the imaging reaching the detector. The most common type of scattering for 511
volume at a low temporal resolution (<1 Hz), PEPT assumes a quasi- keV gamma-rays is Compton scattering, which is an inelastic scattering
point tracer and returns the 3-dimensional centre of the discrete tracer’s process that occurs when a photon interacts with an electron, lowering
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Fig. 1. 511 keV gamma-rays are collected using two opposing radiation detectors and form an LoR (left). When processed with a PEPT algorithm, the LoRs reveal the tracer

location (right).
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Fig. 2. A scattered LoR is formed when one or both gamma rays undergo Compton scatter (left). A random LoR is formed when two unrelated gamma rays are detected within

the coincidence window (right).

the energy of the photon and changing its direction [10,11]. A scattered
LoR, shown in Fig. 2, does not intersect the source location and is
therefore corrupted for PEPT. While 511 keV gamma-rays are much
more penetrating than visible light and X-rays, like all forms of elec-
tromagnetic radiation, they exponentially attenuate. For a beam of 511
keV gamma-rays with initial intensity I, the amount that penetrates
without attenuating is dependent only on the material thickness, Ax,
and the linear attenuation coefficient, u, as shown in Eq. (1) [12].

(€Y

A ‘random’ LoR may also be formed between two unrelated events
within the energy window. Since the two gamma rays in a random
LoR originate from separate positron annihilations, the LoR is corrupt
and will not intersect the source location. The rate of random LoRs
is predictable and determined by the count-rate of individual ‘singles’
events between two detectors, .S, and the coincidence window, ,
shown in Eq. (2) [13]. Since the rate of random LoRs squares with the
singles rate, at high count-rates random LoRs may form a large fraction
of the LoRs in a sample. A diagram of a scattered and random LoR is
shown in Fig. 2.

I = Iyexp (—udx)

R=215,5, @)

The Birmingham Method (BM) PEPT algorithm was designed with
the fact in mind that many LoRs in a sample may be corrupted, thus
only a fraction of the LoRs in a sample should be used to find the tracer
position [2]. The BM works by minimising the sum of the distances
of an estimated tracer position to each LoR in the sample, described

by Eq. (3), where D(N) is the sum of all the distances in the sample
of LoRs, N, and 6;,(m) being the three-dimensional distance of an
individual LoR to the estimated tracer location, m [8]. Once the tracer
position is estimated and the distances of LoRs to the position known,
the LoR furthest from this point is removed and the remaining LoRs
are recycled to update the estimated position. This iterates until only
a user-specified fraction of the LoRs remain, f. This process is shown
in Fig. 3. The BM has two free parameters: the fraction of the LoRs
remaining in the initial sample, f, and the total number of LoRs in a
sample, N, g,- The default parameters of the BM are 0.05 and 250 for
f and N g, respectively. These parameters are conservative so that
they can be applied to many different systems and produce reasonable
trajectories.

D(N) = " 81,p(m) 3)
N

It is known that thicker and denser systems will cause more scat-
tered LoRs and that more active tracers will cause more random LoRs.
However, little has been done to develop ways to understand how this
affects PEPT measurements and, further, predict the values for f and
N;,rs Which will maximise the spatial accuracy of the BM. In recent
work, a method to find the optimal N, has been proposed [14]. This
method relies on using a large enough sample to give adequate statistics
but is limited such that the tracer does not move significantly compared
to the measurement uncertainty during the time used to locate the
tracer. This can be summarised in Eq. (4), where w is a detector-specific
parameter for spatial resolution, R is the detection rate of LoRs, and v is
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Fig. 3. A sample of LoRs and the initial guess for the tracer position (left). After a fraction of the LoRs furthest away from the initial guess are removed, the remaining LoRs are

re-clustered for a more accurate position (right).

the tracer velocity. However, this approach can only be used accurately
if the tracer velocity and f are known, which is often not the case.
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v

In this work, we use PEPT measurements and simulations to inves-
tigate how the spatial accuracy of the BM is affected by the parameters
f and N g, under a range of experimental conditions, including both
stationary and moving tracers. In addition to real experiments, a Geant4
Application for Tomographic Emission (GATE) v 9.1 model of the
ADAC Forte, validated to within 10% of experimental measurements,
is used to recreate the experiments [15,16]. These serve as further
validation for the model and are later expanded to test a range of
conditions not explicitly considered during the experiment. The values
for f and N, g, which maximise the spatial accuracy for each PEPT
trajectory are extracted as a function of the tracer position. To utilise
this information, a new version of the BM, called the Dynamic-BM
(DBM), is developed which dynamically changes the fraction of LoRs
remaining in the sample and the sample size of LoRs based on an es-
timate of the tracer position found using non-optimal parameters. This
new method is expected to provide both higher spatial and temporal
resolution than the original BM algorithm since it can use the optimal
parameter combination on a sample-by-sample basis. Moreover, this
removes the necessity for trial and error optimisation as well as the cost
this engenders and provides a justifiable reason why certain parameters
were chosen.

2. Methods

Two experiments are created to investigate how N . and f vary
under different conditions. The first experiment consists of low-activity,
static tracers placed in the centre of the ADAC Forte dual-headed
positron camera. This system is depicted in Fig. 4. The tracer is sur-
rounded by a cylinder of material to induce Compton scattering. The
experiment is repeated with six materials detailed in Table 1; this shows
how the fraction of corrupted LoRs affects the optimal f parameter. The
second experiment is a moderately high-activity tracer fixed to the end
of an impeller rotating at 100 RPM in an attritor mill. The BM is used
with a range of f and N; g, to track the tracer, and then the PEPT
trajectories are compared to the predicted tracer position based on the
known rotation rate and initial position to calculate the mean spatial
error. The combination of parameters that maximises the mean spatial
accuracy of the trajectory is found. This shows how the optimal N g,
is affected by tracer motion.

Both the static tracer experiments and the attritor mill experiment
are recreated in GATE to serve as validation of the model. Subse-
quently, the GATE model of the attritor mill is then used again to place

the tracer in a range of possible initial positions which will result in
different fractions of corrupted LoRs and a range of tracer velocities.
Each trajectory is analysed using the BM and the optimal parameter
combination is extracted as a function of the tracer position. Ultimately,
these virtual PEPT experiments are used to observe how f and Nj g,
change throughout the attritor mill system and are used to develop the
DBM algorithm. The performance of the DBM will be compared to the
best constant parameters and also the default algorithm parameters.

2.1. Static tracer experiment

A small tracer, on the order of the range of positrons in the material
and PEPT uncertainty, should be used to ensure the detected LoRs form
a tight cluster near the tracer. The tracer chosen for this experiment
is a 1 mm diameter sphere of anion exchange resin labelled with
fluorine-18 (F-18). F-18 is an ideal positron-emitting isotope for PEPT
because it has one of the lowest energy spectra for positrons and thus
a low range [17]. The anion exchange resin adsorbs F-18 ions from a
solution of radioactive water produced on-site at the Positron Imaging
Centre [18]. On the day of the experiment, the tracer was activated
with an initial activity of 2.8 MBq and placed inside a 0.5 ml plastic
vial for handling. According to a recent characterisation of the ADAC
Forte, a tracer of 2.8 MBq will produce less than 5% random LoRs,
meaning nearly all LoRs not intersecting the tracer location will most
likely have undergone Compton scattering before being detected [15].

To attenuate the 511 keV gamma-rays, the vial is placed in the
centre of an 800 ml cylindrical glass beaker filled to 500 ml with
bulk density attenuating material. The inner diameter of the beaker is
100 mm and filled to the height of 65 mm, confirming that a volume
of material of approximately 500 ml is used. The wall thickness of
the beaker is 5 mm. Once filled, the beaker’s mass was measured. The
initial mass of the beaker was subtracted to find the total mass of the
attenuating material. The density of the materials, p, is calculated by
dividing the mass by the volume. The materials and their properties
are listed in Table 1. Materials like air and high-density polyethene
(HDPE) have low linear attenuation coefficients, yx, while steel and
copper have larger coefficients, meaning they will attenuate a larger
fraction of the gamma rays [11]. A small sample of some of these
materials and the filled beaker is shown in Fig. 4. The fact that materials
are bulk and porous is not expected to have an effect in this experiment
since the diameters of the materials are much smaller than the diameter
of the beaker. The attenuation of gamma rays in this experiment will
approximate those of a perfectly continuous attenuation medium.

During the experiment, the beaker is placed in the centre of the field
of view (FOV) of the ADAC Forte. The Forte is a dual-headed positron
camera used for PEPT at the Positron Imaging Centre and is the most
extensively used detector system for performing PEPT experiments [8,
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Fig. 4. A small sample of four of the materials used to induce attenuation (left). From left to right: steel, copper, glass, and MCC. The beaker is filled with steel balls and the

source is placed in the centre of the field-of-view (FOV) of the Forte (right).

Table 1
List of the bulk materials and their attenuating properties [11].

Material P (g/cm?®) /Py (em*/g) u (em™) Attenuation (%)
Air 0.00129 0.0806 0.000111 19.4
HDPE 0.890 0.0931 0.0828 64.8
MCC 1.421 0.0915 0.130 78.0
Glass 1.661 0.0858 0.143 80.7
Steel 4.425 0.0832 0.368 98.0
Copper 5.025 0.0827 0.415 98.7

19,20]. It is comprised of two opposing large-area sodium iodide crys-
tals, 16 mm thick, each with an active area of 380 x 510 mm [15].
The intrinsic efficiency of the Forte is reported to be approximately
23% and it has an energy resolution of 14% [15]. Ideally, an energy
window should be set as narrowly as possible around 511 keV, to
exclude photons that have Compton scattered [21], but broad enough
not to exclude valid annihilation pairs. The energy window is set to
50% to capture all true LoRs, yet inevitably recording some scattered
LoRs which can later be discarded by the Birmingham algorithm. The
two heads of the Forte have an adjustable separation and for this
experiment are set to their maximum separation of 800 mm to achieve
the most uniform illumination. Each material is imaged until more
than 1,000,000 LoRs have been collected, which is enough to locate
the tracer several times using the BM across a range of N; . in the
sample size. Since the position of the tracer is not known exactly, the
standard deviation of the PEPT detected position, the PEPT precision, o,
is used to quantify the performance of different / and N, parameter
combinations. This is calculated using Egs. (5) and (6), which is the
three-dimensional standard deviation of the detected positions.

%2
N EREE, -
O'=\/O"%+65+O'§ (6)

2.2. Moving tracer experiment

In previous work, the spatial accuracy for static tracers has been
shown to improve when more LoRs are used per sample [22]. However,
in real PEPT experiments, the tracer typically moves throughout the
system. This movement limits the N, . per sample if the tracer moves
more than a few millimetres between the detection of the first and last
LoRs in the sample. If the tracer moves more than this, particularly

if the tracer is changing direction or accelerating, the PEPT-detected
position will incur higher spatial errors [2,23]. Thus there should
always exist an optimum N, per sample for a given system at a given
point in time.

To investigate this in a system representative of a PEPT experiment,
an attritor mill is placed near the centre of FOV and a tracer is fixed
to the end of the impeller as it rotates in the mill at 100 RPM. Mills of
this type are used across a wide range of industrial and pharmaceutical
applications and have been studied in the past using PEPT [24,25]. Due
to the thick steel walls and predictable circular rotation of a particle
fixed to the impeller, this system is an ideal candidate to investigate the
effect of N, r, on the spatial accuracy of the BM. In other work, similar
rotating systems have been used to better understand how changing the
parameters f and N; g, affects PEPT measurements [2,26]. The attritor
mill and a schematic of the mill dimensions are shown in Fig. 5.

The tracer used for this experiment is a 1.2 mm diameter MCC bead
activated with a solution of F-18 and water to an initial activity of 22
MBq. A tracer of this activity is ideal for PEPT experiments in the Forte
since this is approximately the activity which will produce the highest
true LoR count-rate before dead-time and random LoRs degrade the
measurement [15]. This tracer is taped to the end of the upper impeller
in the attritor mill at a radius of 63 mm. At 100 RPM the tracer will
rotate at a constant velocity of 660 mm/s. The mill is then placed near
the centre of the FOV of ADAC Forte at a head separation of 510 mm.
The mill is imaged over approximately 1 min (i.e. 100 rotations) to be
able to develop good statistics of the tracer locations as it rotates.

To assess the performance of different f and N, combinations
using the BM, first, each directional component of the PEPT trajectory
is fitted to a sinusoidal equation as a function of time, 7, as shown
in Eq. (7). The amplitude, A, in the x and z components should be
approximately 63 mm and in the y component, O if the mill is perfectly
oriented with respect to the detector axes. Since the mill is likely
not perfectly level a sinusoidal equation is fit to the y-component as
well. The rotation rate, w, is approximately 100 RPM, and ¢ is the
phase shift which depends on the initial position of the tracer. The
PEPT deviation from this motion is calculated by comparing each PEPT
detected position to the predicted position using the fitted equations.
In this way, the mean spatial error of the trajectory is calculated using
Egs. (8) and (9).

Xpi(1) = Asin(wt + @) + ¢ 7

Ex, = |xPEPT,- - XFn,-| (8)



M. Herald, J. Sykes, D. Parker et al.

Nuclear Inst. and Methods in Physics Research, A 1047 (2023) 167831

> 14 mm
Fixed Tracer

Location \

180 mm

I
10 mm Tttt Q 22 mm
20 mm
15 mm __-__E : v
TTr e25mm !
: 70 mm :

Fig. 5. The attritor mill near the centre of the FOV of ADAC Forte (left). A schematic of the dimensions of the mill and the tracer fixed to the impeller (right).
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2.3. Monte Carlo model

GATE v 9.1 is a powerful tool used to simulate radioactive sources,
detectors, and geometries commonly found in medical imaging and
radiotherapy applications [27]. PEPT relies on the same equipment as
in medical imaging, thus GATE can reliably be used to create virtual
PEPT experiments without having to extend the existing toolkit [22,
28]. The GATE model of the ADAC Forte used in this work has been
validated using a characterisation of the detector when it was installed
at the Positron Imaging Centre and calibration experiments following
an industry-standard protocol, showing agreement between simulation
and experiment to within 10% across all tested metrics [15]. The model
includes all of the major structural components of the ADAC Forte
such as the sodium-iodide scintillation crystal, back compartment, and
cover around the detector heads. The model also includes the ‘digitizer’
which is based on the pulse-processing stages of the detector, crucial for
replicating the spatial resolution, sensitivity, and count-rate response of
the detector [29].

The ADAC Forte’s digitizer is responsible for converting the inter-
actions of the simulated gamma-rays with the scintillation crystals,
termed ‘hits’, into a ‘pulse’ which is analogous to what would be
produced by the real detector by passing the time, position, and energy
of the hit through blurring filters. This is needed because the simulation
produces exact values, but in reality, some characteristic imprecision is
present. A flow diagram of the ADAC Forte’s digitizer is shown in Fig. 6.
Once the hit is registered, the information from the interaction such
as the time, position, and energy absorbed by the crystal is recorded
as a GATE pulse. Next, a series of blurring filters are added to match
the time resolution, spatial resolution, and energy resolution of the
detector. In the simulation, the values for these pulse properties are
known absolutely and must be blurred to mimic the imprecision of
real detectors. Next, the pulses which fall near to each other in a short
time window of 400 ns are allowed to pile-up on one another forming
a combined signal. After this step, energy thresholds for recording
the pulse are added which ensures that only pulses falling within the
threshold will trigger a detector response, excluding pulses below 250
keV and 950 keV. Pulses falling within this range trigger the detector to
record them and this creates a period where no pulses can be recorded
called dead-time. The dead-time model used for the single pulses is a
paralysable model with a dead-time of approximately 1.2 ps which can
be restarted by another pulse [30]. Of the recorded singles pulses, only
those falling within a 50% energy window of the 511 keV photo-peak,
which is 360 keV to 640 keV, are considered for forming a coincidence

Time Spatial Energy

Resolution Resolution Resolution File-UP

Energy
Threshold

ADAC Forte Digitizer
Model

Singles
Dead-Time

Final
Coincidences

Energy
Window

Coincidences

Coincidence
Window

Coincidence
Dead-Time

Fig. 6. The ADAC Forte’s digitizer is represented as a flow diagram of the
pulse-processing stages.

if another pulse on the opposite head of the detector records a single
within the coincidence window of 15 ns. Finally, from the coincidences
that are formed, an additional non-paralysable coincidence dead-time
of 1.2 ps is used to filter the data following the data write speed
limitation of the detector, which forms the final coincidences. These
final coincidences are what are ultimately considered the LoRs which
are used for PEPT [15].

This GATE model of the ADAC Forte is first used to repeat the
experiments described in Sections 2.1 and 2.2 for comparison and
further validation. After this, the GATE model and recreated attritor
mill are used to expand the tested conditions to observe how the
optimal combination of f and N;,r, changes throughout the system.
These optimal parameters are used in Section 2.4 to develop the DBM
algorithm.

2.3.1. Static tracer simulation

Following the previously described experiments, the tracer, ge-
ometry, and detector for the static tracer experiments are replicated
in GATE. This starts by creating a radioactive tracer defined as a
1 mm diameter resin sphere, emitting positrons with an F-18 energy
spectrum. The tracer is placed inside a geometric model of the glass
beaker which has been filled with 500 ml of bulk-density material. A
cross-section of the beaker and source geometry is shown in Fig. 7. To
replicate the attenuation of each material, new material definitions are
added to the GATE material database which is described in Table 1.
The tracer is prescribed an activity equal to that of the tracer’s activity
at the beginning of each data acquisition. Initially, the tracer was
approximately 2.8 MBq at 11:48 am, but by the end of all experiments
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Fig. 7. The ADAC Forte dual-headed positron camera at the Positron Imaging Centre (left).

the centre of the FOV (right).

decayed to approximately 1.3 MBq. For each simulation, the activity is
adjusted accordingly to compensate for decay. Finally, the tracer and
beaker are placed in the centre of the FOV of the GATE model of the
ADAC Forte. The detector separation is set to 800 mm. While the exact
positions of the tracers simulated in GATE are known, Eq. (6) is still
used to calculate the PEPT precision to compare the real experiment
and simulations directly.

2.3.2. Moving tracer simulation

In a similar manner as before, the moving tracer experiment is
recreated in GATE. The model of the ADAC Forte is the same as the
model used for the static tracer experiment and the head separation is
set to 510 mm, which is as close to the system as the detectors could
be set. A lower head separation results in higher geometric efficiency,
meaning LoRs can be collected at a higher rate. At the time of the
experiment, the tracer was measured to approximately 20 MBq. This
is modelled in GATE as a 1.2 mm diameter sphere emitting positrons
with an F-18 energy spectrum.

The mill dimensions can be found on the right-hand side of Fig. 5
and the GATE model of the mill is shown in Fig. 8. It consists primarily
of a 70 mm diameter vessel lined with polyethylene and a stainless-steel
impeller with 4 pins. The polyethylene liner is 10 mm thick and the
outer stainless-steel wall is 5 mm thick. The inside of the vessel is filled
with air to match the experimental conditions. In a real experiment,
the mill will be filled with grinding material. To recreate this in GATE,
the model could be filled with a volume of the bulk density material,
or a Discrete Element Method simulation can be used to calculate the
three-dimensional density distribution and this can be imported into
the simulation using a voxel array [23] (see Fig. 8).

The whole mill is rotated about the y-axis at 100 RPM to induce
particle motion. This is achieved through discrete rotations of every
simulation time-step of 0.0005 s. For the tracer fixed at a 63 mm
radius, this results in a change in position of approximately 0.33 mm
per time-step. This is smaller than the tracer diameter and can thus be
safely used to mimic continuous tracer motion. The GATE simulation
produces LoRs which are processed in the same way as real PEPT data.
A range of different f and N, are used to locate the tracer. The
PEPT trajectory is then compared back to the GATE-prescribed tracer
positions using Egs. (7)-(9). The GATE simulated tracer’s position is
known exactly and there is no variability in its rotation rate or system
vibration present. As such, the spatial accuracy of the GATE simulated
tracer is expected to be somewhat higher than in the real experiment.

GATE model of the Forte with a cutaway of the experimental geometry and source in

2.4. Dynamic Birmingham Method

In PEPT experiments, the scattering environment and detector sen-
sitivity change as a function of the tracer position. The amount of
corrupted LoRs in a sample affects the optimal f while the sensitivity
affects the optimal N, x,. However, the BM uses constant parameter
values. This means users must choose a conservative parameter com-
bination that will work over the whole data set. Inevitably, this will
return trajectories with lower spatial accuracy than is theoretically
possible. To solve this problem, a variant of BM is developed called
Dynamic-BM (DBM), ‘Dynamic’ because it can dynamically change
f and N, to the optimal values determined by a Monte Carlo
simulation of the experiment as the tracer moves through the system.

Initially, the DBM uses constant values of f and N, g, to estimate
the position of the tracer. Then, for each initially-estimated tracer
position, the optimal parameter values are looked up from a table
produced by Monte Carlo simulation. To use this table, the predicted
3-dimensional location of the tracer and other optional information
is input, then the closest simulated position is found and the optimal
parameters are output. This approach relies on the user simulating a
sufficiently high number of possible tracer positions within the system
such that the change in parameter values between adjacent simulated
positions is smooth. The Monte Carlo simulations must be analysed
before using the DBM to generate the optimal parameter look-up table.

To test the DBM, the attritor mill is simulated using GATE with the
tracer placed in a range of initial positions. This is done to investigate
the whole system’s behaviour rather than only a single region. To match
the experimental conditions, the mill is rotated at 100 RPM and the
tracer activity is set to 22 MBq. Each tracer position is a new GATE
simulation. The initial tracer positions are seeded in one quadrant of
the mill to take advantage of the symmetry of the system. The positions
are created in regular intervals in the x and z direction from 0-60 mm
in 20 mm steps and the y-direction from —50-50 mm in 12.5 mm
steps. The positions falling outside of the system or intersecting the
impeller are removed, leaving a total of 84 positions. Since the impeller
is rotating the position of the tracer is important for the optimal f
and N, g, values since it will cause different amounts of scattering
depending on its rotated angle. In the simulation, the rotation of the
impeller is prescribed so it is known, but during a PEPT experiment, this
can be more difficult to ascertain. However, the ADAC Forte can record
readings from an optical switch directly into the data file, allowing the
impeller rotation angle to be recorded throughout an experiment [31].



M. Herald, J. Sykes, D. Parker et al.

ADAC Forte detector

n |

Nuclear Inst. and Methods in Physics Research, A 1047 (2023) 167831

Grey: Steel shell
Blue: Polyethylene liner

Impeller
shaft

6 mm diameter m
glass bead ‘

Fig. 8. The GATE model of the ADAC Forte dual-headed positron camera (left) and a cut-away of the attritor mill (right). In the cut-away, the major components are labelled.

The 360° is divided into 30° increments and the optimal f and N g,
are calculated over this range.

To use the look-up tables, first, the amount the mill is rotated must
be determined. This is done by multiplying the time by 360° and divid-
ing by the rotation period, 0.6 s. Since all rotations beyond 360° are
duplicates of previous rotations, a modulo operation is performed. Then
all the simulated positions within the nearest rotation are compiled and
the values of f or N, g, for the position closest to the PEPT estimated
position are extracted. Using this method, the optimal f and Nz
of any point within the system can be determined. Due to the change
in N g, per sample, the number of detected positions in a trajectory
processed using the BM and the DBM may vary. To ensure the changing
parameters are used at the appropriate position within the data set, the
f and N g, are linearly interpolated as a function of time and the
average time of the LoRs in each sample is used to compute the exact
parameter values.

To assess the performance of the DBV, it is compared to both the
default BM parameter values of 0.05 f and 250 N, g, as well as the
best constant parameter values. This represents the default and the
best possible BM performance, showing how dynamically changing the
parameter values improves PEPT algorithms. The method of compar-
ison between the PEPT-detected trajectories and the GATE-prescribed
trajectory is the same as in Section 2.3.2.

3. Results and discussion
3.1. Model validation results

Each of the static tracer experiments described in Sections 2.1 and
2.2 produce a unique amount of attenuation. Some of the coincident
511 keV gamma-rays attenuated via Compton scattering are inadver-
tently passed to the PEPT algorithm as corrupted LoRs. When the
attenuating medium is air, the amount of corrupted LoRs is relatively
low, but as the medium becomes more attenuating, a larger fraction of
LoRs are corrupted. This is clearly shown in Fig. 9 where the LoRs from
the air, glass, and copper attenuation experiments are plotted.

Since these materials produce different fractions of corrupted LoRs,
the optimal f for each experiment should be a unique value. The
LoRs from the real experiment and simulations were both processed
using the BM under a range of f and N, i, and the variation of the
standard deviation in position for different combinations of the two
parameters is plotted as colour variation in Fig. 10. These plots show
that for static tracers the optimal value of f is decreased when more
corrupted LoRs are present and the standard deviation in the position
decreases as more N, g, per sample are used. The experiment and
GATE simulations closely agree across all the parameter combinations,
both in the optimal values for f and in the standard deviation in the

Table 2
Comparisons of the experiment and simulation in the optimal parameters
for the moving tracer experiment.

Method Optimal f Optimal N,
Experiment 0.275 1400
Simulation 0.25 1300
Percent error (%) -9.09 -7.14

tracer position. For a static tracer, the optimal value for f remains
constant and the standard deviation in position will always decrease
with greater N r,. The optimal values for f across all the materials
tested for both the experiment and the simulation are shown in Fig. 11.
Additionally, the values for f which minimise the uncertainty are
plotted against the fraction of true LoRs in Fig. 12 demonstrating that
f must lower when more attenuation occurs. Moreover, this shows that
the values for f which minimise position uncertainty are approximately
equivalent to the fraction of true LoRs in the sample. This, until now,
has been an assumption of the BM, but this provides the first direct
evidence that this assumption is true. The experiment and simulation
provide similar values in both the overall PEPT precision across all the
parameter combinations tested and also the values of f which minimise
the uncertainty for a given N g..

A similar analysis was conducted for the moving tracer experiment.
A 22 MBq tracer was fixed to the impeller of an attritor mill and rotated
at 100 RPM. In this case, a position error was calculated using Eq. (7)
for the experiment and simulation. A range of constant f and N g,
values are used with the BM to assess the spatial errors produced under
different parameter combinations. Trajectories of the experiment and
simulation are presented in Fig. 13 showing that the rates of detection
are approximately the same. In Fig. 14, the parameter values for f
and N, g, are varied to assess their effect on the spatial error of the
reconstructed PEPT trajectory and to find the optimal combination of
parameters. The experimental plot has a generally higher error be-
cause the error was calculated using fitted functions, assuming perfect
circular motion, whereas the GATE simulations benefit from having
analytical functions describing the tracer motion. From Fig. 14, the
optimal values for f and Nz, for the real experiment are determined
to be 0.275 and 1400, respectively. Similarly, the optimal parameters
for the simulation are determined to be 0.25 and 1300, respectively.
The optimal parameters and their percent errors are shown in Table 2.

3.2. Applying the Dynamic Birmingham Method to an attritor mill
The GATE simulations of the attritor mill are expanded to test a

range of initial particle positions. In a real PEPT experiment on this
mill, tracers near the centre of the mill will move slower than tracers
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Fig. 9. Three samples of 200 experimentally acquired LoRs from the static tracer experiment for air (left), glass (middle), and copper (right) show that the amount of corrupted
LoRs in the sample increases with more attenuation.
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Fig. 15. Panel (a) shows the results of a parameter sweep when the tracer is beside the impeller shaft where the least amount of LoRs have been attenuated while panel (b)
shows the effects of the tracer passing behind the impeller shaft where a larger fraction of LoRs are attenuated.

near the tip of the impeller blade, which is where the maximum veloci-
ties are recorded [25]. Therefore, the GATE simulated movement of the
tracers in this work is similar to that of a real experiment. For each of
the tested positions, the optimal values for f and N; g, were recorded
as the tracer moves through the system. These optimal parameters were
calculated for every 30° rotation to update their values continuously.
Fig. 15 shows the change of optimal parameters at two different degrees
of rotation, one where the least amount of attenuation occurs and
another where the tracer is behind the impeller shaft, with respect to
the detectors, where the most attenuation occurs. As the mill rotates,
the optimal parameters fluctuate, becoming more or less conservative
when more corrupted events are recorded or the count-rate decreases,
such as when the tracer passes in front or behind the impeller shaft.
After the optimal parameters have been extracted, these are used
to inform the DBM algorithm. Each simulated trajectory is reprocessed

with an estimate of the optimal parameters and the mean spatial error
is calculated over the trajectory. These are compared to the trajectories
extracted using the default and the best constant parameters. The
results of this comparison are in Table 3. The mean spatial error of
the default BM parameters, best constant parameters, and the DBM are
2.20 mm, 0.544 mm, and 0.517 mm, respectively. While the default
parameters can reconstruct the trajectory, when tailored parameters
extracted from Monte Carlo simulation are used, in this case at least,
the errors decrease to nearly a quarter of their original values. When
dynamic parameters are used, the errors decrease by 76.5% over the
default parameters and by 4.03% over the best constant parameters. A
histogram of the percent changes in spatial error between the trajecto-
ries produced with the best constant parameter and the DBM is shown
in Fig. 16. This plot shows the DBM increases the accuracy of nearly
all trajectories average and also that some individual trajectories are
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Table 3

Mean trajectory comparisons using different algorithm parameter methods.
Parameters Spatial error (mm) STD (mm) Locations (N)
Default 2.20 1.48 1337
Best constant 0.544 0.372 223
Dynamic 0.517 0.3481 236
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Fig. 16. The change in spatial accuracy for each trajectory. The mean improvement
is 4.03% over the best constant parameters.

improved by over 10%. The trajectories which are the most improved
are from areas of the system around the impeller blades where the local
optimal parameters deviate the most from the best constant parameters.

This work is significant because it demonstrates that the optimal
parameter values for the BM can be predicted and that using these
improves spatial accuracy over default parameter values. Moreover,
not only can the best constant parameter values be estimated, but also
the BM can be extended to use the local optimal parameters based
on an estimate of the tracer’s position, producing the best possible
trajectory. In the future, using the methods presented here, Monte
Carlo simulations conducted in conjunction with PEPT experiments
can be used to remove the guesswork of choosing f and N, g,. This
means users of PEPT algorithms do not need to be experts to produce
good trajectories, making the Birmingham Method PEPT algorithm
more rigorous and more accessible. While producing simulations of the
systems being imaged with PEPT increases the amount of work being
done, this work shows that it is worth doing this additional step because
of the improvement in trajectories. Additionally, while this work was
conducted using the BM PEPT algorithm and the Forte detector system,
a similar workflow could be applied to other PEPT algorithms which
have free parameters, such as the Feature Point Identification PEPT
algorithm, and other detector systems for which a validated Monte
Carlo model exists, such as the Phillips Vereos digital photon counting
system [32,33].

4. Conclusions

This work shows that the Monte Carlo simulation of PEPT experi-
ments can be used to predict the parameter values of the Birmingham
Method PEPT algorithm which provide the best trajectory spatial accu-
racy. This is demonstrated through experiments and simulations which
show that the values for the two key free parameters, f and N g,,
can be found by comparing the known positions to the reconstructed
position and identifying the parameter combination which minimises
the spatial error. Further, the values for these parameters are found to
be sensitive to the amount of corrupted LoRs in a sample of LoRs and
also the velocity and activity of the tracer. For static tracers, the optimal
value for f is a balance between removing as many corrupted LoRs as
possible while still preserving as many true LoRs and for N, g, larger
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values always decrease the spatial error. If too many LoRs are removed
(i.e. setting f too low) the spatial error increases due to the statistical
uncertainty. Other work has shown uncertainty is proportional to the
inverse square root of the number of LoRs remaining in the sample.
However, if the tracer is moving, a global optimal combination of f
and N, exists. The value for these two parameters is a complex
relationship between the amount of corrupted LoRs, tracer velocity,
and tracer activity. However, the optimum combination can be found
through Monte Carlo simulation of the system and trying a range of
parameter value combinations then selecting the one which minimises
the spatial error.

Ultimately, the Birmingham Method is extended to update the algo-
rithm parameters on a sample-by-sample basis using the local optimal
parameter values. This is demonstrated using a simulation of an attritor
mill, representative of a typical PEPT experiment. PEPT trajectories are
reconstructed using the Birmingham Method with dynamically updated
parameters and compared to trajectories produced with the default
and also the best constant parameter combination. In this system,
the PEPT trajectory spatial errors are decreased by 76.5% compared
to the default parameter and 4.03% compared to the best constant
parameters. In light of these results, we suggest that Monte Carlo simu-
lations be used in conjunction with PEPT experiments to determine the
algorithm parameters for the Birmingham Method. Doing this removes
the guesswork for PEPT users, making the technique more rigorous.
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