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ABSTRACT
Demand for perishable food is sensitive to product prices and is affected by the prices of similar or
alternative products. While brand loyalty influences the demand for products, determining a rea-
sonable price requires a precise pricing strategy. In this paper, a pricing model for perishable food is
presented in which the brand value of the product and the price of other manufacturers as competi-
tors are considered. To this end, this study first predicts the price of competitors using a combination
of optimized Neural Networks and presents an optimized model using a Genetic Algorithm. This
algorithm combines a Convolutional Neural Network (CNN), Long Short-Term Memory (LSTM), and
a Genetic Algorithm (GA). The proposedmodel is then used tomerge with a game-theory model for
the pricing of perishable foods. In this game-theorymodel, pricing approaches are developed based
on identified prices of competitors. In the coordination contract game-theory model, Multi Retailer-
one Supplier and Price-sensitive demand of Perishable product are developed with and without
quantity discount contract. Obtained results indicate that independent procurement provides retail-
ers with higher profit, while lower profit will be presentedwhen coordination is not considered. Also,
with coordination, the ordering cycle increases, and the ordering frequency decrease.
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1. Introduction

Food consumers are becoming more aware of the qual-
ity and freshness of their food products to improve their
standard of living and health. Consumers check the expi-
ration date of products before buying (Tsiros and Heil-
man 2005) and prefer to choose newer units (Chung and
Li 2013). The tendency to buy perishable items whose
expiration date is near is less seen among consumers
(Konuk 2018). Research shows that the demand for per-
ishable food products is influenced by price and expi-
ration dates (Sebatjane and Adetunji 2020) and linearly
decreases until it reaches zero (Chen et al. 2016). In other
words, the sale of perishable food will continue until
the expiration date of the products has not expired. This
decrease in demand could be due to a lack of confidence
among consumers (Sarker, Mukherjee, and Balan 1997)
or because consumers can keep products with longer
expiration dates (Avinadav, Herbon, and Spiegel 2013).
The expiration of food products, in addition to pollut-
ing the environment, imposes high costs on producers or

CONTACT Ali Esfahbodi a.esfahbodi@bham.ac.uk Department of Management, Birmingham Business School, University of
Birmingham, Birmingham, UK

sellers. That’s why manufacturers are trying to maximise
their profits with apropos pricing for their products.

Apart from the expiration date of food products, other
factors such as the brand of the manufacturer affect the
demand for food products. Consumers choose products
that they trust the brands. After a while, loyalty will be
created between the consumer and the brand. When a
new food producer enters the field of competition, it
must have a pricing policy to gain the most sales and
the most profit by offering the price to maintain itself in
the competition. By doing so, the producer can reduce
the material and the environmental pollutants that result
from the return and disposal of perishable goods. Also,
fierce competition in this industry has caused consumers
to always have a trade-off between price and the brand
of products. This doubles the importance of pricing for
these goods.

There are many products whose prices are influenced
by the prices of other products or similar products (Rana
andOliveira 2015). Also, increasing the price of a product
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can reduce the demand for that product or reduce our
customers. This means that customers prefer to buy their
desired products from another company at this price.
Demand for perishable products is price sensitive (Azadi
et al. 2019), and their price is not elastic, and their
demand elasticity is in the range of 0.3–0.8 (Andreyeva,
Long, and Brownell 2009). On the other hand, food
prices are mainly set in factories and retailers are not able
to change prices. At this time, the science of forecast-
ing helps us. A reasonable pricing strategy can be pro-
vided by forecasting the other producer’s pricing strategy,
which may have a higher brand value. Proper pricing in
today’s volatile markets plays a vital role in the interac-
tion between the manufacturer, the retailer, and the cus-
tomer and has become a hot topic in recent research, for
example (Karakotsios, Katrakilidis, and Kroupis 2021).

Considering the various factors affecting the demand
for perishable food products, the following questions
arise:

• What is the best policy for pricing perishable food?
• Is there an interaction between the pricing strategies

of producers on a particular product?
• How can a pricing model be considered in relation

to the prices of other manufacturers and their brand
value?

• How can the accuracy of the forecast be increased?

Applications of artificial intelligence and new tech-
nologies are gaining strong momentum in the manage-
ment of production systems and logistics of today’s food
manufacturing (Mamoudan et al. 2021). For example, the
use of blockchain technology can reduce the cost and
time of transactions, increase transparency, security and
efficiency of the process in food supply chains. While the
blockchain technology flourishes and demonstrates its
utility in numerous cryptocurrencies, numerous organ-
isations and other entities aim to take advantage of its
transparency and fault tolerance to address issues that
arise when many unreliable actors participate in the dis-
tribution of a resource. Blockchain is viewed as a chance
for the transparent distribution of foreign aid, for remov-
ing middlemen from the delivery process, for making
assets and documents traceable and accessible, and, even-
tually, for responding more quickly and effectively to
food supply chain disruptions.(Li, Lee, and Gharehgo-
zli 2021). Artificial intelligence algorithms can be used
to forecasting the other producer’s pricing strategy. Fore-
casting the pricing of various products is significant both
at the micro and macro levels. By correctly forecasting
food prices, policies can adopt to protect consumers and
producers. Forecasting is very complex and arduous to
model, even with expert systems. For this reason, the

forecast of companies and governments always has a fun-
damental weakness. That is, they do not take into account
the possible error rates in their models. Even if they do,
their models are only compatible with past data and can-
not make accurate forecasts with future data. Although
reducing the error and increasing the accuracy of the
models in forecasting is very important, it should be
noted that not all features can be entered into the fore-
casting models. There are always some features that we
do not know about them.

On the other hand, there is no denying the enormous
change that artificial intelligence has made in the mod-
ern world. Artificial intelligence is a factor that is widely
used by both leading companies and small sectors of
the economy around the world. It is also widely used
as a factor of growth and competition in the modern
world. Unlike classical statistical models that find linear
relationships between data in time series, deep learning
can find nonlinear and complex relationships and model
them. Moreover, linear or classical models are weaker
than deep learning in multivariate models (Sanderson,
Esfahbodi, and Lonsdale, 2022). It has been observed that
markdown-pricing policies resulting from the interplay
between the time-varying fresh product quality and the
time-varying price significantly impact the choice of the
cooperation mode. (Xu et al. 2021). A 2020 study shows
that we can use artificial intelligence to perform large-
scale strategic planning and forecast aggregate supply and
demand (Abdulov 2020). But the reason that shows the
importance of the use and popularity of artificial intelli-
gence is the deep learning and high speed in performing
analyzes.

In the first part of this article, by examining the liter-
ature on the subject, the features that have a significant
impact on food prices have been identified. Then the
historical data of these variables were collected. These
data is time series and multivariate. In the next step, the
proposedmodel is presented using a combination of opti-
mised Neural Networks. The proposed model is combi-
nation of a Convolutional Neural Network (CNN), Long
Short-Term Memory (LSTM) and Genetic Algorithm
(GA) that is called CNN-LSTM-GA. This network can
extract complex properties of different variables. The
CNN layer can extract features between several vari-
ables affecting food prices, and the LSTM layer is suitable
for modelling time information from irregular trends in
time series components. Next, the CNN-LSTM model’s
Hyper-parameters were Tune to reduce possible errors
and optimise the model by using a Genetic algorithm.
After that, we compare the proposed method CNN-
LSTM-GAwith other deep learningmodels by validation
metrics like Mean Absolute Error (MAE), Root Mean
Square Error (RMSE), Mean Absolute Error (MSE),
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and R-square (R2). Using the proposed method (CNN-
LSTM-GA) the price was forecasted.

Various factors such as brand value, product pricing of
other manufacturers, corruption, demand rate, etc., can
affect perishable food sales. That’s why we try to use arti-
ficial intelligence and deep learning to predict the pricing
of other manufacturers. The products produced in these
factories are perishable food, and their prices are set in
the production factory. So, the retailers are not able to
change the price and if they are not sold before their expi-
ration date, in addition to imposing huge costs on the
supply chain, they also increase environmental pollution.
Therefore, one of the most practical approaches that can
be used in green supply chain management is the use of
game theory, which can lead to a constructive interaction.
On the other hand, due to the increasing awareness about
environmental protection, currently, academics and pro-
fessionals have shown great interest in green marketing
and green supply chain management. (Agi, Faramarzi-
Oghani, and Hazır 2021; Mathiyazhagan, Govindan, and
Noorul Haq 2014). In the second part of this article,
the game theory approach is used to present the pric-
ing model. The manufacturer, retailer, and customers
are three participants in this model. The brand value of
each manufacturer has been considered a variable in this
model. Because the brand is a factor to having brand loy-
alty, it can play a significant role in customer behaviour
(Bhattacharya and Sen 2003). In other words, the brand
can be recognised as an important factor in customers’
decisions to choose and buy products. Finally, providing
the right price for the products along with predicting the
price of other manufacturers is the goal of this article to
get a favourable price to maximise product demand. To
achieve the above goals, the following steps have been
performed.

1. First, we examine the factors that play a significant
role in the price of food. We found various factors
that can affect the price of food in the literature.

2. In the second stage, the CNN-LSTM algorithm in
the deep learning approach is proposed.

3. Next, we try to Tune CNN-LSTM model’s Hyper-
parameters to reduce possible errors and optimise
the model by using a Genetic Algorithm.

4. After that, the proposed method was validated by
comparing the CNN-LSTM-GA with other deep
learning models.

5. After that, we forecast the step prices using the pro-
posed method CNN-LSTM-GA.

6. Finally, we present a game theory model for a 2-
echelon green supply chain with a supplier and
two retailers. In this model, the brand value of
manufacturers, the price of products, corruption,

and the demand rate have an attributive impact.
These factors are significant factors that influence
customers’ decisions to choose different products.

Thismodel can be used bymanagers as a decision sup-
port system for pricing perishable food that is priced in
factories. This model can also be used for goods that are
sold periodically. It refers to goods that become obsolete
after a while or whose technology becomes antiquated.
Other uses of this model include seasonal goods, which,
even if not perishable, have a high storage cost. In general,
presenting a game theory pricing model for perishable
food, taking into account the prices of other competi-
tors and their brand value, is a major contribution of this
article.

We will briefly do the following in the sections of this
article. Section 2 is devoted to a review of the literature.
Section 3 deals with product price forecasting. In Section
4, we create a game theory model. In Section 5, we exam-
ine the low forecast error of that model. Section 6 deals
with the results, and Section 7 are devoted to resources.
Figure 1 shows the steps we take to achieve these goals.

2. Literature review

In the first section of the literature review, we examine the
food price forecast and perishable food pricing. The sec-
ond part is dedicated to using the game theory approach
in identifying food prices.

2.1. Food price forecasting

Food price forecasting is very important for the academic
community and politicians because it can lead to food
security. So much research has been done in this area
and many models have been developed to increase the
accuracy of predictions. Vector Auto Regression (VAR) is
one of the traditional methods that is used for time series
forecasting problems. The VAR model needs to be mea-
sured by the rate of another product or a base product,
which is why most of the relevant literature in food price
forecasting has examined the relationship between global
crude oil prices and food prices. For example, researchers
have recently concluded a nonlinear causal relationship
between food prices and crude oil prices (Chatzianto-
niou et al. 2020). Other researchers concluded by pre-
dicting food prices that there is a relationship between
the price of biofuels and food, both in the short and
long term. In this paper, oil prices and population-related
variables were considered as control variables to analyze
these relationships (Bilgili et al. 2020). Rising oil prices
could have a direct impact on agricultural production
costs (Fowowe 2016). Following the relationship between
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Figure 1. Steps implemented in this article.

energy prices and food prices, we could conclude that
food responds positively to any shock from oil prices
(Taghizadeh-Hesary, Rasoulinezhad, and Yoshino 2019).
With all these interpretations, what is clear is the impact
of these costs on the lives of individuals, businesses, and
vulnerable segments of society because rising food prices
can reduce the supply of cheap food (Okimoto 2015).
Hanif et al. (2021) examined the dynamics between oil
and world food prices as measured by the World Food
Price Index. Olayungbo (2021) explored the relationship
between oil and food prices in countries that are both
importers and exporters of oil by merging causal links.
Amolegbe et al. (2021) Examined foodprice volatility due
to food insecurity by using the VAR algorithm.

2.1.1. Deep learning and CNN-LSTM algorithm in
forecasting
Deep learning has recently attracted the attention of
many researchers. One of the most important reasons
for the popularity of deep learning is its high processing
speed and greater low forecast error than traditional algo-
rithms. These reasons have led researchers to use it in var-
ious fields. Given the importance and superiority of deep

learning over traditional algorithms, we review the liter-
ature on the use of deep learning in this section. Recently,
researchers from Egypt used deep learning algorithms to
predict the prevalence of coronavirus in Egypt (Marzouk
et al. 2021). Bi, Li, and Fan (2021) proposed a deep learn-
ing model to improve the low forecast error of tourism
demand forecasting. Chen et al. (2022) used deep learn-
ing to predict wind speeds to improve energy efficiency.
Lower forecast error prediction of air pollutant concen-
trations using deep learning is another area that can refer
to (J. Kim et al. 2021). Increasing competition and rev-
enuemanagement practices in the hotel industry increase
the need for lower forecast error forecasting to max-
imise profits and optimisation. For this reason, Huang
andZheng (2021) used in-depth learning to forecast daily
hotel demand.

There are many studies that have used this method to
predict different subjects. For example, Zhou, Feng, and
Li (2021) used the CNN-LSTM method to improve the
performance of non-intrusive load decomposition.Other
researchers used this algorithm to predict housing energy
consumption (Kim and Cho 2019). Other researchers
used the CNN-LSTM algorithm to predict the patient’s
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condition and estimate the disease severity of Covid-19
(Dastider, Sadik, and Fattah 2021). Lu et al. (2020) used
CNN-LSTM to predict the Stock prices because these
data have the characteristics of time series.

2.2. Perishable food pricing

Product prices can increase consumers’ willingness to use
a new brand, which in the long run will lead to customer
loyalty (AlvarezAlvarez andVázquezCasielles 2005; Cui,
Yang, and Chou 2016; Santini et al. 2016). Chew, Lee,
and Liu (2009) developed a dynamic planning model
to prevent price extraction and capacity allocation for
a perishable product. Begum, Sahoo, and Sahu (2012)
noted that the longevity of many perishable goods fol-
lows Weibull distribution. In the same vein, Wang and
Li (2012) proposed a model to reduce food spoilage and
maximise food retailer profits. This model was dynami-
cally examined through pricing and based on food shelf
life. Avinadav, Herbon, and Spiegel (2013) developed a
model to determine the correct price, order quantity, and
payback period for perishable items with demand depen-
dent on price and time. To maximise retailer profits,
Herbon, Levner, and Cheng (2014) developed a dynamic
pricing model to entice customers to buy items that are
approaching expiration dates. Rana and Oliveira (2015)
used theQ-learning algorithm to present a dynamic pric-
ing model. Using a Q-learning algorithm allows them to
learn pricing strategies together without explicitly modi-
fying consumer behaviour. In this year, a theoretical game
model for joint pricing and measurement decisions was
made by retailers of perishable goods (Rana and Oliveira
2015)

Since Typology and/or taxonomy plays a significant
role in the development of social science theories, Kumar
et al. (2015) aimed to develop a decision support sys-
tem based on structural equation modelling and sought
to taxonomy of green supply chain management for
managers in order to better understand the complex
relationships between external and internal factors. In
2017, other researchers presented a dynamic mathemat-
ical model to examine dynamic pricing strategies to
reduce food spoilage and perishable products (Adenso-
Díaz, Lozano, and Palacio 2017). Li and Teng (2018) pro-
posed a pricing model for perishable products retailers
because the reference price influences consumer deci-
sions. In this model, the demand depends on the selling
price and the freshness of the product. By examining the
trend of stock price changes, common problems of pric-
ing, advertising, and inventory control for a company that
sells perishable products have been examined (Ryan and
Casidy 2018). Many factors, such as competitors’ prices
for alternative services or demand, influence the prices

of services and products andmake the pricing problems a
large-scale random issue. The price of services and prod-
ucts is the main factor of demand based on marketing
and economic theory. In addition, the demand for perish-
able products depends on their freshness (Konuk 2018).
In 2020 an investigation was done on joint decisions
regarding the pricing of perishable goods retailers (Hen-
dalianpour 2020). In this study, numerical tests confirm
the optimal consistency of prices and inventory strate-
gies. It also shows with different demand scenarios the
system will be in equilibrium. Goodarzian and Fakhrzad
(2020) used A Mixed Integer Non-Linear Programming
(MINLP)model to minimise the total cost andmaximise
the total profit of the four-echelon supply chain network.

In 2021, a one-population evolutionary game model
was proposed to investigate different strategies of pro-
ducers regarding sustainability and their evolution-
ary behaviour with financial constraints, so that with
the increase of global warming, grain producers may
pursue emission reduction in their production activ-
ities and contribute to the sustainable development
goals (Hosseini-Motlagh, Johari, and Zirakpourdehko-
rdi 2021). In the same year, a mathematical model was
developed to demonstrate the optimal inventory system
strategy for perishable goods with a combination of sell-
ing price-dependent demand and stocks under partial
backlog (Sadikur Rahman et al. 2021). In the COVID-19
pandemic, a game theory model was developed. In this
model, the government and interdictor are themain play-
ers in suggesting the best location, routing and allocation
of medical centers to distribution warehouses during the
outbreak of Covid-19 (Gunasekaran et al. 2021). Liu,
Zhao, and Goh (2021) modelled a binary relationship as
a Stuckberg game to determine whether product corrup-
tion and price-sensitive demand for perishable products
could affect buying, production, and sales. In 2022 to
locate distribution centers, vehicle routing, and inventory
problems under earthquake conditions, a game theory
model has been described (Ghasemi et al. 2022). Accord-
ing to climate changes and environmental conditions,
researchers are always trying to reduce pollutants, i.e, the
importance of re-designing logistics networks has been
studied at different levels (Panicker and Sridharan 2022).
Mogale et al. (2022) developed a mathematical model to
improve overall sustainability in the food grain supply
chain by considering logistics, transportation, inventory
and location issues.

Game theory is one of the most widely used tech-
niques in the literature for pricing perishable food. There
is also a lot of research that has been done to predict food
prices. Among the proposedmodels, there have been lim-
ited efforts to take into account the brand value of food.
Although many researchers have used these techniques
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in research, the combination of the two approaches has
so far been a research gap and has not been investi-
gated in the extant literature. In this way, perishable food
manufacturers need to provide an appropriate pricing
model to optimise the sales volume of their products.
It is also very difficult to compete with manufacturers
who have well-established brands. Therefore, there is a
need to forecasting the pricing strategy in order to pro-
vide appropriate pricing. Hence, this article covers this
research gap using two approaches of forecasting and the
Game Theory model.

3. Problem description andmethodology

One of the most significant environmental pollutants is
food production, which leaves pollutants at every level of
a supply chain. Perishable foods remain on store shelves,
and as we get closer to their expiration date, their sales
decrease until they eventually reach zero. It means that
the tendency to buy products whose expiration date is
near decreases among customers. Failure to sell perish-
able products before their expiration date expires can
incur costs for manufacturers and retailers. Also, it is not
possible to store these products, or their storage life is
short. On the other hand, discount strategies for such
goods do not work well and may question the quality
of products. Research also shows that consumers may
be hesitant to buy perishable and discounted food prod-
ucts (Konuk 2018), undermining consumer confidence
in product quality (Li, Yada, and Zennyo 2021). That
is why pricing strategies for perishable goods are so
important.

A new company recently wants to enter the market
for processed protein products. These products have an
expiration date, and the consumer attaches great impor-
tance to the brand produced. Research shows that brand-
related factors affect the consumer’s willingness to buy
perishable goods. Because consumers are aware of the
quality of products whose brand is well-known and
advertises more. Thus, advertising policies must be done
properly, because they may hurt customers’ behaviour
and instilling low-quality products in customers. In such
a situation, it can be difficult for new companies to com-
pete with established brands. In this situation, the newly
established company needs to price its products by tak-
ing into account the prices that other manufacturers set
for their products. To find the pricing strategy of other
manufacturers, we first predict the pricing of manufac-
turers. The forecast results are used to present the pricing
model in the two-tier supply chain. Offering a reasonable
price for products and creating policies and interactions
with retailers can significantly reduce this competition.

There are two well-known food manufacturers with
the two brands A and B. The price of one of the products
produced by these twomanufacturers has been examined
for a year. The prices of these products are recorded daily
to be used in the forecasting process. On the other hand,
several factors positively and directly impact food prices.
In other words, food prices respond positively to any
shock of change. We have obtained some of these factors
by reviewing the literature, including the price of foreign
currencies, gold, oil, and the price of the commodity pro-
duced (for example, meat or poultry). After obtaining
their data over a period of one year, we examinedwhether
these factors affect the product price of these two man-
ufacturers under a well-known brand. Then, using the
proposed CNN-LSTM-GA algorithm, we predicted the
price of this product for each manufacturer. To show that
our proposed algorithm has acceptable performance, we
predicted the price of the product for two manufactur-
ers using several other deep learning algorithms, namely
Simple RNN, Gated Recurrent Unit (GRU), LSTM, CNN
and CNN-LSTM. By using Mean Absolute Error (MAE),
Root Mean Square Error (RMSE), Mean Absolute Error
(MSE), and R-square (R2), the validation of these models
have been compared. The results show that our pro-
posed algorithm CNN-LSTM-GA is better than other
algorithms.

In the second part, considering the brand value of
other manufacturers, the prices of other manufacturers’
products, advertising, and the perishability of goods, we
present a game theory model. We develop this model
under two scenarios of discount and no discount in a
two-tier supply chain that includes one manufacturer
and a large number of retailers. Manufacturers, retail-
ers, and buyers are our main actors in this model. The
manufacturer seeks to increase sales volume, increase
profits, and brand value. Retailers have a very important
role to play in this. In addition to communicating with
producers, they also deal directly with buyers. In other
words, the retailer can draw consumers’ attention to their
specific brands through various advertisements, product
displays, and better processes. Because retailers are look-
ing to retain customers andmake more profit, the quality
and price of products are very important to retailers. In
order to maintain its brand, the retailer must offer the
best product to the customers, and if the supplier fails to
provide the quality required by the retailer, he will lose
his customers. This creates an interactive collaboration
between the manufacturer and the retailer. By creating
sales contracts, a win-win result can be achieved between
the supplier and the retailer to increase the performance
and satisfaction of both parties.

Consumers interact directly with retailers, and retail-
ers’ behaviour creates a connection that the customer
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interacts with the brand and influences customer pref-
erences. On the other hand, satisfaction with one brand
increases the demand for products compared to other
brands. The interaction between producer and consumer
is also determined by product quality and brand value.
Consumer satisfaction with a product is directly related
to the price paid for the product purchased. In addition,
price is one of the most significant factors that can attract
customers.

In the third step of this article, we provide amanagerial
insight into the interaction between producer, retailer,
and consumer,which depends onproduct quality, pricing
decisions, and willingness to cooperate between retailer
andmanufacturer, taking into account the brand value of
the manufacturer.

3.1. Forecasting approach

3.1.1. Data description
As mentioned earlier, we have obtained the factors that
affect food prices by reviewing the literature. These fac-
tors include the price of the dollar, the price of oil, the
price of gold, the price of chicken, and the price of prod-
ucts brand A and brand B. It is not possible for us to
mention the names of these manufacturers and we dis-
play their names under the titles of brand A and brand B.
The data set used in this article is time series and multi-
variate. In this article, we used these factors to be able to
forecast the prices of products from brand A and brand
B. The foods are identical and perishable. We collected
the prices of the mentioned items on a daily basis in Iran
for a year. The data are collected daily for a year from
March 2020 to March 2021. We intend to predict the
price of brand A, and the price of brand B, and these two
variables are our target variables. We examined the cor-
relation of the variables with each other. In both brand A
and brand B variables, the highest correlation is related to
the price of the other brand, then the price of oil, the price
of the dollar, and finally, the price of gold and the price
of chicken. We split the first 80 percent of the Dataset to
train of the model and the remaining 20 percent to test
and evaluate the model.

3.1.2. Convolutional neural network
In the 1960s, Hubel et al. conducted biological research.
Their research showed that the transmission of visual
information from the retina to the brain was comple-
mented by multiple levels of receptive field excitation,
which eventually suggested a Convolutional Neural Net-
work (CNN). CNN algorithm is a leading neural network
with a deep structure (LeCun, Bengio, and Hinton 2015).
The main structure of CNN consists of the input layer,
convolution layer, pooling layer, fully connected layer,

and output layer. Information in the input layer pro-
cess through feature transformation and extraction in the
convolution layer and pooling layer. This local informa-
tion of the convolution layer and the pooling layer is
further integrated from the fully connected layers and
mapped to the output signals by the output layer. The out-
put layer generates output after receiving the properties.
Equation 1 also shows the CNN calculation formula. In
Equation 1,N shows the output size,W: input size, F: the
size of the convolution kernel, P: padding value size, S:
step size.

N = (W − F − 2P)/S + l (1)

The convolution layer is responsible for extracting fea-
tures from the input data (Wang et al. 2017). It includes
the convolution kernel, the convolutional layer parame-
ters, and the activation function. The convolution layer
is the most significant and unique layer on CNN. The
convolution layer can extract features of input variables
by convolution kernels. In other words, we can say that
the extraction of properties is the convolution kernel’s
essence. The scale of convolution kernels is smaller than
the inputmatrix. The convolution layer uses convergence
operations to output the feature map instead of the gen-
eral matrix operation. The calculation of each element in
the feature map is in the form of Equation 2. In Equation
2, xouti,j : is the output value in row i and column j of the
feature map. xini+m,j+n: is the value in row i and column
j of the input matrix. fcov(0): is the selected activation
function. wm,n: shows the weight in row m and column
n for the convolution kernel. b: shows the bias of the
convolution kernel.

xouti.j = fcov

( k∑
m=0

k∑
n=0

wm,nxini+m,j+n + b

)
(2)

In general, the input matrix uses multiple kernels for
convolution layer. Each convolution kernel extracts a fea-
ture from the input matrix and creates a feature map.
After that, the pooling layer reduces the length and width
of the previous feature map and improves the compu-
tational efficiency with down-sampling. The output of
feature vectors by the convolutional layer can be reduced
through pooling layer. Also, the results can be improved
at the same time. Because CNN has a good ability to
extract grid data features, m variables of any type were
expanded to n stations to obtain a matrix of m rows and
n columns. We can say that CNN as a whole, the fully
connected layer is a classifier. It is located at the end of
the network and performs regression classification on the
extracted features. Thus, we can compose CNN in two
parts. The first part includes feature extraction (convolu-
tion, activation function, pooling), and the second part
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includes classification and recognition (fully connected
layer) (Yao, Xu, and Ramezani 2021).

3.1.3. Long short-termmemory
A Recurrent Neural Network (RNN) has the functions
of data learning, classification, prediction, etc., which, at
the same time, has a time-series characteristic. This fea-
ture has made it able to have high efficiency in predicting
time series. This network can evolve and predict data.
However, memorising input information too far apart
is a problem for the RNN. Because, by increasing the
network layers and iterations, the subsequent nodes of
the RNN will gradually forget the previous information,
resulting in gradient diminishing or gradient explosion
problems. Thus the long-term dependency problem is
the fatal injury of traditional RNN (Srivastava and Less-
mann 2018). To solve this problem in RNN, Long Short-
Term Memory (LSTM) was developed. LSTM mainly
solves the problem of gradient disappearance. This fea-
ture can make the network remember the content for a
longer time andmake the networkmore reliable (Ko et al.
2021; Zhang et al. 2021). LSTM has also achieved excep-
tional success due to its ability to learn short-term and
long-term dependencies on the problem.

‘‘cells’’ are the main information-processing units in
LSTM. These cells aremore sophisticated neurons in typ-
ical MLP. LSTM cells, like neurons, can be connected
and stacked to transmit temporal information. LSTM
can turn information into a cellular state. This feature is
called a gate. There are three gates in LSTM possesses:
input gate, forget gate, and output gate. These gates are
used to provide read, write and reset functions respec-
tively. Cell mode is the path of information transfer that
allows the transfer of information in order. Gates are used
to updating or discarding historical information. This
feature helps the LSTM to decide which information is
useful in the long term. In Equations of LSTM, Ct−1: is
the cell state from the previous module, dt−1: is the out-
put of the previous module, Xt : is the current input, used
to generate new memory, and the output information
includes the cell state Ct transmitted later, new output dt .

The forgetting gate in LSTM is a valve. A lot of infor-
mation will flood into the memory when the input gate is
always open. At this time, a forgetting mechanism needs
will add to remove the information in the memory. We
call this forgetting gate. It looks at dt−1 (previous out-
put) andXt (current input) and outputs a number among
0 with 1 for every digit in the cell state Ct−1 (previous
state) that 1 shows completely saved, and 0 shows fully
deleted. The calculation formula is shown in Equation 3.
In Equation 3, Wf : is the weight matrix, bf : is the bias
term, and F: is the output through this network with a
number in the range (0, 1) that indicates the probability

of the previous cell state being forgotten. 1 means ‘‘com-
pletely reserved’’, and 0 means ‘‘completely discarded’’.

ft = sigmoid(Wf [dt−1,Xt] + bf ) (3)

In LSTM, after the circulating neural network ‘‘forgets’’
part of the previous state the input gate requires supple-
menting the newestmemory from the current input. This
process could be fulfilled by the ‘‘input gate’’. In LSTM,
the input gate consists of two parts. The first part is about,
a sigmoid layer named the ‘‘input threshold layer’’ that
decides which values we need to renew. The second part
is about, a tanh layer, that establishes a new candidate vec-
tor C̃t , which will be increased to this state. This relation
shows in Equations 4, 5, and 6.

ht = σ(Wn.[dt−1,Xt] + bn) (4)

C̃t = tanh(Wm.[dt−1,Xt] + bm) (5)

Ct = Ft ∗ Ct−1 + ht ∗ C̃t (6)

In Equations 4, 5, and 6, Wn: represents the weight
matrix, bn: represents the deviation element, Wm: rep-
resents the weight matrix to update the unit status, bm:
represents the offset element to update the unit status
(Wang et al. 2019), and Ct : represents the status of the
updated memory unit. In Equation 7, enter the gate ht
and C̃t , run the dot product to decide whether to update
the state of the time stepmemory unit; the forgetting gate
Ft takes the scalar product with Ct−1 to decide whether
it is necessary to keep the initial state of the unit memory
of the time step.

The output gate in LSTM is the current time output
that must be generated after calculating the new status.
Also, it uses to control the level of filtering of the storage
unit status in this layer. The output gate sets the output at
this time based on the last state, the last time output, and
the current input. Its calculation formula is as Equations
7 and 8. First of all, we have to use the sigmoid activation
function to get an Ot whose value is in the range [0, 1].
Thenmultiply the state of the memory cell Ct by the tanh
activation function then multiplies by Ot , this is the out-
put of this layer. dt is not only associated with the input
Xt in time step t and with the activation value dt−1 of the
hidden layer at the previous time step but also with the
state of the memory unit Ct under the time step.

dt = Ot ∗ tanh(Ct) (7)

Ot = σ(Wo[dt−1,Xt] + bo) (8)

3.1.4. CNN-LSTM approach
Inmostmachine learning applications, feature extraction
is a significant step in generating meaningful informa-
tion for the predictive model to enable it to make lower
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forecast error predictions (Sharma, Zhang, andRai 2021).
Time series problems are no exception in this respect.
Time series problems include many dynamics that need
to be clarified and tailored to fit a regression/classification
model, often with the integration of expert opinion. Fur-
thermore, feature extraction is not only a lengthy proce-
dure, but themethodologies varywidely from application
to application.

CNN and LSTM are both traditional algorithms that
used in deep learning. CNNs are good at extracting local
characteristics from data and acting on spatial generali-
sations and abstractions. The LSTM network can extend
the transient function and process the data informa-
tion with the sequence function. The combination of
CNN and LSTM models is more stable and useful than
using CNN and LSTM models separately (Guo et al.
2020). Therefore, in this article, we combine the prop-
erties of the CNN network with the LSTM network. For
this work, we use the parallel connection of the network
to achieve the CNN-LSTM network model, which takes
advantage of the time and capacity of the net. Expres-
sion of the spatial characteristics of the twonetworks. The
CNN-LSTM diagram is shown in Figure 2. This figure
shows that, first of all, data will be preprocessed. After
that, the processed data are used to form the CNN and
LSTM network respectively. Then, the feature informa-
tion extracted from the CNN and the feature informa-
tion extracted from the LSTM are processed in the same
dimension, respectively, through the map layer. Also, the
outputs of the CNN and LSTM are processed in paral-
lel connection by concatenation. Finally, it is classified by
output layer activation function.

3.1.5. Genetic algorithm
Genetic Algorithm is a special type of Meta-Heuristic
Algorithm that uses biological techniques such as inher-
itance, biological mutation, and Darwin’s principles of
choice to find the optimal formula for predicting or
matching the pattern. Genetic Algorithms are a good
choice for regression-based prediction techniques. This
algorithm uses Genetic evolution as a model for prob-
lem solving and optimisation. In this study, the Genetic
Algorithm would obtain an integer number of kernel
size, number of neurons, and type of activation function,
which would then be used to train the models. They also
include selection,mutation, and crossover, that iteratively
be used until the convergence criteria are satisfied. We
used theGeneticAlgorithm to optimise and find the opti-
mal CNN-LSTM Hyper-parameters, such as number of
kernels of CNN layer, the number of neurons of LSTM
layer and layer’s activation function.

In this study, we used population size = 50, cross-over
rate = 0.4, and mutation rate = 0.1. Search space for the

number of kernels and neurons is [2,128], and Activa-
tion Function is [relu, selu, tanh, linear]. The number of
kernels selected by the Genetic Algorithm for the Con-
volution layers is 4. The number of neurons selected for
the LSTM layers is 7, and the activation function that is
selected for the layers is relu.

3.1.6. CNN-LSTM-GA
Tuning the structure and harness Hyper-parameters of
CNN-LSTM will be very difficult if done using trial and
error. Although we optimised the structure of CNN,
LSTM, CNN-LSTM, RNN, MLP, and GRU Algorithms
as much as possible by using this method, it is very time-
consuming to do, and we cannot guarantee that we have
achieved the optimal structure. For this reason, we use
the Meta-Heuristic Genetic Algorithm to find the opti-
mal CNN-LSTM. Genetic Algorithm (GA) is an optimi-
sationmethod for solving complex problems by repeating
different possible solutions. In this work, GA is used
to find the optimal CNN-LSTM Hyper-parameters. The
purpose of the CNN-LSTM-GA algorithm is to demon-
strate the efficiency of the Genetic Algorithm, which
works as follows. The first part deals with the initial reg-
ulation of population genes. The second part is related to
genetic operations, and the third part will be related to
chromosome evaluation.

The process begins with initialisation, population
size, and number of Generation. The Genetic Algorithm
applies a series of evolutionary operators until obtained
the best CNN-LSTM architecture and structure to pre-
dict product prices for brands A and B. Figure 3 shows
how we optimise our Hyper-parameters using a Genetic
Algorithm.

Normally, RNN networks are used for time series data
so that time dependencies patterns can be learned by
these types of networks. In this research, we used the
combination of CNN and LSTM so that, in addition to
identifying temporal continuity patterns by RNN, fea-
ture extraction was first performed by CNN in order to
extract more important information from the data, and
this work reduced the model error and increased its per-
formance. Also, the correct selection of network Hyper-
parameters has a direct effect on increasing performance
and reducing model error. Searching and selecting these
Hyper-parameters manually and by trial and error is very
exhausting and time-consuming. It does not guarantee
the optimality of the obtained Hyper-parameters. On
the other hand, one of the weaknesses of Neural Net-
works is that Hyper-parameters of these networks are
performed as Random Search and Grid Search. Due to
the Random Search of the search space, Random Search
cannot find the optimal Hyper-parameters, and the Grid
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Figure 2. CNN-LSTM structure.

Figure 3. Genetic Algorithm and neural network model.

Search the entire search space to find the optimal Hyper-
parameters, which will take a lot of time. To solve this
problem, we used the Genetic Algorithm to find the
optimal Hyper-parameters to reduce the search time in
addition to finding the optimal values.

3.1.7. Experiments and evaluation
As mentioned earlier, we use the Mean Absolute Error
(MAE), Root Mean Square Error (RMSE), Mean Square
Error (MSE), and R-square (R2) methods to evaluate
performance and predictive effects, which we address,
respectively. The MAE calculation formula is shown in
Equation 9. In Equation 9, yi: is the predictive value, and

xi: is the true value. The smaller the MAE value, we have
better forecasting.

MAE = 1
n

n∑
i=1

|yi − xi| (9)

The RMSE calculation formula is shown in Equation 10.
In Equation 10, yi: is the predictive value, and xi: is the
true value. The smaller the RMSE value, we have better
forecasting.

RMSE =
√√√√1

n

n∑
i=1

(yi − xi)2 (10)
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The MSE calculation formula is shown in Equation 11.
In Equation 11, yi: is the predictive value, and xi: is the
true value. The smaller the MSE value, we have better
forecasting.

MSE = 1
n

n∑
i=1

(yi − xi)2 (11)

The R2 calculation formula is shown in Equation 12. In
Equation 12,yi: is the predictive value, and xi: is the true
value, and yi: is the average value. The R2’s value range is
(0, 1).

R2 = 1 − (
∑n

i=1 (yi − xi)2)/n
(
∑n

i=1 (yi − xi)2)/n
(12)

3.1.8. Implementation
Our research relied on open-source libraries in the
Python environment. Python is a high-level interpreted
programming language that can be used for a variety of
applications, including research. Ourmodels were imple-
mented using the Keras Toolkit written in Python and
TensorFlow, an open-source software library that was
provided byGoogle. ForGenetic Algorithm implementa-
tion, we use sklear-deap package and evolutionary search
library.

In addition, other important packages such as NumPy,
Pandas, andMatplotlib were also used to process, manip-
ulate and visualise data.

3.1.9. Data preprocessing
Data preprocessing is a significant step in achieving better
performance and low forecast error in machine learning
models and deep learning-based models. Data prepro-
cessing is about dealing with inconsistent, missing, and
noisy data. The database used in this article does not
contain this type of data. In addition, data preprocessing
included data cleansing, normalisation, and restructur-
ing. Because machine learning models and CNN-LSTM-
GA are sensitive to the scale of the inputs, the data is
normalised using feature scaling in the range [0, 1]. The
normalisation method is shown in Equation 13. In this
Equation, xmin and xmax are the minimal and maximal
value of each import data series.

z = x − xmin

xmax − xmin
(13)

We consider the first 70% of the Dataset to train the
model (training set) 10% of the Dataset to Hyper-
parameter tuning and model optimisation (validation
set), and the remaining 20% to test and evaluate the
model (test set).

Table 1. Hyper-parameters used in the proposed CNN-LSTM-GA
algorithm.

Parameters Value

Convolution layer filters 4
Convolution layer kernel_size 4
Convolution layer activation function relu
Pooling layer pool_size 2
Number of hidden units in LSTM layer 7
LSTM layer activation function relu
Number of hidden units in Output layer 3
Output layer activation function linear
Number of hidden units in Output layer 3
Time_step 14
Batch size 8
Learning rate 0.001
Optimizer Adam
Loss function mean square error
Epochs 100

3.1.10. Implementmodel
The proposed model for this paper is CNN-LSTM-
GA. This algorithm is a CNN-LSTM model in which
some of its Hyper-parameters had tuned by a Genetic
Algorithm. Hyper-parameters tuned by the Genetic
Algorithm includes the number of kernels (filters) in the
Convolution layers, the number of neurons in the LSTM
layers, and the type of Activation Function in the layers.

Genetic Algorithm parameters such as cross-over rate,
mutation rate, and population size can influence the
result to obtain the optimal solution. In this study, we
used population size = 50, cross-over rate = 0.4, and
mutation rate = 0.1.

Search space for the number of kernels and neurons
is [2,128] and Activation Function is [relu, selu, tanh,
linear]. The number of kernels selected by the Genetic
Algorithm for the Convolution layers is 4. The number
of neurons selected for the LSTM layers is 7, and the
activation function that is selected for the layers is relu.

The Hyper-parameters used in the proposed CNN-
LSTM-GA algorithm in this experiment is shown in
Table 1. The input training set data is a three-dimensional
vector with dimensions (None, 14.6) which 14 is the time
step sizes, and 6 is the number of input features.

First, the data enter the one-dimensional convolu-
tion layer to further extract features and obtain a three-
dimensional output vector (None, 12, 4), in which 4 is the
size of the convolution layer filters.

Next, the vector enters the pooling layer, and a three-
dimensional output vector (None, 6, 4) has also obtained.
Then, the output vector enters another convolution layer
with 4 filters and another pooling layer. The other three
layers are Flatten layer, Repeat Vector layer, and Time
Distributed layer. Two LSTM layers with 7 hidden units
and the output data (None, 7) after training, enter other
layers of the entire connection layer to get the output
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layer. The output layer has three units because the prices
of brands A and B will be forecast for the next three days.

3.2. Game theorymodel

3.2.1. Problem definition
We assume a two-tier supply chain with one supplier and
a large number of retailers. The stores in this network
buy fresh goods from the supplier. The ordering cycle is
determined by the retailers. The supplier demands that
the retailers modify their existing order size when they
sign the quantity discount contract and compensate them
with a quantity discount at a low selling price. From the
standpoint of the retailers, they bargain together, estab-
lish a coalition to increase profits, and sensibly distribute
the overall profit of their coalition. Retailers have no time
to refill their inventory once the selling season begins.

3.2.2. Multi retailer- one supplier and price-sensitive
demand of perishable product
In this section, we first present the notations used in this
model.

Km Supplier fixed ordering cost
Kr retailers fixed ordering cost
Di retailer demand rate
hi inventory holding cost
I(t) inventory level in period t
β fresh product deterioration rate
c supplier’s production cost
QRi ordering quantity of retailer i
xi(α) profit allocation to retailer i
�m supplier profit
πri Retailer profit
α Supplier selling price
O ordering cycle

3.2.3. Model formulation
The supply chain in this article comprises one supplier
and n distinct retailers. assume N = {1, 2, . . . , n}, denote
a group of retailers in the game, with n being the number
of stores in the coalition.We assume the following to sim-
plify the mathematical model without losing generality:
The supplier plays the role of the leader, while the retailers
play the role of the followers. Unsold items have no sal-
vage value at the end of the selling period. The demand is
always there. Stock-outs are not permitted. The supplier
has the capability of promptly delivering fresh produce to
the merchants.

Under various scenarios, we create a mathematical
model for an FPSC with one supplier and many retail-
ers. The inventory level at time t falls owing to demand

and degradation. As a result, the following equation sat-
isfies the inventory changes with respect to time, I(t),
according to this description:

dIi(t)
dt

= −βIi(t) − Di, 0�t�Ti (14)

The boundary condition here will be Ii(Ti) = 0. the
inventory level is I(t), Di is the demand rate of retailer.
Hence Eq. (14) continues to be solved using following
equation (the ordering cycle length of retailer is Ti).

Ii(t) = Di

β
(eθ(Ti−t) − 1), 0�t�Ti (15)

The primary goal of this research is to obtain fresh
insights into successful collaborative procurement, with
goal of lowering overall costs while increasing total profit.

Coordination of the FPSC under independent procure-
ment. In this part, we scrutinize over the coordination
of an FPSCwith andwithout a quantity discount contract
under independent procurement.

3.2.4. Stage I: without consideration of a quantity
discount contract
In this case, the supplier and the retailer separately try
to maximise the profit without considering the profit of
others. Retailer i’s ordering quantity is set to the same as
the starting inventory level of fresh produce Qi(Tw

Di) =
Ii(0) (Zheng et al. 2019). Assume w and D signify the
situation of independent procurement without a quan-
tity discount. As a result, the retailer’s ordering quantity
Qi(Tw

Di), is as followings:

Qri(Tw
Di) = Di

θ
(eβT

w
Di − 1) (16)

Retailer total costs are procurement cost, αw
DiDi

eθT
w
Di−1
θ

,
holding costs of inventory and at last kr which is as fol-
lowings:

hi
Tw
Di∫
0

Di

β
(eβ(Tw

Di−t) − 1)dt = hiDi
eβT

w
Di − βTw

Di − 1
θ2

Retailer’s earned profit can be shown in equation17.

πw
Dri(α

w
Di,T

w
Di) = piDi − Kr

Tw
Di

− hiDi
eβT

w
Di − βTw

Di − 1
β2Tw

Di

− αw
DiDi

eβT
w
Di − 1

βTw
Di

(17)
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The profit of retailer i per unit of time in Eq. (17) may be
summarised as follows:

πw
Dri(α

w
Di,T

w
Di) = (pi − αw

Di)Di − Kr

Tw
Di

− Tw
Di
2

(hi + αw
Diβ)Di (18)

As a baseline for an FPSC without a contract, we use the
supplier’s selling price for retailer αw

Di. For retailers with a
quantity discount contract, we specify αw

Di as a parameter
for the ideal supplier’s selling price. Consider the circum-
stance where the FPSC is coordinating without a contract
through independent procurement.

Taking the first derivative of Eq. (14) with regard to
the ordering cycle Tw

Di, we set it equal to 0 for a given

αw
Di; hence,

dπw
Dr(α

w
DiT

w
Di)

dTw
Di

= Kr
(Tw

Di)
2 − (hi+α

w.β)Di
Di
2 = 0. Tak-

ing the second derivative of Eq. (14) with regard to Tw
Di,

we get d2π ij
Di(α

w
Di,T

w
Di)

d(Tw
Di)

2 = − 2Kr
(Tw

Di)
3 < 0, demonstrating that

the retailer’s profit function πDri(α
w
Di,T

w
Di) is concave to

Tw
Di. As a result, we discover that the best ordering cycle

is as following:

Tw∗
Di =

√
2Kr

(hi + αw
Diβ)Di

(19)

Substituting Tw∗
Di into Eq. (14), we obtain the retailer’s

optimal profit in the decentralised FPSC as follows:

πw
Dri(α

w
Di,T

w∗
Di ) = (pi − αw

Di)Di −
√
2Kr(hi + αw

Diβ)Di

(20)

Therefore, the supplier’s optimal profit is:

πw
Ds =

n∑
i=1

(
αw
DiDi − cDi − Km

Tw∗
Di

)
(21)

3.2.5. Stage II: with consideration of a quantity
discount contract
In this stage, the study examines if an FPSC canbe coordi-
nated by a quantity discount contract under independent
procurement. The supplier’s goal is to makemore money
by persuading merchants to order more fresh food. The
assumption is that the supplier is in charge of the SC and
that maximises the manufacturer’s profit. The problem
may be represented in terms of two decision variables,
(αcw

Di ,T
cw
Di ), based on the foregoing understanding of sys-

tem functioning. As a result, the FPSC coordination opti-
misation issue under a quantity discount contract can be

stated as followings:

max πw
D5

(
α∞
Di ,T

w
Di
) =

n∑
i=1

(
α∞
Di − c

)
Di − Km

T∞
Di

(22)

s.t. πωw
Dri (α

∞
Di ,T

∞
Di ) = (pi − α∞

Di )Di − Kr

T∞
N

− T∞
Di
2

(hi + α∞
Diθ)

Di � πw
Di(α

w
Di,T

w∗
Di ) (23)

According to Eq. (19), the merchants will only accept the
contract if their individual profit is higher than it would
be if the contract did not include a quantity discount
(stage I). αα∗

Df is an endogenous variable, but αwe
D′ is an

exogenously provided variable in this case?
We have the supplier’s optimal selling price that it

charges the retailers by solving the constraint condition:

αωv∗
Di =

⎛⎝αw
Di +

√
2Kr(hi + αw

Diβ)

Di
− Kr

DiTαw
Di

− T∞
Di
2

hi

⎞⎠ ,

(
1 + Tcw

Di
2

θ

)
(24)

Considering previous equations, the optimal profit of the
supplier is:

π cw∗
Ds (Tcw

Di ) =
n∑
i=1

αw
DiDi +

√
2KrDi(hi + αw

Diβ)

− Kr
Tw
Di

− DiTcw
Di

2 hi

1 + Tcw
Di
2 β

− Km

Tcw
Di

−
n∑
i=1

cDi (25)

Considering equation 25 to the ordering cycle Tcw
Di , next

equation will be as followings:

dπ cw∗
Ds (Tcw

Di )

dTcw
Di

=
−A(Tcw

Di )
2 + (Km + nKr)

+(Km + nKr)βTcw
Di(

1 + Tcw
Di
2 β

)2
(Tcw

Di )
2

A =
n∑
i=1

Dihi
2

+ β

2

n∑
i=1

(
αw
DiDi +

√
2KrDi(hi + αw

Diβ)

)

− Ksβ
2

4
(26)

Solving dτ arDs(T
og
P )

dTB = 0, we obtain the ordering cycle as
follows:

Tcw∗
Di =

(Km + nKr)θ

+
√

(Km + nKr)
2β2 + 4A(Km + nKr)

2A
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Taking into account ordering cycle Tcw
Di , we come to next

equation:

d2π cow
Ds (Tow

D )

d(Tov
D )2

= −2A(Tcw
Di )

3

[(
1 + β

2
Tcw
Di

)2

+
(
1 + 3

2
βTcw

Di + β2

2
(Tcw

Di )
2
)]

− (Km + nKr)

[
2Tcw

Di + 4β(Tcw
Di )

2 + 3β2(Tcw
Di )

3

+ 3
4
β3(Tco

Di)
4
]

(27)

If d2π cow
Ds (Tow

D )

d(Tov
D )2

< 0, Tcw∗
Di is the optimal order.

4. Numerical example

This section provides numerical examples to illus-
trate our results in the previous sections. We will use
Malaysia’s durian supply as an example. In China, many
supermarkets get durians from aMalaysian supplier. The
impact of different policies is carefully examined.

Because of the favourable weather, closeness to
China, and preferential tariff regulations, Southeast
Asian nations have continued to export tropical fruit
to China. Durians are a fruit that might be difficult
to export internationally. While vehicles may transport
durian across the Causeway over shorter distances, such
as from Kuala Lumpur to Singapore, transporting durian
bymarine freight needs quick refrigeration due to its high
respiration rate.

Due to the availability of durian fruit in Malaysia, it
is one of the world’s major growers and exporters. Hong
Kong, China, and Greater China are the most important
markets for Malaysian durian export in terms of size and
prospective growth. The durian export pilot showed that
utilising standards backed by the EPCIS visibility plat-
form, cross-border traceability is viable. Overall, supply
chain performance and integrity improved significantly
as a result of the trial. The amount of time it took to trace
the whereabouts of consignments in the supply chain was
cut in half. Authorities were confronted with new obsta-
cles in enabling and managing rising durian commerce.
Authorities are required to put in place a system that
allows makers, merchants, and end-users to seamlessly
connect with governments in order to efficiently safe-
guard and monitor the market or, if necessary, restrict
items from being supplied.

This section will be of great help in the case of the
differences depending on the parameters of the system.

Table 2. Parameters of retailer I.

Retailer 1 2 3 4

Di 90 140 110 128
hi 0.7 0.4 0.6 0.8
pi 3.0 4.6 4.9 6.2

Based on this assumption, there is one supplier handling
the durian and four retailers in China in the FPSC. The
data used for the selected FPSC comes from a dataset
that includes four supermarkets. β = 0.03, Km = 100
(CNY) in fixed order cost for the supplier, Kr = 60 for
the retailer, and c = 1.5 in procurement (or production)
costs for the supplier. Retailers’ parameters are shown in
Table 2.

5. Result and discussion

5.1. Results of forecasting

To confirm the usefulness of our proposed algorithm
(CNN-LSTM-GA) in predicting the price of goods of
brands A and B, we experimented with several other
deep learning algorithms. TheHyper-parameters of these
algorithms are optimised as possible by using trial and
error. Therefore, these algorithms have the lowest pos-
sible error rate. We once consider the price of brands A
and B as target variables separately in these algorithms.
It should be noted that the structure of the algorithms is
fixed for both brands and does not change. The forecast is
in the form of a 3_day_ahead prediction, and we intend
to forecast the prices of brands A and B for the next three
days.

In order to select the best model from the tested
models and use it in the next phase (game theory), we
compared their performance with each other. For this
purpose, regression evaluation criteria were used. These
criteria include MSE, MAE, RMSE and R2 score. MSE,
MAE and RMSE indicate the amount of error in the fore-
cast, and the lower the value, the less error and the better
the model performance. R2 score also indicates the fit of
the model, the closer it is to 1, the better the fit and the
better the performance of the model.

To compare the performance of the experiments, we
used 5_fold cross-validation. Table 3 include the perfor-
mance of deep learning models for predicting the prices
of brand A and B products, respectively. Results are eval-
uated in four metrics, namelyMSE, RMSE,MAE, and R2
score.

Experimental results show that the proposed CNN-
LSTM-GA algorithm performed better than the other
algorithms for both the price of brands A and B.

In Table 3, theMSE value of the proposed algorithm is
0.0023, MAE is 0.0396, and RMSE is 0.05, which are the
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Table 3. Comparison results for brand A.

Brand A Brand B

Model MSE MAE RMSE R2score MSE MAE RMSE R2score

CNN-LSTM 0.0024 0.0389 0.0492 0.9378 0.0026 0.043 0.0513 0.9321
CNN 0.0028 0.0447 0.0529 0.9226 0.0032 0.0458 0.0568 0.8855
GRU 0.0044 0.0553 0.0662 0.8736 0.0033 0.0449 0.0576 0.8761
LSTM 0.0056 0.0592 0.0749 0.8075 0.0036 0.045 0.0603 0.8463
MLP 0.0067 0.0685 0.08 0.7136 0.002 0.038 0.04 0.9017
CNN-LSTM-GA 0.0023 0.0396 0.05 0.9632 0.0012 0.0295 0.03 0.9612
RNN 0.0035 0.0507 0.06 0.8843 0.003 0.0477 0.05 0.8612

lowest compared to other models. The value of R2 of the
proposed algorithm is 0.9378, which is more than other
models and shows that the proposedmodel CNN-LSTM-
GA has more performance than other models and is the
most suitable model for predicting the price of brand A.

In Table 3, theMSE value of the proposed algorithm is
0.0012, MAE is 0.0295, and RMSE is 0.03, which are the
lowest compared to other models. The value of R2 for the
proposed algorithm is 0.9378, which is more than other
models and shows that the proposedmodel CNN-LSTM-
GA has more performance than other models and is the
most suitable model for forecasting the price of B brand.

5.2. Result of game theory

We apply the settings in Table 2 to the previously exam-
ined cases. Then we look at how the supplier’s selling
price and the retailers’ ordering cycle affect both the
supplier’s and retailers’ earnings.

The highest value of the supplier’s profit happens
when the supplier charges the retailers a selling price
of αcw

max = 2.7651, whereas the maximum value of the
retailers’ profit occurs when the supplier charges a selling
price of αcw

min = = 2.2342. When αcw = 2.8, it denotes a
situation in which the supplier and retailers are unable to
coordinate their supply chains. The retailers are hesitant
to work with the supplier in this circumstance, and the
supplier’s profit is reduced as a result of the higher selling
price and lower order quantity.When the provider’s best-
selling price fulfils αcw

min∗ � αcw∗ � αcw
max∗., the supplier

and retailers can gain greater profit than in the absence of
a contract, where αcw = 2.8. In conclusion,

The food supply chain will be optimised with a quan-
tity discount contract. Table 4 is a good indicator of
obtained profits.

The profits of the supplier and retailers under joint
procurement are shown in the results. According to
Table 5, merchants may make more money through
cooperative procurement than independent buying.
Furthermore, the supplier’s profit under collaborative
procurement is higher than the supplier’s profit under
independent procurement. After the retailers participate

Table 4. Independent procurement- obtained profits by actors
(price units are US dollars and it has been scaled).

Profit

αcw Supplier Retailer 1 Retailer 2 Retailer 3 Retailer 4

2.79 289 117.6 189.6 98.6 185.5
2.76 556.1 120.7 215.5 112.3 188.2
2.6 502.4 134.4 220.7 118.7 197.1
2.5 467.6 147.7 230.6 129.6 206.7
2.4 423.9 149.8 249.4 145.2 214.1
2.3 362.72 167.2 278.9 157.0 224.6
2.2 298.9 177.1 288.4 177.2 248.8

Table 5. Joint procurement- obtained profits by actors (price
units are US dollars and it has been scaled).

Profit

αcw Supplier Retailer 1 Retailer 2 Retailer 3 Retailer 4

2.79 475.7 176.7 261.8 157.8 237.4
2.76 519.1 176.1 261.6 157.3 237.5
2.74 507.6 178.8 265.5 162.3 242.4
2.73 494.1 181.9 265.3 164.3 245.4
2.72 457.1 181.6 269.8 164.3 245.9
2.68 466.4 186.7 272.9 168.4 248.3
2.67 468.7 188.2 275.2 170.8 253.3

Table 6. Impact of various deterioration rates on different stages
of programming (price units are US dollars and it has been scaled).

Independent procurement Joint procurement

β αcw
Di TcwDi αcw

Di TcwDi

0.02 2.59 1.565 2.655 0.807
0.03 2.48 1.542 2.604 0.802
0.04 2.47 1.419 2.614 0.807
0.05 2.46 1.391 2.548 0.720

in cooperative procurement, the threshold of the sup-
plier’s selling price is lower (Table 6 vs. Table 5).

Table 7 indicates thatwhen the degradation rate grows,
the supplier’s selling price lowers, the retailer’s ordering
cycle shortens, and the ordering frequency increases.

When comparing independent and collaborative pro-
curement, the supplier’s selling price is greater, and the
retailer’s buying cycle is shorter in joint procurement.

Tables 7–9 show that when the degradation rate rises,
both the supplier and the retailer’s earnings drop, regard-
less of whether they use independent or collaborative
procurement.
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Table 7. Understanding the impact of different deterioration
rates on profit- independent procurement (price units are US
dollars and it has been scaled).

β Supplier Retailer 1 Retailer 2 Retailer 3 Retailer 4

0.02 422.2 149.5 247.0 136.3 214.7
0.03 418.0 148.5 245.42 135.2 213.5
0.04 415.0 147.6 243.89 134.1 212.6
0.05 411.8 146.7 242.41 133.1 211.5

Table 8. Understanding the impact of different deterioration
rates on profit- joint procurement.

β Supplier Retailer 1 Retailer 2 Retailer 3 Retailer 4

0.03 491.6 195.2 288.4 175.3 265.3
0.04 486.2 193.5 287.8 174.6 264.9
0.05 485.4 191.0 286.4 173.5 264.4
0.06 407.7 178.6 227.4 155.3 209.1

Table 9. Fixed ordering costs in coalition N.

N 2 3 4 1,2

Kr+ cN 65 65 65 75.78
N 1,4 2,3 2,4 3,4
Kr+ cN 92.63 66.26 75.47 84.44
N 1,2,4 1,3,4 2,3,4 1,2,3,4
Kr+ cN 94.80 109.54 99.86 112.62

Table 10. Parameters of the characteristic function values of
π cw∗

.

N 2 3 4 1,2

πCrcw∗N 0.895 0.845 0.977 1.035
N 1,4 2,3 2,4 3,4
πCrcw∗N 1.024 1.074 1.132 1.060
N 1,2,4 1,3,4 2,3,4 1,2,3,4
πCrcw∗N 1.192 1.127 1.171 1.254

When comparing Tables 9 and 10, it is evident that
cooperative procurement generates higher profit for both
the supplier and the store than independent procure-
ment.

Regardless of how much the parameters vary, the
numerical analysis shows that coordinating FPSCs
through quantity discount contracts is optimal. In cases
where the selling price and ordering cycle are based on
the contract, the supplier’s and retailer’s profits are much
higher than if the contract were not in place. Table 7 illus-
trates that it would be easier to coordinate the FPSC if
(Ccw

Di ,T
cw
Di ) is close to (Ccw∗

Di ,Tcw∗
Di ), Furthermore, when

the parameters are in the range of (ccw∗, TCcw∗), the
whole supply chain, the provider, and the retailers are all
more lucrative.

When the coordination cost is taken into account, the
fixed ordering cost N is estimated as indicated in Table 9.

Table 10 shows the features of (N, π cw∗).
We apply the settings fromTables 10 and 9 to the previ-

ously examined cases. Under joint procurement, we may
now acquire the earnings of both the supplier and the

Table 11. Joint procurement supplier and retailer profit (price
units are US dollars and it has been scaled).

Profit

αCew Supplier Retailer 1 Retailer 2 Retailer 3 Retailer 4

2.9 479.04 156.76 238 137 210
2.8799 566.87 156.76 238.27 137 210
2.7794 541.54 168.55 243601 145.44 222.41
2.7489 526.96 170.61 254.60 152.51 228.73
2.7213 488.09 183.40 269.29 163.66 250.97

retailers while accounting for coordination costs. Table
11 indicates the impact of coordination costs on the FPSC
in collaborative procurement.

Clearly, profit is higher when procurement is done
independently and lower when coordination is not taken
into account. When the coordination cost is taken into
account, the ordering cycle lengthens, and the ordering
frequency reduces, yielding these findings. Furthermore,
the supplier’s ideal selling price fluctuates due to the
coordination cost and the ordering cycle of the retailers.
The managerial complexity of an FPSC with one supplier
and several retailers is exemplified by this arrangement.
Table 11 shows that an FPSC’s overall profit is larger
under a quantity discount contract than it is without one.
This finding suggests that quantity discount contracts
are effective and important in organising an FPSC under
joint procurement.

One of the most extensively utilised strategies in the
literature for pricing perishable foods is game theory.
There has also been a lot of study on predicting food
costs. There are fewer articles that address the brand
value of food in the model among the presented models.
In this approach, perishable food makers must supply an
acceptable price plan in order to maximise product sales
volume. It is also quite tough to competewithwell-known
firms. As a result, to give a suitable price, it is necessary to
foresee the pricing strategy of othermanufacturers. Thus,
the study addresses this knowledge gap by utilising two
forecasting methodologies and a Game Theory model.

Consumers engage directly with merchants, and
retailers’ conduct impacts customer preferences by creat-
ing a relationship between the customer and the brand.
Considering the branding, happiness with one brand
improves product demand. Product quality and brand
value also influence the connection between manu-
facturer and consumer. Consumer satisfaction with a
product is inversely proportional to the price paid for
it. Furthermore, one of the most important things that
might attract buyers is pricing.

6. Conclusion andmanagerial insight

In food retail, studies of pricing outcomes have been com-
plicated by the fact that transactionsmay includemultiple
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products, as well as by the presence of a highly con-
centrated food processing and retailing industry, which
mediates between a competitive farm product market as
well as a consumer market. In this study, we examine
the relationship between retailers, food manufacturers,
and farmers through the lens of theoretical and empirical
evidence.

Farmers are increasingly linked to consumers through
downstream food retail markets as global food value
chains transform; meanwhile, market concentration has
been growing globally due to the dominance of major
supermarket chains in food retail.

This study presents a pricing strategy for the food sup-
ply chain. In doing so, we first identified competitors’
prices based on historical data and then we implemented
a game theory mathematical model to have the best pric-
ing actions. In the game theory approach, we presented
two models; with and without quantity discount con-
tracts. These contracts help decision-makers to compare
different results and pinpoint the best solution for their
companies.

Prices in retail markets with several products often
involve not only selectingmultiple prices, but also choos-
ing other competitive variables. Among complemen-
tary product categories, retailers set relative price levels,
while within product categories they set individual prices
for highly substitutable brands. A retail-pricing strategy
encompasses both price discrimination across products
as well as across time, vertical contracting decisions and
wholesale pricing between manufacturers and retailers,
co-manufacturing decisions, price decisions resulting in
different product assortments for milk and breakfast
cereal, or price and quality decisions made simultane-
ously. Multiproduct retailers are faced with the challenge
of making decisions about entire product lines as well
as presenting a desirable mix of attributes within each
product line.

When a product is priced in the factory and it is not
possible to change its price by the retailer, this product
is under competition with other manufacturers, which
according to the brand value of the manufacturers and
their prices, the demand for the products can be different.
This model can be used by managers and manufacturers
as a decision support system for pricing perishable food
that is priced in factories, in addition to considering the
policies of producers for pricing, the prices of other pro-
ducers and Consider their brand value as well. It means
that, by predicting the pricing of otherand considering
the value of their brand, the producers can have the best
pricing for their products to maximise their profit and
sales. This model can also be used for goods that are sold
periodically. It refers to goods that become obsolete after
a while or whose technology becomes antiquated. Other

uses of this model include seasonal goods, which, even if
not perishable, have a high storage cost. In general, pre-
senting a game theory pricing model for perishable food,
taking into account the prices of other competitors and
their brand value, is a major contribution of this article.

Several other deep learning algorithms have been
tested to confirm the usefulness of the proposed method
(CNN-LSTM-GA) in forecasting. TheHyper-parameters
of these algorithms are optimised as possible by using
trial and error. The results show that the proposed
method has been able to show better results and make
more accurate in forecasting than other algorithms. The
price of brands A and B were considered as a target vari-
able separately in these algorithms. It should be noted
that the structure of the algorithms is fixed for both
brands and does not change. This approach is based on
a 3_day_ahead prediction and the price of brands are
forecast for the next three days.

In order to select the best model from the tested
models and use it in the next phase (game theory), the
performance of these algorithms were compared with
each other by using regression evaluation criteria. such as
MSE, MAE, RMSE and R2 score. MSE, MAE and RMSE.
These criteria show the amount of error in the forecast,
and the lower the value, the better the performance of
the model. R2 score also indicates the fit of the model,
the closer it is to 1, the better the fit and the better the
performance of the model.

According to insights, merchants may make more
money through cooperative procurement than they can
through independent buying. Furthermore, the sup-
plier’s profit under collaborative procurement is higher
than the supplier’s profit under independent procure-
ment. After the retailers participate in cooperative pro-
curement, the threshold of the supplier’s selling price
is lower. When comparing independent and collabora-
tive procurement, the supplier’s selling price is greater
and the retailer’s buying cycle is shorter in joint procure-
ment. It is evident that cooperative procurement gen-
erates higher profit for the supplier and the store than
independent procurement.

Regardless of how much the parameters vary, the
numerical analysis shows that coordinating FPSCs
through quantity discount contracts is optimal. If in cases
selling price and ordering cycle are on the basis of the
contract, the supplier’s and retailer’s profits are much
higher than if the contract were not in place.

We should consider two concerns that highlight the
limitations of complex system models like this study in
terms of prediction. The first is the question of emer-
gence, which is intimately related to size and space in
data by demonstrating that models of local activity may
give birth to global order. This brings us to the second
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issue that restricts our ability to forecast. Most of the
models to which we are referring here have methods for
selecting growth drivers through random processes. For
example, selecting cells for development is frequently a
process of assessing the likelihood that they will be devel-
oped and then selecting actual allocations to these cells
based on these valueswith usingMonteCarlo techniques.
Although it is feasible to arrange these sorts of models
in a deterministic framework, most would agree that the
certainty suggested by this is problematic. Furthermore,
if the standard approach of random simulation is taken,
there is the issue of determining what real simulations
mean when they change from run to run. Taking some
central limiting simulation is also troublesome because
decisions inside these structures are invariably decided
by discrete thresholding.

Future studies should focus on increasing digitisa-
tion and developing robust tracking systems that can
manage food advocacy, source, and safety during this
epidemic, where counterfeiting and adulteration may be
more prevalent than normal. Furthermore, digitisation
provides a comprehensive audit trail of reliable informa-
tion, allowing suppliers to enter the supply chain with the
ability to check the quality of manufacturing and opera-
tions at all stages, from farm to retailer. More research
should be done on conventional food procurement sys-
tems, which have given rise to both consumer expec-
tations and misunderstandings. Consumers should be
better informed and educated about food quality and
its implications for health. The application of technol-
ogy tools decreases waste, boosts resilience, and pro-
motes viability in FSC. The evolving end-to-end business
model is mostly dependent on revolutionary innova-
tion in the food sector. As a result of adopting digiti-
sation, food safety and advocacy will increase, allowing
the market to democratise accessibility and experiment.
All of this is made feasible by the industry’s automa-
tion, increasing efficiency, better customer understand-
ing, and support for significant food production and con-
sumption shifts. Furthermore, completing food system
reform will need a considerable shift in mindsets, as well
as the roles and responsibilities of public sector actors
against companies in setting food demand. This may be
accomplished in FSC by carefully developing horizon-
tal cooperation procedures. Food systems are essential
for economic prosperity, human health, and planetary
health, and getting all three correctly is vital. They are
inextricably linked and have a considerable influence on
one another. Every nation must imagine probable future
possibilities in which everyone consumes properly, based
on environmentally, economically, and socially sustain-
able food systems. Local and national perspectives on

how such food systems can manifest in greater predomi-
nance should lead to policy aims aimed at the long-term
transformation.

In general, the approach in this study can help produc-
ers as a decision support tool to make better decisions
about the proper pricing of perishable food products.
It is therefore suggested that future researchers exam-
ine the impact of more features on food price forecasts
and use those features to predict the pricing of other
producers. These features can be different in different
societies. Also, to improve the performance of the pre-
diction model, it is suggested to use other meta-heuristic
algorithms and compare the results with each other.
Incorporating other factors that can affect the demand
for perishable food products in the game theory model
can seemingly improve the results and provide a more
accurate model. It is worthy to mark that the contracts
which are applied for the above-mentioned pricing for-
mulation can be expanded. Some other contracts can also
be applied and compared with the presented one (e.g.
revenue-sharing contracts, cost-sharing contracts).
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