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ABSTRACT Railway track stiffness is an essential factor influencing the track conditions and long-term
deterioration. However, the traditional ways to measure the track stiffness are based on inverse computations
using multi-body simulations and/or finite element models, which are time-consuming and at low-speed
operation. To overcome these challenges, we propose a convolutional neural network framework to predict
the track dynamic stiffness using the accelerations captured by accelerometers mounted on the axle box in
real-time. To provide a benefit of computational cost-friendly, a dilated convolutional layer has been added
which allows the framework to be applied to a compact device. In our study, a nonlinear finite element model
of train-track interactions has been calibrated and used to generate unbiased, full range of data sets of axle box
accelerations under various track and operational factors. Subsequently, the simulated data is formatted to
three different sample sizes: 250-timesteps, 500-timesteps, and 1,000-time steps. The fine-tuned CNNmodel
is developed based on the three datasets and provides the optimal R2 of 0.94, 0.94, and 0.97. The insights
gained from this study can assist the track stiffness measurement in the field with a novel measurement
method providing continuous, cost-friendly, fast, and implementable benefits. The quantification of dynamic
track stiffness will help track engineers to locate problematic and defective tracks promptly on the vast
railway networks such as mud pumping, loss of support, pulverized ballast, and so on.

INDEX TERMS Track stiffness, axle box accelerations, dilated convolutional, machine learning, railway
infrastructure.

I. INTRODUCTION
Railway track stiffness, representing the track deflection
responding to the wheel load, is a vital parameter from a
design and maintenance point of view. High track stiffness
generally allows larger load and smaller track deflection but
faster wear and fatigue rate on other track components such
as rails, sleepers, and ballast. To make the railway more
competitive and attractive, it is expected that higher running
speed and low maintenance cost of the track as can be seen
from two cases, a dated but illustrative case Marid-Barcelona
high-speed line operating over 300 km/h in certain sections
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and an in-progress example the UK high-speed railway. From
the design point of view, there has been an interest in adopting
an optimum track stiffness to limit track deterioration and the
cost of maintenance as evaluated in [1]. In the aspect of track
maintenance, track stiffness can be an essential indicator for
identifying the root cause of the track geometric problems [2].
It is noted that the optimal use of maintenance resources can
be executed, leading to the best use of themaintenance budget
based on the continuous measurement of the track stiffness
with a proper interpretation of the result [3].

Before we dive into the methods of track stiffness mea-
surements, we need to understand the motivation for measur-
ing track stiffness. Studies over the past three decades have
provided important information on the correlation between
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track stiffness and track conditions [3], [4]. Wang et al. have
summarized the interpretation of the track stiffness based on
low track stiffness, changing stiffness in the transition zone,
virtual track stiffness, and assortative stiffness [5].

The measurement of track stiffness generally refers to
the global track stiffness measurement which includes all
the layers of the track structure [6]. The component level
stiffness, such as ballast and fastener, can be performed
in the lab condition [7]. It is noticeable that the methods
of track stiffness measurement have noticeably increased.
Several systematic reviews of the ways of track stiffness
measurement have been undertaken, such as rolling stiffness
measurement vehicle [8], the hammer method [9], [10], por-
tancemetre [11], TTCI (Transportation Technology Center,
Inc) [12], FWD (Falling Weight Deflectormeter) [13], CARS
(China Academy of Railway Sciences) [14], and SBB(Swiss
Federal Railways) [8]. To analyze the performance of the
measurements, multiple parametric studies of the obstruc-
tiveness and measurement speed are carried out. Most of the
approaches aforementioned are subjected to low measure-
ment speed with the highest speed of 60 km/h achieved by
CARS. The low measure speed can lead to an additional
burden on the track capacity. Considering the track stiff-
ness measurement on the faster measurement speed, a new
solution to measure global track stiffness offering benefits
of continuous, wide-coverage, non-intrusive, realistic speed
and load is needed. Driven by the development of the sensor
andwireless communication capability, the deployment of in-
service trains makes the above benefits possible. Research
on using in-service trains carried out to date implemented
vehicle-track dynamic interaction and the cross-entropy opti-
mization to determine the track stiffness [15]. A numerical
validation using a half-bogie model and a beam-on-elastic-
foundation tackwith no irregularities was provided. However,
it is noted that various types of vehicles and track and track
irregularities should be considered to make the framework
more rigorous. Mehrali et al. proposed a measuring vehicle
mounted with cameras and two lasers to determine track
stiffness at speed up to 120 km/h [16]. The high speed allows
the solution deployed to in-service trains, but we consider
that the complexity of cameras and lasers usage can be
reduced.

To the best of our knowledge, we are the first to
adopt dilated convolutions to evaluate global track stiff-
ness using the train axle box vibration. Such technique is
justified to be suitable for the project using sensory data
which presents noisy and relatively big. The sensor some-
time is so sensitive that introducing too much noise there-
fore the dilated technique allows the model to capture the
pattern from a broad field avoiding misled by the very
detail but can be noise information. Another advantage
the technique brings is that it reduces the computationally
demanding. A validated simulation application D-track is
used to generate the vibration as the input to the model.
The core contributions of this framework are presented as
follows.

1. A sensible CNN architecture is proposed to address vibra-
tion data. A dilated convolutional layer is introduced to
provide a broad view of the input with no additional
parameters. The comparative analysis between traditional
CNN and the dilated CNN is provided in terms of perfor-
mance and computational cost.

2. The proposed model provides robust performance as the
vibration is very close to reality with the track irregularity
added in the simulation stage. To visualize how the model
acts between contexts with and without irregularity, three
rail irregularities: dipped joint, dipped weld, and corruga-
tion are considered in the simulation only when the track
stiffness is: 100 MN/m, 600 MN/m, or 800 MN/m.

3. Our solution’s main feature is inexpensive and easy instal-
lation needed since only accelerators are mounted on the
axle box. This allows easy rebuilding on an in-service
train to provide non-destructive, continuous, and real-time
measurement.

The remainder of this paper is organized as follows.
In Section 2, methodologies of D-track and the dilated CNN
model are presented. Section 3 describes the results obtained
by the models for the three different datasets with varied
window sizes. The results are also discussed and compared
with the present counterparts in this section. The final section
summarizes the findings and the significance of the current
study. Besides, the limitation and a hint to direct future
improvement are also presented

II. METHODOLOGIES
This section starts with a description of the D-track and
subsequently elaborates on how the model is developed and
evaluated.

A. NONLINEAR FINITE ELEMENT SIMULATIONS
The proposed CNN model is developed using the axle box
accelerations generated by a nonlinear finite element simu-
lation package D-track, which has first been developed by
Cai [17]. D-track was designed based on an ideal rail track
model presented in FIGURE 1(a) which considers the rails
and ties as two elastic beams. The rails are carried by the
ties via the rail pads and fastening mechanism above the ties
and the ballast and subgrade beneath the ties. FIGURE 2(b)
presents concrete ties which can be non-uniform.

To make the rail elements more stable, two spring stiffness
at each end of the rail span are used to demonstrate the mass
inertial effects, flexural, and resilience of the rail support
components which are presented in FIGURE 2. Cai [17] has
simplified one span of the rail track to a uniform rail beam
segment which is held up by two spring coefficients K̂e shown
in FIGURE 2 given by

K̂e =
κp

1+ kp
∑z

n=1
2[zn(dr)]

2

(w2
n−�

2)Mn

(1)

where kp is the contact stiffness between two beams in
FIGURE 1, zn represents the nth mode of the tie beam,
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FIGURE 1. Idealized track vibration model.

FIGURE 2. Uniform rail beam segment.

dr reflects the distance between the end of the tie and the
rail seat, � is the vibration frequency of the track, wn is the
natural frequency of the single free tie, andMn stands for the
tie mass.

The spring coefficient defined in (1) has been combined
with the exact dynamic stiffness matrix of the rail span which
is given by the following equation.

[Kr ] =

k11 + Ke k12 k13 k14
k21 k22 k23 k24
k31 k32 k33 + K̂e k34
k41 k42 k43 k44

(2)

With the details of each element in (2) has been unveiled
in [17], the displacements responding to the nodal forces
become (3) blow.

{F} = [Kr (�)] {δr } (3)

Using (2)–(3), D-track is able to assemble the track elements
and the adjacent rail span elements.

Steffens [18] has introduced the dynamic analysis of
rail track structure and an interface to D-track. However,
D-track’s accuracy remained questionable since there was a
considerable gap between the site field data and the simulated
data. To boost the performance of the D-track, Leong [19]
thoroughly studied the D-track in terms of sleeper pad reac-
tion, wheel-track interaction, sleeper bending assessment.
The simulated app was validated with a comparative analysis
between the site data acquired from Melbourne to Geelong,
Australia, and the simulated data concluded a leap of perfor-
mance with less than 10% error was achieved.

TABLE 1. Parameters used in D-track.

FIGURE 3. The flowchart of the D-track simulation.

D-track provides a wide range of parameters tunable such
as track (global track damping and stiffness) and vehicle char-
acteristics (models, speed, weight, and wheel radius), irregu-
larities (dipped joint, corrugation, etc.). FIGURE 3 presents
the primary procedure to generate the axle box accelerations
using D-track. TABLE 1 demonstrates the details of the three
inputs we tune in the simulation. As can be seen, the vehicle is
running at 60 – 120 km/h in the simulation. Three track irreg-
ularities, corrugation, dip welded, and dip joint, are added
to make the simulation more realistic. Prestressed sleeper,
a commonly used type of sleeper, has gained popularity due
to the longer life cycle and lower maintenance cost than the
reinforced concrete sleeper [20]. Different stiffnesses ranging
from 0 to 900 MN/m with a 100-step increase are applied.
In total, 401 simulations have been executed, and the axle box
accelerations corresponding to each simulation are exported
to 401 excel files.

FIGURE 4 exemplifies the global vertical acceleration
with the track stiffness of 300 MN/m at speeds of 60 km/h
and 80 km/h. The horizontal axis represents the time step that
the vibration is recorded, while the vertical axis illustrates
the vertical vibration using the positive and negative values
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FIGURE 4. An example of the raw.

TABLE 2. The summary of the three datasets.

to show the direction of up and down. FIGURE 4 presents
two significantly different vibration patterns induced by two
different speeds but pointing to the same track stiffness. The
primary focus of our research has been on how we adjust
the CNN model to predict the same track stiffness from
two different vibration patterns. There is a possible solution
that we can pre-define some hand-crafted features which are
able to let the CNN group the two very different patterns in
FIGURE 4 to the same track stiffness. The performance of
such a design highly relies on the selection of hand-crafted
features. This scenario applies to the domain where human
experts can manually extract the features [21]. The summary
of the three datasets is shown in TABLE 2. One Excel file is
a sample using the window size of 1,000. As the window size
decreases, the number of samples increases.

B. MODEL DEVELOPMENT
As aforementioned, using pre-defined hand-crafted features
is notoriously difficult, not least because of the hardness of
selecting the features and the human biases when defining
the features. This argument has been further proven by [22],
concluding that the CNN using vibration data shows superior
performance compared to the deployment of the deep neu-
ral network with the handcrafted features. Vibration-based
machine learning models have been thriving and used in
various aspects such as structural damage monitoring [23]
and railway track condition monitoring [24]. It is noted
that the different machine learning models using vibration
provide elegant performance and robustness in the three stud-
ies [22]–[24]. To avoid using handcrafted features, we intro-
duce the dilated CNNmodel to estimate the track stiffness due
to the benefits of the automatic feature extraction and the high

FIGURE 5. The expanded receptive field of a 3× 3 kernel using different
dilated rate l. (a) l = 1 (traditional CNN) (b) l = 2 (c) l = 3.

efficiency compared to Artificial Neural Networks(ANN)
[25], especially with the raw data a bigger size than the
handcrafted dataset.

1) DATA PRE-PROCESSING
Before we can input the axle box vibration to the model, data
preparations, including data slicing, normalization, and split-
ting, must be done. Banos et al. have thoroughly examined the
effect of data segmentation on the human activity recognition
process [26]. However, we argue that the vibration pattern
induced by trains entirely differs from the vibration triggered
by human activity. Therefore, the impact of the window size
(250, 500, and 1,000) has been evaluated in our study. Before
the dataset is divided into 85% of the training set and 15% of
the test set, the raw data is sliced to 250-, 500-, or 1,000-time
steps per sample. 20% of the training set is split to be the
validation set to achieve the model selection with no touch
on the testing set during the model training and selection
processes. Subsequently, the min-max normalization tech-
nique is deployed since the effectiveness has been revealed
by [27]. The min-max normalization has been applied using
the maximum and minimum values of the training set instead
of the max and min values of the whole dataset to avoid
information leaking from the test set to the training set. If we
treat the test set as the future value to test a trained model, the
test data’s maximum and minimum are not available now.

2) DILATED CNN
Dilated convolution also known as atrous convolution, effec-
tively enlarges the filter’s receptive view along with no addi-
tional computation or the number of parameters. It has been
widely used in semanticimage segmentation such as [28].
In general, the traditional convolutional layer is expanded to
the dilated convolutional layer by intercalating one or more
voids between the adjacent elements. Apart from sematic
image segmentation, this technique has also been extended
to other domains such as speech emotion recognition [29]
and image classification [30].FIGURE 5 explains how dilated
convolution expands the receptive field with no additional
parameter introduced.

The kernel size for FIGURE 5(a) – (b) remains the same
3 × 3 (greed dots), but the receptive field differs in dif-
ferent size depending on the dilated rate. As can be seen,
the 1-dilated convolution yields 3 × 3 receptive fields as
the kernel size. Intercalating 1 zero hole around each green
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FIGURE 6. The architecture of dilated CNN.

TABLE 3. The tuned hyperparameters.

dot turns FIGURE 5(a) to (b) and the receptive field is
enlarged to 7 × 7. The 3-dilated convolution presents an
11 × 11 receptive domains, as seen in FIGURE 5(c). It is
noticeable that the receptive area is exponentially expanded
by the dilated rate.

FIGURE 6 unfolds the architecture of the CNN using
dilated techniques for the window size of 1,000. Three clus-
ters of dilated convolutional layers can be seen followed by
a flattened layer and a dense layer before the dilated CNN
model predict the track stiffness. Motivated by [31], the max-
pooling layer is replaced with the dilated convolutional layer
to alleviate the high-frequency, high-amplitude activations.
Besides, to allow the model to cover all the features, the
dilated rate is suggested to be set to (1, 2, 5).

3) HYPERPARAMETER OPTIMIZATION
The weight and bias in each neuron are gained by the training
process of the model. Apart from the learned parameters,
the parameter, namely hyperparameter (which can be tuned
manually), aims to control the learning process of the model
yielding the optimal result to solve specific problems. Tradi-
tionally, the optimal scenario of hyper-parameter is decided
by manual tuning. Presently, advanced GPU processors and
computer clusters allow many trials with the potential hyper-
parameter pre-defined, referring to grid search. The tuned
hyperparameters are summarized in TABLE 3.

III. RESULT
This section presents the optimal results for both traditional
CNN and dilated CNN using the test set associated with three
different datasets depending on the sample size. The optimal
hyperparameters are tabulated in TABLE 4 in Appendix.
The mean absolute error (MAE) and the coefficient of

FIGURE 7. Overview of the testing result.

determination referring to R2 are used to score the model’s
performance. FIGURE 7 summarizes the result for both mod-
els in terms of the performance and the time used. All the
models can provide more than 90% R2 with the peak R2

values procured by the models using a 1000-window size.
The performance between the standard CNN and dilated
CNN presents almost no difference in our case; however, the
dilated technique offers 75%, 45%, and 27% less time for
the window size of 250, 500, and 1000. Even 27% can be
dominant as the railway network is generally extensive and
energy demanding.

What stands out from FIGURE 8 is that all three fine-tuned
models provide promising results and less than 50 MN/m
error provided by the utilization of 1,000 window size. Strong
evidence of the model’s performance is not sensitive to the
irregularities can be found in three window size settings. It is
noted that there is no additional error occurred due to the
three track irregularities introduced in the track stiffnesses
of 100 MN/m, 600 MN/m, and 800 MN/m compared to other
track stiffness without irregularity involved. To access the
effect of speed, FIGURE 8 also uses speed as x-axis to
present the performance of the models. Four blocks can be
seen which represent four different speed settings. By com-
paring the scatter of the four blocks, there is no larger gap
between the performance of either dilated or non-dilated
CNN due to the large speed. FIGURE 8 reflects that the main
error comes from the high track stiffness error of 700 MN/m
to 900 MN/m. The model presents an unfulfilled perfor-
mance in the high track stiffness region, either overpredict-
ing for the 700 MN/m or underpredicting for 800 MN/m
and 900 MN/m. One possible rationale is that the vibration
pattern is not sensitive to the change of the track stiffness
when the value turns to a very high value like 700 MN/m
to 900MN/m. A potential solution for this can be introducing
more features such as acoustics and angular velocity to assist
prediction. We argue that these high stiffnesses are not com-
mon as the optimum track stiffness proposed by [32]–[34]
is 70 MN/m – 130 MN/m. As aforementioned, the proposed
framework allows easy refit to the service trains without
causing any disruption to the daily service. Besides, our
unprecedented study supports continuous, fast and cheap
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FIGURE 8. Actual values vs predictions for three dataset (a) 250 (b) 500
(c) 1000.

measurement of the track stiffness compared to the rolling
stiffness measurement vehicle costs 7,000 Euro/day exclud-
ing transport to site and locomotive during measurement
and the track loading vehicle costs 4,000 Euro/day exclud-
ing data evaluation, transport to site and locomotive during
measurement.

As mentioned in the literature review, prior studies have
reviewed the ways which are considered to be destructive
and relative low speed. To tackle these constraints, Mehrali

et al utilized lasers and cameras to investigate track geometry
and stiffness variation [16]. However, bad weather conditions
and speeds up to 120 km/h can hinder the quality of pictures
taken by the camera. In our study, we have proposed a dilated
CNN using the sensory data acquired from axle box which is
immune to speed up to 120 km/h and bad weather conditions
as there are sophisticated accelerometers designed to tackle
the extreme weather conditions.

IV. CONCLUSION
This study is set out to propose a machine learning model
to address the real-time global track stiffness estimation.
We have confirmed that the performance of the proposed
model is satisfied, the dilated technique contributes to saving
computational cost, and the consideration of irregularities
makes no significant difference to the model’s performance.
An implication of this study is the possibility that wireless
accelerometers can be mounted on the axle box of the ser-
vice trains. Subsequently, the vibration captured from the
accelerometers can be sent to the train operation center or
saved with a built-in appliance for later use by the dilated
CNN model. With the continuous monitoring of track stiff-
ness indicating the condition of the track, early maintenance
and some precautions can be taken to the specific section.
This work contributes to existing knowledge of track stiffness
measurement by providing a straightforward implementation,
time-saving, and cost-efficiency method. There is a limitation
that the model is developed based on a simulated dataset
with three irregularities considered. More irregularities will
be included in the simulated dataset, and the field data is
required to test the model’s performance in the future.

APPENDIX
The three values in the number of convolutional filters are for
three different layers.

TABLE 4. Optimal hyperparameters for three window sizes.
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