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Abstract: Tactile Internet (TI) is a new internet paradigm that enables sending touch interaction
information and other stimuli, which will lead to new human-to-machine applications. However,
TI applications require very low latency between devices, as the system’s latency can result from
the communication channel, processing power of local devices, and the complexity of the data
processing techniques, among others. Therefore, this work proposes using dedicated hardware-based
reconfigurable computing to reduce the latency of prediction techniques applied to TI. Finally, we
demonstrate that prediction techniques developed on field-programmable gate array (FPGA) can
minimize the impacts caused by delays and loss of information. To validate our proposal, we present a
comparison between software and hardware implementations and analyze synthesis results regarding
hardware area occupation, throughput, and power consumption. Furthermore, comparisons with
state-of-the-art works are presented, showing a significant reduction in power consumption of ≈1300×
and reaching speedup rates of up to ≈52×.

Keywords: tactile internet; robotic; FPGA; latency

1. Introduction

Tactile Internet (TI) enables the propagation of the touch sensation, video, audio, and
text data through the Internet [1]. TI-based communication systems will provide solutions
to more complex computational problems, such as human-to-machine interactions (H2M)
in real time [2,3]. Therefore, TI is a new communication concept that allows transmitting
skills through the Internet [4]. Several applications are available in the literature, such as
virtual and augmented reality, industrial automation, games, and education [5].

Currently, the system’s latency is a major bottleneck for TI applications. Therefore,
it is necessary to guarantee very low latency, as demonstrated in [5–8]. Studies indicate
that TI applications’ latency varies from 1 to 10 ms in most cases or up to 40 ms in specific
cases. Nevertheless, high latency can result in many problems, as stated in [7], such as
cybersickness [9,10]. Several works have investigated methods to minimize the problems
associated with the latency on TI applications, as presented in [1,11–14]. The work shown
in [15] provides a comprehensive survey of techniques designed to deal with latency, which
proposes prediction techniques as a solution to minimize the impacts caused by delays and
loss of information. Thus, the system “hides the real network latency” by predicting the
user’s behavior; notably, the proposal does not reduce the latency but predicts the system
behavior, thus, enhancing the user experience’s quality.

Plenty of research areas, such as market, industry, stocks, health, and communication,
have used forecasting techniques over the years [16–22]. However, these techniques are
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often implemented in software, increasing the latency in computer systems within tactile
links due to the high computational complexity of the techniques and the large datasets to
be processed.

Systems based on reconfigurable computing (RC), such as field-programmable gate
arrays (FPGAs), have been proposed to overcome the processing speed limitations of
complex prediction techniques [23]. In addition, FPGAs enable the deployment of dedicated
hardware, enhancing the performance of computer systems within the tactile system. In
addition, systems deployed with FPGAs proposed in the literature can reach 1000× speedup
compared to software-based ones [24–28].

Therefore, we propose the parallel implementation of linear and nonlinear prediction
techniques applied to the TI on reconfigurable hardware, that is, on FPGA. Hence, the main
contributions of this work are the following:

• Parallel implementation of prediction techniques on FPGA without additional embed-
ded processors.

• A detailed description of the modules implemented for the linear and nonlinear
regression techniques on FPGA.

• A synthesis-based analysis of the system’s throughput, area occupation, and power
consumption, using data from a robotic manipulator.

• An analysis of fixed-point precision against floating-point precision used by software
implementations.

Related Works

The use of RC for computationally complex algorithms is widely available in the
literature. Prediction techniques based on machine learning (ML), such as multilayer
perceptron (MLP), are proposed to assist the bandwidth allocation process on the server
automatically [29–31]. However, the presented systems are local and may not be scalable
for use in more complex networks with higher traffic due to the need for data from all
communications to perform the techniques’ configuration and training steps. Therefore,
linear prediction techniques have been proposed in [32,33] to avoid the loss of packages
or errors.

Numerous works applied to TI are software-based implementations, such as cloud
applications [34–36]. Usually, these software-based approaches are slower compared to
hardware-based ones, thus affecting the data processing time of prediction techniques. As a
result, some proposals were deployed on FPGA to increase the performance of manipulative
tools [37–40], requiring accurate feedback [41–44].

Prediction techniques deployed on hardware, such as FPGAs, can reduce the latency in
computer systems. In [45], an implementation of the quadratic prediction technique based
on FPGA regression is proposed. In [46], a technique to detect epistasis based on logistic
regression is implemented with an FPGA combined with GPU, achieving between 1000×
to 1600× speedup compared to software implementations. In [47], an implementation of
a probabilistic predictor on FPGA is proposed. Ref. [23] presented the hardware area
occupation and processing time results for various RNA configurations of functions radial
bases. Meanwhile, [48,49] demonstrate the feasibility of implementing algorithms based on
deep learning (DL) using an RC-based platform.

Few studies explore linear regression applied to signal prediction on FPGAs or
predictors applied in TI systems. However, there are proposals for machine learning (ML)
techniques on FPGA. As an example, [50] proposes an MLP architecture for wheezing
identification of the auscultation of lung sounds in real time. The MLP training step is
performed offline, and its topology contains 2 inputs, 12 neurons in the hidden layer,
and 2 neurons in the output layer (2–12–2). The architecture uses a 36-bits fixed-point
implementation on an Artix-7 FPGA, achieving a sampling time of 8.63 ns and a throughput
of 115.88 Msps.

The work presented in [51] uses an MLP on FPGA to perform the activity classification
for a human activity recognition system (HAR) for smart military garments. The system
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has seven inputs, six neurons in the hidden layer, and five in the output layer (7–6–5). In
addition, five versions of the architecture were implemented by varying the data precision.
The analysis shows that the MLP designed with a 16-bit fixed-point is more efficient
concerning classification accuracy, resource utilization, and energy consumption, reaching
a sampling time of 270 ns using about 90% of the embedded multipliers and a throughput
of 3.70 Msp.

Another MLP implemented on FPGA is proposed by [52] for real-time classification of
gases with low latency. The MLP has 12 inputs, 3 neurons in the hidden layer, and 1 neuron
in the output layer (12–3–1). In addition, the Levenberg–Marquardt backpropagation
algorithm is used to perform offline training. The architecture was developed on Vivado
using high-level synthesis (HLS) to optimize the development time and deployed on a
Xilinx Zynq-7000 XC7Z010T-1CLG400 FPGA. Concerning the bit-width, a 24-bit signed
fixed-point representation was used for the trained weight data with 20 bits on the fractional
part. Meanwhile, 16-bit (14 bits on the fractional part) was used to deploy the output layer
using the TanH function. A throughput of 539.7 ns was achieved.

In [53], an MLP was implemented for automatic blue whale classification. The MLP
had 12 inputs, 7 neurons in the hidden layer, and 3 in the output layer (12–7–3). The
backpropagation algorithm was used for an offline training process. The trained weight
data were deployed using fixed-point representation with a 24-bit maximum length. The
output function adopted was the logistic sigmoid function. The architecture was developed
on a Xilinx Virtex 6 XC6VLX240T and Artix-7 XC7A100T FPGAs, reaching a throughput of
27.89 Msps and 25.24 Msps, respectively.

Unlike the literature works discussed, we propose linear and nonlinear prediction
techniques designed on hardware for TI applications to reduce the latency. The linear
techniques proposed are predictions based on linear regression using the floating-point
standard IEEE 754. In addition, four solutions for different ranges of the regression buffer
are presented. Regarding the nonlinear techniques, an MLP-BP prediction technique is
proposed, using fixed-point representation, performed with online training. The Phantom
Omni dataset is used to validate the implementations and compare them to software
versions implemented on Matlab.

2. Proposal Description

TI-based communication enables sending the sensation of touch through the Internet.
The user, OP, interacts with a virtual environment or a physical tool, ENV, over the network.
Figure 1 shows the general tactile internet system, with two devices interacting. The devices
can be the most diverse, such as manipulators, virtual environments, and tactile or haptic
gloves. The master device (MD) sends signals to the slave device (SD) during the forward
flow. Meanwhile, the SD feedbacks the signals to the MD on the backward flow.

Each master and slave device has its subsystem, computational system, responsible
for data processing, control, robotics, and prediction algorithms at each side of the
communication process. MCS and SCS are the identifications for the master and the slave
device computational systems, respectively. The total execution time of each of these
blocks can be given by the sum of the individual time of each algorithm, assuming they
are sequential.

The model adopted in this work considers that several algorithms constitute the
computational systems, and each of them increases the system’s latency. Thus, the
prediction process should be implemented in parallel to the other algorithms embedded
in the MCS and SCS. This consideration aims to decouple prediction techniques from
other algorithms, simplify the analysis, and to improve performance. Figure 1 presents a
model that uses prediction methods in parallel with computational systems. The prediction
modules, identified as MPD and SPD, have the same signal inputs as their respective
computational systems, signals q̃(n) and c̃(n). In this project, the predictions performed
use Cartesian values. The module MPD predicts a vector called q̂(n) upon receiving the
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input vector. This prediction has a processing time of tmpd. Similarly, the SPD module
predicts the ĉ(n) vector on the slave side, with a prediction processing time of tspd.

Forward

OP MD SD ENVNWMCS SCS

MPD

SPD

Backward

Figure 1. Block diagram illustrating the behavior of a generic Tactile Internet system that uses a
parallel prediction method.

3. Prediction Methods

As shown in Figure 1, the modules responsible for the prediction system, called MPD
and SPD, can be implemented in parallel with MCS and SCS computational systems. These
prediction systems can execute nonlinear prediction methods (NLPM), linear prediction
methods (LPM), or probabilistic prediction methods (PPM), as illustrated in Figure 2. We
propose the implementation of linear regression and the multilayer perceptron with the
backpropagation algorithm (MLP-BP).

As mentioned in the previous section, the system has two data streams, forward and
backward, represented by the signal vectors c(n) and q(n). In this section, υ(n) represents
the input samples, and υ̂(n) represents the predicted samples for these two vectors in
both streams.

Each prediction module can implement different prediction methods that can be
applied for both Cartesian and joint coordinates, as described in [54]. The implementations
can replicate the same technique multiple times. A replication index, NI, can be used as a
metric to define the hardware capacity to implement multiple techniques in parallel. The
NI value may vary according to the degree of freedom of the virtual environment or robotic
manipulator model.

NLMP

LMP

PPM

Figure 2. Structure of the prediction modules, MPD and SPD.

3.1. Linear Regression

The linear regression prediction model uses a set of M past samples to infer possible
predicted data. It uses a set of observed pairs composed of the time marker, tm, and the depen-
dent variable, υ, that is, (tm(1), υ(1)), (tm(2), υm(2)), . . . , (tm(M−1),υ(M− 1)),(tm(M), υ(M)).
The regression can be defined by Equation (1),

υ̂(n) = β̂0(n) + β̂1(n)tm(n), (1)

where υ̂(n) is the predicted value of υ(n), β̂0(n) is the linear estimation coefficient, and
β̂1(n) is the coefficient of angular estimation for the same estimated sample. The parameter



Sensors 2022, 22, 3556 5 of 32

estimation process uses the principle of least squares [55]. Equations (2) and (3) indicate
the coefficients,

β̂0(n) = ῡ(n) − β̂1(n) ¯tm(n), (2)

β̂1(n) =

∑M
j=0(tm(n− j) − ¯tm(n))(υ(n− j) − ῡ(n))∑M

j=0(tm(n− j) − ¯tm(n))2
, (3)

where ῡ(n) and ¯tm(n) are the average values of the sample variables υ and tm.

3.2. Multilayer Perceptron Networks

Commonly, complex problems are solved with machine-learning-based solutions, such
as artificial neural networks (ANN). The mathematical structure of the ANN is composed
of processing units called artificial neurons. The neurons can operate in a parallel and
distributed manner [56]. Hence, ANN solutions can exploit the high parallelism degree
provided by FPGAs.

3.2.1. Architecture

Several applications based on neural networks use the architecture of an MLP-BP due
to the ability to deal with nonlinearly separable problems [57]. Equation (4) represents the
prediction function using the MLP technique, which uses B past samples of υ to generate
the υ̂(n) value, as follows:

υ̂(n) = f (υn−1, υn−2, . . . , υn−B), (4)

where υn−1, υn−2, . . . υn−B are the input values of the MLP and υ̂ is the MLP predicted output.
Equation (5) presents a generic MLP with L layers, where each k-th (k = 1, . . . , L)

layer can have Nk neurons with Nk−1 + 1 inputs representing the number of neurons in the
previous layer. The neurons from the k-th layer process their respective input and output
signals through an activation function fk(•). At the n-th sample, this function is given by

yk
i (n) = fk

(
xk

i (n)
)
, (5)

where yk
i (n)(i = 1, . . . , Nk) is the i-th neuron output in the k-th layer, and xk

i (n) can be
defined as

xk
i (n) =

 Nk∑
j=1

wk
i j(n)yk−1

j (n)

−wk
i0(n), (6)

where wk
i j(n) is the synaptic weight associated with j-th input of the i-th neuron. Figure 3

illustrates the structure of an MLP ANN with L layers and Figure 4 illustrates the i-th
neuron in the k-th layer.

y1(n)
x1(n)

f( )

y1(n)

+

f( )

y2(n)

+

f( )

y2(n)

+
yN (n)

0

xN (n)
1

yN (n)
1

x1(n)
f( )

y1(n)

+

x2(n)
f( )

y2(n)

+

f( )+

0

0

0

1 1

x2(n)
1

y0(n)=-1
0

y0(n)=-1
1

1

1

x1 (n)
f( )

y1 (n)

+

x2 (n)
f( )

y2 (n)

+

f( )+

1

2 2

2 2

xN (n)
2

yN (n)
2

22
yN   (n)

L-1

L-1

y2 (n)
L-1

y1 (n)L-1

y0 (n)=-1
L-1

xN (n)
L

yN (n)
L

LL

L L

L L

...

...

...

...

...

...

...

...

...

...

...

Layer 0 Layer 1 Layer 2 Layer L

Figure 3. Structure of an MLP artificial neural network (ANN) with L layers.
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+

y0    (n)= −1

wiN    (n)k
k-1

yN    (n)
k-1

k-1

wi0(n)kk-1

...

... xi (n)k

fk( )
yi (n)k

( )ny k 1

1

− ( )n
k

i1ω

Figure 4. Structure of a neuron (perceptron) with Nk−1 + 1 inputs.

The fk(•) function was defined by rectified linear unit (ReLU) function according to
Equation (7):

fk(x) = max{0, x}. (7)

The backpropagation algorithm is the training algorithm used with MLP.

3.2.2. Backpropagation Training Algorithm

The weights are updated with the error gradient descent vector. At the n-th iteration,
the i-th neuron error signal in the k-th layer is defined by

ek
i (n) =

 di(n) − yk
i (n) for k = L∑N−1

j=0 wk+1
i j (n)δk+1

i (n) for k = 1, . . . , L− 1 , (8)

where di(n) is the desired value, and δk+1
j (n) is the local gradient for the i-th neuron in the

(k + 1)-th layer at the n-th iteration. Equation (9) describes the local gradient,

δk+1
i (n) =

{
ek

i (n) f ′(y(n)) for k = 0, . . . , K − 2 , (9)

where f ′(y(n)) is the derivative of the activation function.
The synaptic weights are updated according to the following:

wk
i j(n + 1) = wk

i j(n) + ηδ
k
j(n)yk

j(n) + αwk
i j(n− 1), (10)

where η is the learning rate, α is the regularization or penalty term, and wk
i j(n + 1) is the

updated synaptic weight used in the next iteration.

4. Implementation Description

We propose an architecture using a 32-bit floating-point (IEEE754) format for the linear
prediction technique. Throughout this section, we use the notation [F32]. For the MLP
prediction technique proposed, we designed an architecture with a fixed-point format
(varying the bit-width). We use the notation [sT.W] to represent the fixed-point values,
where s represents the sign with 1 bit, T is the total number of bits, and W the number of
bits in the fractional part. Therefore, the integer part of signed variables is T−W− 1 bits
long, while for unsigned variables it is T−W bits.

4.1. Linear Regression

The hardware architecture implemented for the linear prediction technique based on
linear regression was based on Equations (1)–(3). All circuits in the structure use 32-bits
floating-point precision.
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The circuit shown in Figure 5 executes Equation (1). As can be observed, the circuit
is composed of one multiplier and one adder. There are three input values, (tm[F32](n),
β0[F32](n), and β1[F32](n)), and one output, (υ̂[F32](n)).

+

Figure 5. Block diagram representing the circuits implemented in hardware to perform the linear
regression prediction technique, described in Equation (1).

To perform Equation (2), we use one multiplier and one subtractor, as shown in
Figure 6. The circuit has three inputs values ( ¯tm[F32](n), β1[F32](n), and ῡ[F32](n)), and
one output value (β0[F32](n)). The ¯tm[F32](n) and ῡ[F32](n) inputs are the mean value of
tm[F32](n) and υ[F32](n), respectively.

-

Figure 6. Block diagram representing the circuits implemented in hardware to obtain the β0 variable
used in the linear regression prediction technique.

The circuit shown in Figure 7 performs Equation (3). As can be seen, the circuit is
composed of two multipliers, one subtractor, one cascading sum module (CS), and two
constant values (C). The constant values, C, were obtained empirically to simplify the
existing division process in Equation (3). The circuit has two inputs values (υ[F32](n),
ῡ[F32](n)), and one output value (β1[F32](n)).

-
CS

C
C

Figure 7. Block diagram representing the circuits and modules implemented in hardware to obtain
the β1 variable used in the linear regression prediction technique.

The cascading sum (CS) module shown in Figure 7 is implemented by the generic
circuits shown in Figure 8. The cascading sum is also used as an input to calculate the mean
values of t[F32](n) and υ[F32](n), as shown by the circuit illustrated in Figure 9.
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+
z
-1

+z
-1

+
z
-1

+z
-1

.

.

.

.

.

.

Figure 8. Block diagram representing the circuits used to implement the cascading sum (CS) hardware
module. It receives u[F32](n) as input value (generated in the previous multiplier), and outputs the
CS[F32](n) value.

C

Figure 9. Block diagram representing the circuits for generating the mean values t̄[F32](n) and
ῡ[F32](n) used as inputs of the circuits shown in Figures 6 and 7, respectively.

4.2. Multilayer Perceptron

The main modules that perform the multilayer perceptron with the backpropagation
training (MLP-BP) and the multilayer perceptron with recurrent output (RMLP-BP) are
shown in Figures 10 and 11, respectively. The hardware structures are similar. The main
difference between them is that the first input signal of the RMLP-BP is a feedback of
the output signal. As can be observed, there are two main modules called multilayer
perceptron module (MLPM) and backpropagation module (BPM). Both modules implement
the variables in fixed-point format.

The MLPM module for the MLP-BP proposal (Figure 10) has B inputs from previous
instants of the υ variable. The MLPM for the RMLP-BP proposal (Figure 11) has B− 1 inputs
from previous instants of the υ variable. The MLPM module forwards the υ inputs to
the BPM modules with a unit delay. The BPM also receives the MLPM neurons output
signal, yk

i [sT.W](n), as well as the desired MLP output value characterized by an error
signal, e[sT.W](n). Given that the desired value is equal to the current sample of a
time series, that is di[sT.W](n) = υ[sT.W](n), the error can be defined as e[sT.W](n) =
υ[sT.W](n) − υ̂[sT.W](n). Finally, during the neuron update process, the BPM defines the
new weight values, wk

Nk,Nk−1
[sT.W](n), and forwards them back to the MLPM.
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z
-1

MLPM

BPM

z
-1

-

Figure 10. Main hardware modules implemented to perform the MLP-BP.

z
-1

MLPM

BPM

z
-1

-

z
-1

Figure 11. Main hardware modules implemented to perform the RMLP-BP.
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4.2.1. Multilayer Perceptron Module (MLPM)

Figure 12 presents the hardware implementation of the neurons of an ANN structure
(Figure 3). MLPM module circuits implement the neurons based on Equations (5) and (6).
As can be observed, it is a semi-parallel implementation for one neuron with ten inputs
values, of which four are the υ[sT.W](n) and one bias (υ0

0[sT.W](n)) values, while the
remaining five inputs are the weight values, wk

Nk,Nk−1
[sT.W](n). The sequential combination

of adders and multipliers generates the output xk
i [sT.W](n). The hidden layers of the

network also use the structure described.
As mentioned in Section 3.2.1, the output layer uses the ReLU activation function.

Figure 13 shows its hardware implementation. The signal xk
i [sT.W](n) is the input of the

nonlinear function described in Equation (7). The linear combination of weight and hidden
layer output provides the neural network output.

+

+

+

+

Figure 12. Block diagram representing the circuits used to implement the neurons of the MLPM
module for both the MLP-BP and RMLP-BP.

0

sel

0

1

Figure 13. Block diagram representing the circuits used to implement the ReLU function ( f (.))
submodule in Figure 12.

4.2.2. Backpropagation Module (BPM)

The BPM defines the error gradient and updates the neurons’ weights. The error
gradient, e[sT.W](n), described in Equations (8) and (9), is performed by the circuits
shown in Figure 14. The signals wk

i, j[sT.W](n), yk
i [sT.W](n) and δk+1

j [sT.W](n) define the

δk
j [sT.W](n) gradient.

The circuit shown in Figure 15 calculates the MLP neurons’ weights, as previously
described in Equation (10). It consists of two inputs, yk

i [sT.W](n) and e[sT.W](n), and
two constants, α and η. The constants are defined using the fixed-point format [sT.W].
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Figure 14. Block diagram representing the circuits used to obtain the hidden layers gradient
implemented in the BPM module for the MLP-BP and RMLP-BP.
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Figure 15. Block diagram representing the circuits used for updating the neurons’ weights imple-
mented in the BPM module of the the MLP-BP and RMLP-BP.

Table 1 summarizes the value used for each parameter in the MLP-BP and RMLP-BP
hardware implementation. It is essential to mention that the training parameter was
empirically defined.

Table 1. Parameters used for implementation MLP-BP and RMLP-BP technique.

Parameter Value

Number of nodes in layers 4–4–1

Activation function ReLU

Training Algorithm Backpropagation

Training mode Online mode

η 0.008

α 0.0

5. Synthesis Results

This section presents synthesis results for linear and nonlinear prediction techniques.
Three key metrics are analyzed: area occupation, throughput, and power consumption.
This work’s throughput (Rs) has a 1:1 ratio with frequency (MHz). All synthesis results
analyzed here use a Xilinx Virtex-6 xc6vlx240t-1ff1156 FPGA, with 301, 440 registers,
150, 720 6-bits look-up tables (LUTs), and 768 digital signal processors (DSPs) that can be
used as multipliers.

Firstly, we carried out analyses for the linear regression technique varying the M value
from 1 to 3, 6, and 9, implemented in a 32-bit floating-point format. Secondly, we present
the synthesis analysis values for MLP-BP using signed fixed-point configurations with
the following bit widths: 18.14, 16.12, and 14.10. Finally, we also provide an analysis by
increasing the number of implementations (NI) in parallel from 1 to 3 and 6, thus, increasing
the number of variables processed in parallel.
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5.1. Linear Prediction Techniques

Tables 2–4 show the synthesis results for the linear regression prediction technique with
1, 3, and 6 parallel implementations, respectively. The first column of each table highlights
the M value. The second to seventh columns present the area occupation on the FPGA. The
second and third display the number of registers/flip-flops (NR) and their percentage (PNR),
and the fourth and fifth, the number of LUTs (NLUT) and their percentage (PNLUT). Finally,
the sixth and seventh indicate the number of multipliers (NMULT) and their percentage
(PNMULT). The last two columns show the processing time, ts, in nanoseconds (ns), and
the throughput, Rs, in mega-samples per second (Msps).

Table 2. Synthesis results regarding the hardware area occupation, processing time, and throughput
for the linear regression (LR) prediction technique, NI = 1, and varying M from 1 to 9.

Method NR PR NLUT PNLUT NMULT PNMULT
ts

(ns)
Rs

(Msps)

LR (M = 1) 198 0.07% 3440 2.28% 9 1.17% 40.25 24.84
LR (M = 3) 380 0.13% 5574 3.70% 9 1.17% 64.50 15.50
LR (M = 6) 649 0.22% 8870 5.89% 9 1.17% 104.81 9.54
LR (M = 9) 942 0.31% 11,762 7.80% 9 1.17% 142.16 7.03

Table 3. Synthesis results regarding the hardware area occupation, processing time, and throughput
for the linear regression (LR) prediction technique, NI = 3, and varying M from 1 to 9.

Method NR PR NLUT PNLUT NMULT PNMULT
ts

(ns)
Rs

(Msps)

LR (M = 1) 529 0.18% 9923 6.58% 27 3.52% 43.53 68.91
LR (M = 3) 1075 0.36% 16,328 10.83% 27 3.52% 66.07 45.42
LR (M = 6) 1886 0.63% 26,159 17.36% 27 3.52% 118.64 25.29
LR (M = 9) 2764 0.92% 34,979 23.21% 27 3.52% 139.12 21,57

Table 4. Synthesis results regarding the hardware area occupation, processing time, and throughput
for the linear regression (LR) prediction technique, NI = 6, and varying M from 1 to 9.

Method NR PR NLUT PNLUT NMULT PNMULT
ts

(ns)
Rs

(Msps)

LR (M = 1) 1027 0.34% 19,649 13.04% 54 7.03% 42.42 141.48
LR (M = 3) 2119 0.70% 32,457 21.53% 54 7.03% 66.81 89.82
LR (M = 6) 3740 1.24% 52,146 34.60% 54 7.03% 104.75 57.30
LR (M = 9) 5497 1.82% 69,595 46.18% 54 7.03% 171.32 35.04

To demonstrate the linear behavior of our hardware proposal, we provide a linear
regression model for Table 4. Figures 16–18 show NR, NLUT, and RS results. It is essential
to mention that linear regression models return a coefficient of determination called R2.
The R2 rate represents the quality of the linear regression model, i.e., it demonstrates the
obtained data variance. Commonly, R2 is expressed on a scale from 0% to 100% (or a
scale from 0 to 1 for normalized values). Concerning the NR, the plane fNR(NI, M) can be
described by

fNR(NI, M) ≈ −1439 + 510.7×NI + 309.5×M; (11)

the coefficient of determination is R2 = 0.8553.
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Figure 16. Plane fNR(NI, M) that estimates the NR, as a function of the NI and M, for the linear
regression prediction technique.

Meanwhile, the NLUT, shown in the plane fNLUT(NI, M), can be defined by

fNLUT(NI, M) ≈ −16, 360 + 7210×NI + 3487×M; (12)

and R2 = 0.8863.
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Figure 17. Plane fNLUT(NI, M) that estimates the NLUTs, as a function of the NI and M, for the linear
regression prediction technique.

Finally, the the plane fRs(NI, M) presents the throughput in Msps, is presented in the
plane fRs(NI, M), and is described as

fRs(NI, M) ≈ 33.4 + 13.35×NI− 6.896×M, (13)

and R2 = 0.8372.
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Figure 18. Plane fRs (NI, M) that estimates the throughput, Rs, as a function of NI and M, for the
linear regression prediction technique.

According to the ts results presented in Tables 2–4 and Figure 18, a significant reduction
in throughput is noticeable as M increases. Increasing the number of circuits in the cascading
sum (CS) submodule results in a more significant critical path and, thus, a more considerable
sampling time (ts). However, the throughput increases proportionally to NI for a fixed
value of M.

It is observable that there is a linear increase in the number of resources used as M and
the NI grow. As presented in Table 4, for NI = 6 and M = 9, 46% of the NLUT are occupied.
On the other hand, for smaller values such as M = 3 and NI = 6, the NLUT occupied
is 21.53%. Additionally, it is possible to increase the NI using the remaining resources.
However, there is no guarantee that there will not be large throughput losses.

Therefore, it is relevant to mention that the parallel FPGA implementations of the linear
regression can achieve high throughput, as required in the TI scenario. On the other hand,
these implementations result in high hardware area occupation. Considering that TI is still
under development, high processing speed and intelligent use of resources are crucial.

5.2. Nonlinear Prediction Techniques

Commonly, MLP-based implementations use the hyperbolic tangent function. How-
ever, using this function resulted in a 28% occupation of the FPGA memory primitives for
an MLP of four inputs, four neurons in the hidden layer, and one neuron in the output
layer (with N = 1). For N = 6, it could occupy ≈68% of the memory primitives, making
the tanh function unfeasible due to its high hardware implementation cost. The activation
function that we use in this work is ReLU, since its hardware implementation does not
require the use of memory primitives. As previously described, Equation (7) describes the
ReLU function.

Tables 5 and 6 show the hardware area occupation and throughput results for the
MLP-BP and RMLP linear prediction techniques. The analyses for both techniques use a
Virtex-6 FPGA. As presented in the first columns (T.W), they are implemented for different
unsigned fixed-point bit widths.
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Table 5. Synthesis results regarding the hardware area occupation, processing time, and throughput
for the MLP prediction technique, varying NI and T.W.

NI T.W NR PR NLUT PNLUT NMULT PNMULT ts (ns)
Rs

(Msps)

1
18.14 547 0.18% 8141 5.40% 54 7.03% 54.24 18.44

16.12 514 0.17% 7307 4.85% 54 7.03% 55.12 18.14

14.10 431 0.14% 6575 4.36% 54 7.03% 52.94 18.89

3
18.14 1695 0.56% 24,483 16.24% 162 21.09% 64.42 46.57

16.12 1590 0.53% 21,889 14.52% 162 21.09% 60.24 49.80

14.10 1335 0.44% 19,729 13.09% 162 21.09% 55.39 54.16

6
18.14 3390 1.12% 48,520 32.19% 324 42.19% 63.95 93.82

16.12 3180 1.05% 43,390 28.79% 324 42.19% 64.03 93.71

14.10 2670 0.89% 39,718 26.35% 324 42.19% 61.86 96.99

Table 6. Synthesis results regarding the hardware area occupation, processing time, and throughput
for the RMLP prediction technique, varying NI and T.W.

NI T.W NR PR NLUT PNLUT NMULT PNMULT ts (ns)
Rs

(Msps)

1
18.14 565 0.19% 8141 5.40% 54 7.03% 57.01 17.54

16.12 530 0.18% 7303 4.85% 54 7.03% 55.87 17.90

14.10 445 0.15% 6577 4.36% 54 7.03% 54.74 18.27

3
18.14 1,749 0.58% 24,455 16.23% 162 21.09% 63.66 47.13

16.12 1,738 0.58% 21,885 14.52% 162 21.09% 56.99 52.64

14.10 1,377 0.46% 19,725 13.09% 162 21.09% 56.37 53.22

6
18.14 3,498 1.16% 48,910 32.45% 324 42.19% 75.44 79.53

16.12 3,276 1.09% 43,786 29.05% 324 42.19% 63.95 93.82

14.10 2754 0.91% 39,460 26.18% 324 42.19% 60.77 98.73

The results displayed in Tables 5 and 6 make it possible to plot surfaces demonstrating
the hardware behavior concerning the area occupation and throughput. Figures 19 and 20
present the relationship between the NI and the number of bits in the fractional part (W)
with the number of registers (NR) for the MLP and RMLP, respectively.

The fNR(NI, W) planes can be expressed by

f MLP
NR (NI, W) ≈ −1439 + 510.7×NI + 309.5×W, (14)

with R2 = 1, and

f RMLP
NR (NI, W) ≈ −1237 + 531.4×NI + 103×W, (15)

and R2 = 0.9835.
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Figure 19. Plane, fNR(NI, W), found to estimate the number of registers, NR, as a function of
the number of implementations, NI, and the number of bits in fractional part W for ML-based
prediction techniques.
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Figure 20. Plane, fNR(NI, W), found to estimate the number of registers, NR, as a function of
the number of implementations, NI, and the number of bits in fractional part W for RLMP-based
prediction techniques.

Figures 21 and 22 present the relationship between the NI and the number of bits in the
fractional part (W) with the number of LUTS (NLUTS) for the MLP and RMLP, respectively.

The fNLUT(NI, W) planes can be expressed by

f MLP
NLUT(NI, W) ≈ −15, 050 + 7305×NI + 1260×W, (16)

for R2 = 0.9935, and

f RMLP
NLUT (NI, W) ≈ −15, 750 + 7342×NI + 1312×W, (17)

for R2 = 0.9899.
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Figure 21. Plane, fNLUT(NI, W), found to estimate the number of LUTs, NLUT, as a function of
the number of implementations, NI, and the number of bits in fractional part W for MLP-based
prediction techniques.
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Figure 22. Plane, fNLUT(NI, W), found to estimate the number of LUTs, NLUT, as a function of
the number of implementations, NI, and the number of bits in fractional part W for RMLP-based
prediction techniques.

Figures 23 and 24 present the relationship between the NI and the number of bits in
the fractional part (W) with the throughput (Rs) for the MLP and RMLP, respectively.

Equations (18) and (19) characterize the fRs(NI, W) planes, for a throughput in Msps, as

f MLP
Rs

(NI, W) ≈ 14.92 + 15.24×NI− 0.93×W, (18)

for R2 = 1, and

f RMLP
Rs

(NI, W) ≈ 31.04 + 14.45×NI− 2.17×W, (19)

for R2 = 1.
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Figure 23. Plane, fRs (NI, W), found to estimate the number of registers, Rs, as a function of the
number of implementations, NI, and the number of bits in fractional part W, for MLP-based
prediction techniques.
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Figure 24. Plane, fRs (NI, W), found to estimate the number of registers, Rs, as a function of the
number of implementations, NI, and the number of bits in fractional part W, for RMLP-based
prediction techniques.

Regarding the throughput (Rs) presented in Tables 5 and 6, it is observable that the
Rs does not vary significantly for a fixed NI and a varying bit width (T.W). For a fixed bit
width (T.W) and a varying NI, the throughput values have a linear increase proportional
to the NI value. Nevertheless, it is also necessary to mention that the ts value has a low
variance because the MLP and BP structures adapt well to parallelism. Hence, the circuit
provides good scalability without considerable performance losses. Compared to the linear
regression discussed in Section 5.1, the MLP shows better flexibility.

The area occupation decreases as the bit width (T.W) and NI parameters also decrease.
Reducing these parameters also reduces the modules’ circuits to store or process data. The
multipliers (NMULT) are the most used resource, reaching up to ≈42% of occupation when
NI = 6. In addition, the MLP and RMLP result in a similar hardware area occupation, using
less than 43%, 27%, and 2% of multipliers, LUTs, and registers, respectively. Given that,
or the current design and chosen FPGA, the maximum value of NI feasible to implement
would be 9 or 10. The throughput would remain close to the current range. Nevertheless,
this analysis used only the Virtex-6 DSPs. It is important to emphasize that the available
LUTs can implement multipliers, permitting an increase in the parallelization degree
and throughput.

We also performed the synthesis for the MLP and BP algorithms separately to verify
the hardware impact of each of them. Table 7 presents an MLP-only implementation, while
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Table 8 presents a BP-only implementation. Given that most of the works in the literature
do not implement the BP or any training algorithm on hardware, we provide a complete
analysis of the modules implemented separately. The MLP, for NI = 6, occupies only
3.82% and 19.53% of the LUTs and multiplies (PNMULT), respectively. It also achieved a
throughput of ≈188 Msps. Hence, the low resource usage shows that our approach provides
good scalability and high performance for applications that do not require online training
and only use the MLP module.

Table 7. Synthesis results regarding the hardware area occupation, processing time, and throughput
for the MLP module implemented without the BP and varying NI and the number of bits.

NI T.W NR PR NLUT PNLUT NMULT PNMULT ts (ns) Rs (Msps)

1
18.14 0 0.00% 1166 0.77% 25 3.26% 28.69 34.86

16.12 0 0.00% 1061 0.70% 25 3.26% 27.30 36.64

14.10 0 0.00% 956 0.63% 25 3.26% 28.41 35.20

3
18.14 0 0.00% 3510 2.33% 75 9.77% 32.65 91.90

16.12 0 0.00% 3195 2.12% 75 9.77% 32.20 93.18

14.10 0 0.00% 2880 1.91% 75 9.77% 30.72 97.65

6
18.14 0 0.00% 7020 4.66% 150 19.53% 34.36 174.63

16.12 0 0.00% 6390 4.24% 150 19.53% 33.84 177.30

14.10 0 0.00% 5760 3.82% 150 19.53% 31.81 188.62

Table 8. Synthesis results regarding the hardware area occupation, processing time, and throughput
for the BP module and varying the number of bits.

NI T.W NR PR NLUT PNLUT NMULT PNMULT ts (ns) Rs (Msps)

1
18.14 475 0.16% 6411 4.25% 29 3.78% 29.16 34.29

16.12 425 0.14% 5651 3.75% 29 3.78% 25.83 38.71

14.10 350 0.12% 5316 3.53% 29 3.78% 25.16 39.74

The synthesis results show that the hardware proposal occupies a small hardware area.
As can be seen, the MLP uses less than 20% and 4% of multipliers and LUTs, respectively.
Meanwhile, the BP occupies less than 4% multipliers and LUTs and reaches more than
39 Msps. Thus, it is possible to increase the architecture parallelization degree due to the
unused resources, consequently enabling the acceleration of several applications that relies
on massive data processing [58]. In addition, the unused resources can also be used for
robotic manipulators with more degrees of freedom and other tools [59]. The low hardware
area occupation also shows that smaller, low-cost, and low-consumption FPGAs can fit our
approach for IoT and M2M applications [60].

Therefore, for the linear and nonlinear regression with BP implementations, the
throughput results reached values up to ≈98 Msps. These values make it possible to use
these solutions in problems with critical requirements, such as TI applications [9,10,29–31].
Figures 19–24 show that the MLP and RMLP techniques have similar results for NR,
NLUT, and Rs. The similarity observed between the results is expected due to the RMLP
architecture being similar to the MLP, except for the input υ̂[sT.W](n), which is now delayed
by a time sample ts. Therefore, the following sections will only focus on the MLP and
MLP-BP results, as it provides better scalability for increasing the NI.

6. Validation Results

This work uses bit-precision simulation tests to validate the proposed hardware designs
for the prediction techniques described in the previous section. Bit precision simulation is
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performed by a dynamic nonlinear system characterized by a robotic manipulator system
with 6 degrees of freedom (DOF), i.e., rotational joints, called Phantom Omni [61–64].
Nonetheless, only the first three joints are active [64]. Therefore, the Phantom Omni can be
modeled as a three-DOF robotic manipulator with two segments (L1 and L2) interconnected
by three rotary joints (θ1, θ2, and θ3), as shown in Figure 25.

θ2
L1

θ3

θ1
L4

L3

L2

A

y
x
z

Figure 25. Structure of 3-DOF Phantom Omni robotic manipulator.

Based on the description provided by [63], the Phantom Omni parameters on the
simulations carried out were defined as follows: L1 = 0.135 mm; L2 = L1; L3 = 0.025 mm;
and L4 = L1 + A for A = 0.035 mm. In addition, the dynamics of the Phantom Omni can
be described by nonlinear, second-order, and ordinary differential equations, as follows:

M(θ(t))θ̈(t) + C
(
θ(t), θ̇(t)

)
θ̇(t) + g(θ(t)) − f

(
θ̇(t)
)
= τ(t), (20)

where θ(t) is the vector of joints expressed as

θ(t) =
[
θ1(t) θ2(t) θ3(t)

]T
∈ R3×1, (21)

τ is the vector of acting torques which can be described as

τ(t) =
[
τ1(t) τ2(t) τ3(t)

]T
∈ R3×1, (22)

M(θ(t)) ∈ R3×3 is the inertia matrix, C
(
θ(t), θ̇(t)

)
∈ R3×3 is the Coriolis and centrifugal

forces matrix, g(θ(t)) ∈ R3×1 represents the gravity force acting on the joints, θ(t), and
f
(
θ̇(t)
)

is the friction force on the joints, θ(t) [61–64].
Figure 26 shows the angular position for each joint of the three-DOF Phantom Omni

robotic manipulator, that is, θ1, θ2, and θ3. It is possible to observe the trajectory of each
joint concerning its angular position as a function of the number of samples received.
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Figure 26. Trajectory of each rotatory joint of the Phantom Omni used to perform the simulations.
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The mean square error (MSE) between the actual and predicted data is used to define
the reliability of the results generated by the proposal and can be defined as

Eqm(X) =
1

Ns

Ns−1∑
i=0

(X(i) − ˆ(X)(i))2, (23)

where Eqm(X) is the value of the mean square error, Ns is the number of samples, ˆ(X)(i) is
the i-th sample estimated value, and (X)(i) is the i-th sample current value.

The following subsections present the validation results for the implemented linear
and nonlinear prediction techniques.

6.1. Linear Prediction Techniques

We compared the θ1(n) signal generated by our proposed FPGA architecture with one
from a Matlab implementation for the linear prediction techniques. Figures 27–30 show the
results. We developed a Matlab version using a double-precision floating-point. In contrast,
our hardware design uses a single-precision floating point. As can be observed, the results
shown for the hardware implementation are similar to the Matlab version, despite reducing
the hardware bit-width by half.
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Figure 27. Comparison of the simulation results in Matlab Simulink and system generator for the
linear regression technique with M = 1.
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Figure 28. Comparison of the simulation results in Matlab Simulink and system generator for the
linear regression technique with M = 3.
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Figure 29. Comparison of the simulation results in Matlab Simulink and system generator for the
linear regression technique with M = 6.
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Figure 30. Comparison of the simulation results in Matlab Simulink and system generator for the
linear regression technique with M = 9.

Table 9 and Figure 31 present the MSE between the software (64-bit floating-point based
on IEE754) and hardware (32-bit floating-point) implementations for the LR prediction
techniques, using Ns = 4000 data samples, 80 frames, and 50 samples per frame. As can be
observed, the two implementations are equivalent, i.e., the MSE is significantly small.

Table 9. Mean square error (MSE) between the software implementation and the proposed hardware
implementation for LR technique.

Method MSE

LR (M = 1) 3.52× 10−12

LR (M = 3) 4.52× 10−11

LR (M = 6) 7.22× 10−10

LR (M = 9) 3.99× 10−10
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Figure 31. Comparison of the MSE value between the implemented linear prediction techniques.

6.2. Nonlinear Prediction Techniques

For the nonlinear MLP-BP technique, we also compared the θ1(n) signal. The results
are presented in Figures 32–34. We implemented a Matlab Simulink using a double-precision
floating-point. The hardware uses fixed-point with the number of bits in the fractional part
varying from W = {10, 12, 14}. FPGA and Matlab implementations have similar behavior,
showing that they are equivalent.
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Figure 32. Comparisonof the simulation results in Matlab Simulink and system generator for the
MLP-BP using W = 14.
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Figure 33. Comparison of the simulation results in Matlab Simulink and system generator for the
MLP-BP using W = 12.
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Figure 34. Comparison of the simulation results in Matlab Simulink and system generator for the
MLP-BP with W = 10.

Afterwards, we performed an MSE analysis by varying the hardware bit-width from
18.14 to 16.12 and 14.10. The analysis was carried out for Ns = 4000 data samples, 80 frames,
and 50 samples per frame. Figure 35 and Table 10 show the resultant MSE. As can be
observed, similarly to linear prediction techniques, the MSE between the software and
hardware versions is also small for nonlinear techniques.
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Figure 35. Comparison of the MSE value between MLP-BP implementations.

The proposed hardware implementations for prediction techniques have a similar
response to the double-precision (64-bit) software implementation, even using fixed-point
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with fewer bits, such as 14.10. Furthermore, fewer bits may allow the implementation of
the proposed method on hardware with limited capacity resources. Thus, the number of
resources available could define the number of bits used to implement a technique.

Table 10. Mean square error (MSE) between the software and the proposed hardware implementations
for nonlinear methods.

W MSE

14 5.36× 10−7

12 4.97× 10−6

10 2.93× 10−4

After analyzing the MSE, it is possible to see that both linear and nonlinear techniques
perform well in the current test scenario. However, as previously mentioned, linear-
regression-based techniques may not be the most suitable for the TI landscape due to
scalability issues seen in Section 5.1. Hence, in the following section, this work will focus
on the results of the MLP-BP.

7. Comparison with State-of-the-Art Works

In this section, a comparison with state-of-the-art works is carried out for the following
hardware key metrics: throughput, area occupation, and energy consumption. The
implementations presented were developed on the Virtex-6 FPGA with T.W = 14.10 bits.

7.1. Throughput Comparison

Table 11 shows the MLP processing speed and throughput for our work and other
works in the literature. As can be seen, the columns present the number of implementations
(NI), the fixed-point data precision (T.W), the MLP and MLP-BP processing speed, and the
throughput in Msps.

The work proposed in [50] is an MLP with a 12–12–2 topology (twelve inputs, twelve
neurons in the hidden layer, and two neurons in the output layer) deployed with a
24-bits fixed-point format. The MLP training is offline, and it reaches a throughput of
113.135 Msps and 115.875 Msps for the Virtex 6 XC6VLX240T and the Artix-7 XC7A100T
FPGAs, respectively. The high performance achieved is due to the pipeline used in their
proposed hardware design, reducing the system’s critical path and increasing the maximum
frequency. Unlike [50], our proposal uses online training, and using a pipeline-based
architecture is not feasible due to the chain of delays intrinsic to this approach that can
reduce the sample’s accuracy during online training. Nevertheless, the throughput value
of our architecture can improve as the number of implementations grows, increasing the
number of samples processed per second without impacting its maximum clock.

The design proposed in [51] implements a 7–6–5 MLP with offline training on the Artix-
7 35T FPGA. It achieved a throughput of 3.7 Msps, but the number of clock cycles required
to obtain a valid output reduces the throughput compared to other works. Meanwhile,
the work presented in [52] proposes a 12–3–1 MLP on a Zynq-7000, also with offline
training, capable of reaching a maximum throughput of 1.85 Msps. The small throughput
(compared to other works) may be related to the use of high-level synthesis (HLS), which
usually results in a non-optimized implementation. The architecture presented in [53] is
a 12–7–3 MLP with a 24-bit fixed-point data format and offline training. The maximum
throughput achieved was 27.89 Msps and 25.24 Msps for the Virtex 6 XC6VLX240T and
Artix-7 XC7A100T FPGAs implementations, respectively.
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Table 11. Throughput comparison with other state-of-the-art works.

Ref. NI Data
Precision (T.W)

MLP
Speed (MHz)

MLP-BP
Speed (MHz)

Throughput
(Msps)

[50] 1 24
113.14 - 113.14

115.88 - 115.88

[51] 1 16.15 100 - 3.70

[52] 1 24.20 100 - 1.85

[53] 1 24
27.89 - 27.89

25.24 - 25.24

This Work

1

14.10

35.20 18.89 18.89

3 32.55 18.05 54.15

6 31.44 16.17 97.02

Table 12 presents a speedup analysis performed for all works presented in Table 11.
The first column presents the NI in our architecture, while the second to seventh columns

are the literature works compared with ours. Throughputwork

Throughputre f defines the speedup, where

Throughputwork represents the throughput of our proposal and Throughputre f represents the
literature reference throughput. The results were obtained only for the
MLP-BP implementation.

Table 12. Speedup comparison of the MLP-BP implementation with other works.

NI [50] 1 [50] 2 [51] [52] [53] 1 [53] 2

1 0.17× 0.16× 5.11× 10.21× 0.68× 0.75×

3 0.48× 0.47× 14.64× 29.27× 1.94× 2.15×

6 0.86× 0.84× 26.22× 52.44× 3.48× 3.84×

As shown in Table 12, the implementation seen proposed by [50] achieves a higher
speedup. However, our proposal offers good scalability that allows increasing the NI and
enables higher throughput, reducing this difference even with an implementation that
uses online training embedded in the platform. Moreover, our approach reached a higher
throughput than the other works, reaching speedup rates of up to 52×.

In addition, it is vital to mention that a higher frequency speed in MHz does not mean
a higher throughput. Conversely, the throughput is commonly related to the parallelism
degree. For example, the MLP speed in [51,52] have the lowest throughput even for a
high-frequency speed (Table 11). In these cases, the speedup was up to 26× and 52× for [51]
and [52], respectively.

In [53], the throughput value is 27.89 and 25.24 Msps, for an MLP with offline training
and NI = 1. Meanwhile, even implementing the training algorithm in hardware, our work
achieves speedup rates of up to 3×.

In [50], a pipeline scheme reduces the system’s critical path and increases the through-
put. However, it does not provide online training, which could reduce its performance.
Meantime, our proposed architecture provides online training, adapting to different scenar-
ios. In addition, it would not be feasible to use a pipelined scheme since the samples have a
temporal dependence.
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7.2. Hardware Area Occupation

The area occupation comparison was based on a hardware occupation ratio defined as

Roccupation =



Nwork
hardware

Nref
hardware

, for Nwork
hardware > 0 and Nref

hardware > 0

1
Nref

hardware
, for Nwork

hardware = 0 and Nref
hardware > 0

Nwork
hardware , for Nwork

hardware > 0 and Nref
hardware = 0

1 , for Nwork
hardware = 0 and Nref

hardware = 0.

. (24)

The superscripts work and ref represent the resource information regarding our work
and the compared work, respectively. Meanwhile, Nhardware represents the primitives,
such as the number of LUTS, registers, multipliers, or the number of block random access
memory (BRAM).

Table 13 shows the area occupation for our work and works in the literature. The
second and third columns present the NI and fixed-point data precision (T.W). From the
third to sixth columns, we present the number of LUTs (NLUT), the number of registers
(NR), the number of multipliers (NMULT), and the number of BRAMs (NBRAM).

Table 13. Hardware occupation comparison with other works.

Ref. NI Data Precision (T.W) NLUT NR NMULT NBRAM

[50] 1 1 24 19,567 21,861 168 26

[50] 2 1 24 19,732 21,659 168 26

[51] 1 16.15 3466 569 81 0

[52] 1 24.20 4032 2863 28 2

[53] 1 1 24 21,322 13,546 219 2

[53] 2 1 24 21,658 13,330 219 2

This Work

1

14.10

6575 431 54 0

3 19,729 1335 162 0

6 39,718 2670 324 0

In [50], a total of 19,567 LUTs, 21,861 registers, 168 multipliers, and 26 BRAMs were used
in the Virtex 6 XC6VLX240T, while the Artix-7 XC7A100T occupied a total of 19, 732 LUTs,
21,659 registers, 168 multipliers, and 26 BRAMs. The memory usage can be attributed
to implementing the sigmoid activation function. Meanwhile, our work uses the ReLU
function; thus, it does not use memories.

The work presented in [51] uses an Artix-7 35T FPGA for the implementation, occupying
3466 LUTs, 569 registers, and 81 multipliers. The proposal shown in [52] uses 4032 LUTs,
2863 registers, 28 multipliers, and 2 BRAMs. The architecture proposed in [53] was
implemented in two FPGAs using the sigmoid activation function, occupying 21,322 LUTs,
13,546 registers, 219 multipliers, and 2 BRAMs for the Virtex 6 XC6VLX240T FPGA, and
21,658 LUTs, 13,330 registers, 219 multipliers, and 2 BRAMs for Artix-7 XC7A100T.

Tables 14–17 present the hardware ratio, Roccupation, regarding our proposed architecture.
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Table 14. Analysis of the ratio occupation for NLUT.

NI [50] 1 [50] 2 [51] [52] [53] 1 [53] 2

This Work

1 0.34× 0.33× 1.90× 1.63× 0.31× 0.30×

3 1.01× 1.00× 5.69× 4.89× 0.93× 0.91×

6 2.03× 2.01× 11.46× 9.85× 1.86× 1.83×

Table 15. Analysis of the ratio occupation for NR.

NI [50] 1 [50] 2 [51] [52] [53] 1 [53] 2

This Work

1 0.02× 0.02× 0.76× 0.15× 0.03× 0.03×

3 0.06× 0.06× 2.35× 0.47× 0.10× 0.10×

6 0.12× 0.12× 4.69× 0.93× 0.20× 0.20×

Table 16. Analysis of the ratio occupation for NMULT.

NI [50] 1 [50] 2 [51] [52] [53] 1 [53] 2

This Work

1 0.32× 0.32× 0.67× 1.93× 0.25× 0.25×

3 0.96× 0.96× 2.00× 5.79× 0.74× 0.74×

6 1.93× 1.93× 4.00× 11.57× 1.48× 1.48×

Table 17. Analysis of the ratio occupation for NBRAM.

NI [50] 1 [50] 2 [51] [52] [53] 1 [53] 2

This Work

1 0.04× 0.04× 1.00× 0.50× 0.50× 0.50×

3 0.04× 0.04× 1.00× 0.50× 0.50× 0.50×

6 0.04× 0.04× 1.00× 0.50× 0.50× 0.50×

As shown in Tables 14–17, our proposal uses online training and implements up to
six replicas of the same technique in parallel. For most cases, it requires fewer resources,
evidencing efficient use of hardware. For a scenario where NI is 1, except for the works
presented in [51,52], which have low throughput (see Table 11), our proposal maintains a
good advantage over the other proposals. For a scenario where NI is 6, the present work
has a high consumption of hardware resources compared to the other works. However,
this is a strategy adopted to increase the throughput of the proposal. Furthermore, unlike
other proposals, our design does not occupy any BRAMs as we use the ReLU function, thus
improving the design’s scalability for flexible implementation in different scenarios, such
as using TI systems with more DOFs, such as six or nine DOF.

7.3. Dynamic Power Consumption

Dynamic power is the primary factor for a digital circuit’s energy consumption. It can
be expressed as

Pd ∝ Ng × Fclk ×V2
DD, (25)

where Ng is the number of elements (or gates), Fclk is the maximum clock frequency,
and VDD is the supply voltage. Given that the operating frequency of CMOS circuits is
proportional to the voltage [65], the dynamic power can also be described as

Pd ∝ Ng × F3
clk. (26)

The number of elements, Ng, can be defined by the FPGA primitives used to deploy
the architecture, i.e., Ng = NLUT + NR + NMULT.
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Tables 18 and 19 present the operating frequency and dynamic power analysis results
regarding Ng. Concerning the dynamic power, we present the reduction rate, Sd, achieved
by our proposal according to the following:

Sd =
Nref

g ×
(
Fref

clk

)3
Nwork

g ×

(
Fwork

clk

)3 , (27)

where the Nref
g and Fref

clk are the number of elements and the maximum clock frequency of
the work we are comparing. At the same time, Nwork

g and Fwork
clk are the number of elements

and the maximum clock frequency of our work. Unlike the works in the literature, our
hardware proposal uses a fully parallel layout, requiring one single clock cycle per sample
processing. Therefore, the maximum clock frequency is equivalent to the throughput,
Fwork

clk ≡ Rs.

Table 18. Analysis of the frequency regarding Ng.

Ref. NI Data Precision (T.W) Fclk Ng

[50] 1 1 24 113.14 41,596

[50] 2 1 24 115.88 41,559

[51] 1 16.15 100.00 4116

[52] 1 24.20 100.00 6923

[53] 1 1 24 27.89 35,087

[53] 2 1 24 25.24 35,207

This Work

1

14.10

18.89 7060

3 18.05 21,226

6 16.17 42,712

Table 19. Analysis of dynamic power.

NI [50] 1 [50] 2 [51] [52] [53] 1 [53] 2

This Work

1 1265.90× 1358.91× 86.49× 145.48× 16.00× 11.90×

3 482.61× 518.07× 32.97× 55.46× 6.10× 4.54×

6 333.60× 358.11× 22.79× 38.34× 4.22× 3.13×

We assume that all proposals operate at the maximum frequency that the platform
can reach. Thus, for an NI = 1, our design reduced power consumption by more than
1200× compared to the one proposed by [50]. Overall, our proposal reduced the power
consumption compared to other work in most case scenarios. Therefore, IoT projects that
require low power consumption can use our method without affecting their performance.

For NI = 6, we can observe a similar power consumption compared to [53] due to their
proposal’s small clock value and not providing online training.

Lowering the use of BRAMs to zero is a highlight of this work. This reduction is
possible due to the implementation of the ReLU function. Unlike other proposals that make
use of functions, such as sigmoid, this strategy provides an advantage in terms of scalability
of the proposal, which can be scaled to various scenarios without compromising the use
of BRAMs. The fully parallel computing strategy proposed in the present work does not
spend clock time accessing the RAM block, and this can increase throughput and decrease
power consumption.
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8. Conclusions

This work introduced a method for implementing prediction techniques in parallel
to reduce the latency of TI systems using FPGA, thus enabling local devices to be used
in conjunction with haptic devices. The hardware-based method minimized the data
processing time of linear and nonlinear prediction techniques, showing that reconfigurable
computing is feasible for solving complex TI problems.

We presented all the implementation details and the synthesis results for different
bit-width resolutions and three different numbers of implementations in parallel (one,
three, and six). In addition, the proposal is validated with a three-DOF Phantom Omni
robotic manipulator and evaluated regarding hardware area occupation, throughput,
and dynamic power consumption. In addition, we also presented comparisons with
state-of-the-art works.

Comparisons demonstrate that a fully parallel approach adopted for linear regression
and nonlinear prediction techniques can achieve high processing speed. However, linear
regression techniques have low scalability and may not be a good path for the TI area.
Nonlinear prediction techniques achieve a throughput of up to ≈52×while also reducing
power consumption by ≈1300×. Furthermore, despite the high degree of parallelism, the
proposed approach offers good scalability, indicating that the present work can be used in
TI systems, especially for the nonlinear prediction techniques.
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34. Štefanič, P.; Cigale, M.; Jones, A.C.; Knight, L.; Taylor, I.; Istrate, C.; Suciu, G.; Ulisses, A.; Stankovski, V.; Taherizadeh, S.; et al.
SWITCH workbench: A novel approach for the development and deployment of time-critical microservice-based cloud-native
applications. Future Gener. Comput. Syst. 2019, 99, 197–212. [CrossRef]

35. Ghosh, S.; Mukherjee, A.; Ghosh, S.K.; Buyya, R. Mobi-iost: Mobility-aware cloud-fog-edge-iot collaborative framework for
time-critical applications. IEEE Trans. Netw. Sci. Eng. 2019, 7, 2271–2285. [CrossRef]

36. Zhou, H.; Taal, A.; Koulouzis, S.; Wang, J.; Hu, Y.; Suciu, G.; Poenaru, V.; Laat, C.d.; Zhao, Z. Dynamic real-time infrastructure
planning and deployment for disaster early warning systems. In International Conference on Computational Science; Springer:
Berlin/Heidelberg, Germany, 2018; pp. 644–654.

37. Oballe-Peinado, O.; Hidalgo-López, J.A.; Castellanos-Ramos, J.; Sánchez-Durán, J.A.; Navas-Gonzalez, R.; Herran, J.;
Vidal-Verdú, F. FPGA-based tactile sensor suite electronics for real-time embedded processing. IEEE Trans. Ind. Electron. 2017,
64, 9657–9665. [CrossRef]

http://dx.doi.org/10.1109/ICT.2016.7500442
http://dx.doi.org/10.1109/INFCOMW.2016.7562198
http://dx.doi.org/10.1109/WCNC.2016.7564647
http://dx.doi.org/10.1109/COMST.2014.2375213
http://dx.doi.org/10.1016/j.indmarman.2016.08.003
http://dx.doi.org/10.1287/mksc.1050.0123
http://dx.doi.org/10.1016/S0167-8116(02)00121-0
http://dx.doi.org/10.1016/j.artmed.2020.101913
http://www.ncbi.nlm.nih.gov/pubmed/32828452
http://dx.doi.org/10.3390/ijfs7020026
http://dx.doi.org/10.1007/s11276-016-1440-7
http://dx.doi.org/10.3390/s141018223
http://dx.doi.org/10.1109/ACCESS.2019.2907261
http://dx.doi.org/10.1109/TCSII.2019.2895343
http://dx.doi.org/10.1109/ACCESS.2018.2885950
http://dx.doi.org/10.3390/electronics8060631
http://dx.doi.org/10.1016/j.micpro.2019.06.007
http://dx.doi.org/10.1109/JLT.2017.2654365
http://dx.doi.org/10.1109/TIM.2011.2161144
http://dx.doi.org/10.1109/HAVE.2013.6679612
http://dx.doi.org/10.1016/j.future.2019.04.008
http://dx.doi.org/10.1109/TNSE.2019.2941754
http://dx.doi.org/10.1109/TIE.2017.2714137


Sensors 2022, 22, 3556 31 of 32

38. Hartley, E.; Maciejowski, J. Predictive control for spacecraft rendezvous in an elliptical orbit using an FPGA. In Proceedings of
the European Control Conference (ECC), Zurich, Switzerland, 17–19 July 2013; pp. 1359–1364.

39. Dorfling, T.; du Toit Mouton, H.; Geyer, T.; Karamanakos, P. Long-Horizon Finite-Control-Set Model Predictive Control with
Nonrecursive Sphere Decoding on an FPGA. IEEE Trans. Power Electron. 2019, 35, 7520–7531. [CrossRef]

40. Tu, W.; Luo, G.; Chen, Z.; Liu, C.; Cui, L. FPGA Implementation of Predictive Cascaded Speed and Current Control of PMSM
Drives With Two-Time-Scale Optimization. IEEE Trans. Ind. Inform. 2019, 15, 5276–5288. [CrossRef]

41. O’Malley, M.K.; Sevcik, K.S.; Kopp, E. Improved haptic fidelity via reduced sampling period with an FPGA-based real-time
hardware platform. J. Comput. Inf. Sci. Eng. 2009, 9, 011002. [CrossRef]

42. Tanaka, H.; Ohnishi, K.; Nishi, H.; Kawai, T.; Morikawa, Y.; Ozawa, S.; Furukawa, T. Implementation of bilateral control system
based on acceleration control using FPGA for multi-DOF haptic endoscopic surgery robot. IEEE Trans. Ind. Electron. 2008,
56, 618–627. [CrossRef]

43. Rebello, R.F.; Sriram, S. FPGA-Based High-Performance Computing for Haptic Simulation in a Virtual Environment; University Chennai:
Chennai, India, 2004.

44. Galvan, S.; Botturi, D.; Fiorini, P. FPGA-based controller for haptic devices. In Proceedings of the 2006 IEEE/RSJ International
Conference on Intelligent Robots and Systems, Beijing, China, 9–15 October 2006; pp. 971–976.

45. Bellemare-Rousseau, S.; Lachance, G.; Niyonambaza, S.D.; Boisselier, É.; Bouakadoum, M.; Miled, A. FPGA-based Prediction
System for Neurotransmitter Concentration Measurement from Spectrophotometry Data. In Proceedings of the 2020 18th IEEE
International New Circuits and Systems Conference (NEWCAS), Montreal, QC, Canada, 16–19 June 2020; pp. 267–270.

46. Wienbrandt, L.; Kässens, J.C.; Hübenthal, M.; Ellinghaus, D. 1000× faster than PLINK: Combined FPGA and GPU accelerators for
logistic regression-based detection of epistasis. J. Comput. Sci. 2019, 30, 183–193. [CrossRef]

47. Carpeño, A.; Ruiz, M.; González, C.; Vega, J.; Dormido-Canto, S.; Esquembri, S.; Bernal, E. OpenCL implementation of an adaptive
disruption predictor based on a probabilistic Venn classifier. IEEE Trans. Nucl. Sci. 2019, 66, 1007–1013. [CrossRef]

48. Zhang, C.; Li, P.; Sun, G.; Guan, Y.; Xiao, B.; Cong, J. Optimizing fpga-based accelerator design for deep convolutional neural
networks. In Proceedings of the 2015 ACM/SIGDA International Symposium on Field-Programmable Gate Arrays, Monterey, CA,
USA, 22–24 February 2015; pp. 161–170.

49. Yu, Q.; Wang, C.; Ma, X.; Li, X.; Zhou, X. A deep learning prediction process accelerator based FPGA. In Proceedings of the 2015
IEEE/ACM 15th International Symposium on Cluster, Cloud, and Grid Computing, CCGrid 2015, Shenzhen, China, 4–7 May
2015; pp. 1159–1162. [CrossRef]

50. Bahoura, M. FPGA implementation of an automatic wheezing detection system. Biomed. Signal Process. Control 2018, 46, 76–85.
[CrossRef]

51. Gaikwad, N.B.; Tiwari, V.; Keskar, A.; Shivaprakash, N. Efficient FPGA implementation of multilayer perceptron for real-time
human activity classification. IEEE Access 2019, 7, 26696–26706. [CrossRef]

52. Zhai, X.; Ali, A.A.S.; Amira, A.; Bensaali, F. MLP neural network based gas classification system on Zynq SoC. IEEE Access 2016,
4, 8138–8146. [CrossRef]

53. Bahoura, M. FPGA implementation of blue whale calls classifier using high-level programming tool. Electronics 2016, 5, 8.
[CrossRef]

54. Junior, J.C.; Torquato, M.F.; Mahmoodi, T.; Dohler, M.; Fernandes, M.A. Reconfigurable Computing Applied to Latency Reduction
for the Tactile Internet. arXiv 2020, arXiv:2003.12463.

55. Montgomery, D.C.; Peck, E.A.; Vining, G.G. Introduction to Linear Regression Analysis; John Wiley & Sons: Hoboken, NJ, USA, 2012;
Volume 821.

56. Haykin, S. Neural Networks: A Comprehensive Foundation, 2nd ed.; Prentice Hall: Hoboken, NJ, USA, 1998.
57. Rumelhart, D.E.; Hinton, G.E.; Williams, R.J. Learning Internal Representations by Error Propagation; MIT Press: Cambridge, MA,

USA, 1986; pp. 318–362.
58. Gupta, V.; Hewett, R. Real-Time Tweet Analytics Using Hybrid Hashtags on Twitter Big Data Streams. Information 2020, 11, 341.

[CrossRef]
59. Lavín-Delgado, J.; Solís-Pérez, J.; Gómez-Aguilar, J.; Escobar-Jiménez, R. Trajectory tracking control based on non-singular

fractional derivatives for the PUMA 560 robot arm. Multibody Syst. Dyn. 2020, 50, 259–303. [CrossRef]
60. Jenkal, W.; Latif, R.; Elouardi, A.; Mejhoudi, S. FPGA Implementation of the Real-Time ADTF process using the Intel-Altera DE1

Board for ECG signal Denoising. In Proceedings of the 2019 4th World Conference on Complex Systems (WCCS), Ouarzazate,
Morocco, 22–25 April 2019; pp. 1–6.

61. Song, G.; Guo, S.; Wang, Q. A Tele-operation system based on haptic feedback. In Proceedings of the 2006 IEEE International
Conference on Information Acquisition, Veihai, China, 20–23 August 2006; pp. 1127–1131. [CrossRef]

62. Sansanayuth, T.; Nilkhamhang, I.; Tungpimolrat, K. Teleoperation with inverse dynamics control for PHANToM Omni
haptic device. In Proceedings of the 2012 Proceedings of SICE Annual Conference (SICE), Akita, Japan, 20–23 August 2012;
pp. 2121–2126.

63. Silva, A.J.; Ramirez, O.A.D.; Vega, V.P.; Oliver, J.P.O. PHANToM OMNI Haptic Device: Kinematic and Manipulability.
In Proceedings of the 2009 Electronics, Robotics and Automotive Mechanics Conference (CERMA), Cuernavaca, Mexico,
22–25 September 2009; pp. 193–198. [CrossRef]

http://dx.doi.org/10.1109/TPEL.2019.2956213
http://dx.doi.org/10.1109/TII.2019.2897074
http://dx.doi.org/10.1115/1.3072904
http://dx.doi.org/10.1109/TIE.2008.2005710
http://dx.doi.org/10.1016/j.jocs.2018.12.013
http://dx.doi.org/10.1109/TNS.2019.2904865
http://dx.doi.org/10.1109/CCGrid.2015.114
http://dx.doi.org/10.1016/j.bspc.2018.05.017
http://dx.doi.org/10.1109/ACCESS.2019.2900084
http://dx.doi.org/10.1109/ACCESS.2016.2619181
http://dx.doi.org/10.3390/electronics5010008
http://dx.doi.org/10.3390/info11070341
http://dx.doi.org/10.1007/s11044-020-09752-y
http://dx.doi.org/10.1109/ICIA.2006.305903
http://dx.doi.org/10.1109/CERMA.2009.55


Sensors 2022, 22, 3556 32 of 32

64. Al-Wais, S.; Al-Samarraie, S.A.; Abdi, H.; Nahavandi, S. Integral Sliding Mode Controller for Trajectory Tracking of a Phantom
Omni Robot. In Proceedings of the 2016 International Conference on Cybernetics, Robotics and Control (CRC), Hong Kong,
China, 19–21 August 2016; pp. 6–12. [CrossRef]

65. McCool, M.; Robison, A.D.; Reinders, J. Chapter 2—Background. In Structured Parallel Programming; McCool, M., Robison, A.D.,
Reinders, J., Eds.; Morgan Kaufmann: Boston, MA, USA, 2012; pp. 39–75. [CrossRef]

http://dx.doi.org/10.1109/CRC.2016.012
http://dx.doi.org/10.1016/B978-0-12-415993-8.00002-5

	Introduction
	Proposal Description
	Prediction Methods
	Linear Regression
	Multilayer Perceptron Networks
	Architecture
	Backpropagation Training Algorithm


	Implementation Description
	Linear Regression
	Multilayer Perceptron
	Multilayer Perceptron Module (MLPM)
	Backpropagation Module (BPM)


	Synthesis Results
	Linear Prediction Techniques
	Nonlinear Prediction Techniques

	Validation Results
	Linear Prediction Techniques
	Nonlinear Prediction Techniques

	Comparison with State-of-the-Art Works
	Throughput Comparison
	Hardware Area Occupation
	Dynamic Power Consumption

	Conclusions
	References

