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A B S T R A C T   

Community micro-grid energy projects are needed to drive de-carbonisation and increase equity of energy 
systems among displaced communities. However, micro-grid solutions are often inflexible and lack functionality 
to respond to displaced community energy needs and ensure the long-term sustainability of interventions. This 
paper explores the use of fog-computing retrofit architectures deployed on community micro-grid infrastructures 
to enable flexible demand management to improve service delivery and longevity. A micro-services solution is 
proposed that decouples components increasing resilience and testability while allowing hybrid edge-cloud 
deployments. The architecture is outlined and demonstrated for a micro-grid providing energy to two nurs
eries and a playground in Kigeme refugee camp, Rwanda. To enact the community priorities within the demand 
management system, modified Genetic Algorithm (GA) methods are outlined and tested for different use-case 
scenarios. The performance of the modified GA methods are then compared with a pre-existing battery pro
tect controller and an alternative deterministic (space-shared) energy manager model. A modified search space 
GA method was required for GA to outperform both the existing battery controller and proposed deterministic 
method in terms of achieving the highest utility function in almost every use-case. The results further showed 
how simple community priorities can be set and used to enact control on the system in 24h timeframes that are in 
line with the local decision-making context.   

1. Introduction 

An estimated 89% of camp-based refugees have no access or limited 
access to electricity [1]. To improve energy access in refugee settle
ments, there is a growing emphasis on using photovoltaic-based 
micro-grids for humanitarian energy interventions [2]. There are also 
opportunities for community energy projects to be instrumental in 
driving de-carbonisation and increasing the equity of energy systems 
[3]. However, due to humanitarian short term funding cycles, resources 
and finances are typically limited in refugee camps and user needs in 
these infrastructure-less areas are subject to rapid change and are largely 
unknown (for example due to an influx of refugees, emergency needs 
and relocation schemes [4]). Conversely, refugees are residing in camps 
for protracted times, for example in Rwanda, the length of stay is 16 
years or more [5]. Therefore, energy systems need to be flexible to allow 
for changes in control and facilitate how refugee communities can 
become active participants in managing a shared energy resource to 

ensure its sustainability [6]. 
Conventional load-shedding and economic dispatch models based 

controllers may not be suitable for resource-constrained decentralised 
community micro-grids. In a context where refugees often have to share 
energy resources, whilst -difficult to achieve in displaced settings, sim
ple request, negotiation and priority-based approaches could improve 
micro-grid. The use of intelligent software and/or hardware interfaces 
would be needed for such user interactions, but this is an under-explored 
area of research for displaced communities. In contrast, adaptive load 
shedding to control frequencies and voltages in power networks is a 
widely explored area of research, which is now informing island micro- 
grid control [7]. Scheduling and load shedding in off-grid micro-grids 
has typically focused on increasing stability, renewable penetration and 
reducing energy costs [6]; however, there are other considerations for 
micro-grid control, particularly for displaced community systems, such 
as user dissatisfaction and longevity of batteries, which are often the 
cause of system failures in standalone solar energy systems [8]. Despite 
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this, there is evidence [9] battery health is often not included for 
micro-grid system management control optimisation research. 

Multi-objective energy dispatch models for micro-grids attempt to 
satisfy multiple competing utility functions. Bordin et al. [10] proposes a 
linear programming model to reduce energy costs and battery degra
dation and to investigate the sensitivity of battery degradation to make 
batteries a more financially viable solution compared to the use of diesel 
generators in Rwanda. Ju et al. [11] incorporate the energy cost asso
ciated with battery degradation into the scheduling of utilities in a 
micro-grid. Neither of these studies considers user requirements and 
satisfaction as a result of load shedding to decrease costs and increase 
component lifetimes. Mohammad et al. [12] explore managing user 
dissatisfaction and maintaining system stability by determining which 
loads to shed in an isolated multi micro-grid infrastructure so that 
shedding imposes the least cost to the system. They employ Genetic 
Algorithms (GA), Exponential Moving Averages (EMA) and General 
Algebraic Modeling Systems (GAMS) to solve the optimisation problem 
and compare the results with a conventional under-frequency load 
shedding (UFLS) scheme, which brings about non-optimal load shed
ding. EMA was shown to outperform GA both in terms of solution and 
convergence speed. Other authors [13] have also found that alternative 
modified algorithms can outperform conventional GA and PS techniques 
for multi-objective dispatch optimisation. 

Due to the need for complex calculations to identify the various 
states and parameters of a single run, GA can be considered an expensive 
black-box model, with modifications usually required to make it fit for 
purpose [14], as computational time reduces the number of reasonable 
steps a method can take. Utilising a search-space reduction method to 
overcome this limitation, as proposed in [15], is one of the most 
commonly applied solutions for computationally complex and large 
search-space problems. Deterministic energy dispatch methods such as 
the one suggested in [16] also offer solutions for multi-objective, non-
convex and non-differentiable optimization problems and offer simple 
and understandable solutions that produce the same results given the 
same set of initial parameters. These deterministic methods are 
commonly characterised by lower processing times and computational 
requirements when compared to metaheuristic methods but most often 
fail to find highly optimal solutions in large data-sets [17]. Whilst 
multi-objective and deterministic energy dispatch methods are a 
promising option for micro-grid control, they have not been developed 
and evaluated in the context of managing displaced community energy 
needs to improve system viability and longevity. Furthermore, the use of 
GA and Particle Swarm Optimisation (PSO) like algorithms for opti
mising multi-objective functions is common, but given the search-space 
of some problems that arise they, or the problems, need to be adapted to 
allow the methods to identify potential solutions that are better than 
deterministic solutions. 

This paper explores the concepts of ǣsmartnessǥ and ǣflexibilityǥ in 
the context of off-grid, community renewable micro-grids for displaced 
contexts. We ask whether or not advances in cyber-physical systems can 
enable overlay of architectures for flexible demand management, 
enhanced sustainability and longevity and improved service delivery. 
Specifically, we set out to answer the following research questions:  

• To what extent can cyber-physical design elements and control 
methods be overlaid onto existing smart microgrid structures to 
arrive at controllable community-led energy systems?  

• How do deterministic, and metaheuristic methods compare in 
achieving conflicting multi-objective priorities such as battery 
health, efficiency, and user satisfaction?  

• How can existing metaheuristic methods be improved for better 
convergence in environments with large search spaces. 

To answer this papers research questions, we developed and evalu
ated an easy to retrofit energy management system overlay that allows 
for various demand control plug-ins and user-driven demand 

optimisation. The overlay is demonstrated for a solar-battery commu
nity micro-grid powering a playground and nurseries in a Rwandan 
refugee camp. The contribution of this paper is threefold: i) a proposed 
cyber-physical architecture designed to solve the issues related to rigid, 
single-purpose solutions, ii) novelties around search-space reduction for 
modified GA application to multi-objective energy dispatch optimisa
tion problems that consider user needs and priorities, and iii) compari
son of several deterministic and meta-heuristic energy dispatch 
methods. The practical innovation is offered as open-source software, 
vanilla modules for the various smart components. 

The following methodology section outlines the research methods 
and models adopted; it follows a top-down approach where the archi
tecture is first presented, after which each component is detailed. The 
next section details the case study for which the models are demon
strated and evaluated, detailing the specific site, local context and 
micro-grid system installation. The results and discussion section builds 
on the knowledge and requirements gained from co-design workshops to 
showcase how these affected the adapted architecture while also 
showcasing how the various components and overlays perform on his
toric and scaled energy usage scenarios. 

2. Models 

The alternative objectives considered in this research are maximising 
battery health and overall system efficiency (ratio of consumed energy 
to potential energy generation) and minimising user dissatisfaction in 
terms of access to prioritised energy supply for lights and sockets. 

2.1. Battery model 

The battery model proposed by [18] is simplified in Eq. 1 to only 
focus on estimating the available energy in the battery. For this model, St 
(St) represents the Stored Energy (energy available) at time t, Ct,t− 1 (Ct) 
is the Charged Energy between time t − 1 and t, Dt,t− 1 (Dt)is the Dis
charged Energy between time t − 1 and t, whilst Ce (Ce) is the Charged 
Efficiency. 

It is essential to mention that the model does not consider the battery 
deterioration, battery fade, or any other factors proposed by [9] that can 
result in more accurate battery models. We use the battery model for 
short-term forecasting; thus, long-term degradation and capacity losses 
will have a minimal effect on our use case. The State of Charge ((SoC) 
(Soc)) is usually defined by the available energy stored in the battery 
divided by the storing energy capacity of the battery. Also, for real 
systems, the Soc is often provided by the underlying battery manage
ment systems. 

ΔSt = St− 1 + CeΔCt,t− 1 − ΔDt,t− 1 (1)  

2.2. Energy demand forecasting 

The approach for energy demand forecasting is based on the results 
of [19], where Long Short-term Memory (LSTM) forecasting has proven 
to be more accurate than Autoregressive Integrated Moving Average 
(ARIMA) and Seasonal Autoregressive Integrated Moving Average 
(SARIMA). Still, LSTM requires more resources to run, which might be 
an issue for the resource constrained Raspberry Pi systems and causes 
excess power consumption. Running multiple models has even higher 
requirements, especially when it comes to re-training the data. The 
SARIMA model was used for this system as it was a close second on 
accuracy to LSTM in the tests done by [19] and it is a more lightweight 
model, making it better suited for this application. This case would be 
similar to all microgrids where computational resource is scarce. With 
the lack of HVAC style, consumers achieve the desired accuracy to 
sustain the control methods. 

A short-term hourly forecast of 24h is used to identify the energy 
demand in the upcoming period, which is in line with the seasonality of 

N. Verba et al.                                                                                                                                                                                                                                   



Electric Power Systems Research 209 (2022) 107959

3

the consumption and photo-voltaic data. A SARIMA model is used as it 
can identify seasonal and daily trends. The ARIMA model was intro
duced by [20] and is commonly denoted as ARIMA(p, d, q) where p is the 
number of auto-regressive terms, d is the number of differences needed 
to make the data stationary, and q is the lagged forecast error. The 
SARIMA model expands on the ARIMA model by adding a seasonal 
component and is commonly denoted by SARIMA(p, d, q)(P,D,Q)m 
where p, d and q have the same role as in the ARIMA model while m 
represents the number of data points in a season, and P,D and Q 
represent the seasonal equivalents of the p, d and q parameters. 

The forecast model training step is performed using the data 
regarding the cleaned energy consumption paired with its hourly sea
sonality variable. For this purpose, the data is collected from the pre
vious 14 days. The model can be used to generate a longer forecast with 
diminishing accuracy. If not enough data is available, a naive forecast 
representing a typical day is used instead. 

2.3. PV generation forecasting 

The energy generated by the photovoltaic (PV) panels is forecasted 
using a scaled ClearSky model. The authors in [21] show that there are 
significant errors when predicting cloudy days, even when using SAR
IMA and Clearsky model-based methods. The PV power output from 
panels is currently limited when the battery store is full; hence, the 
available power reported is significantly less than the actual amount. 
Based on the limiting behaviour of the charge controller and reduced 
processing capabilities of the system, a simple adapted ClearSky model 
is chosen for PV forecasting as it can offer the required accuracy without 
the need of implementing advanced models that will need to capture 
weather data and also be able to adapt to the limiting behaviour. 

The SOLIS Clear Sky model from Ineichen [22] is used to gain the 
Global Horizontal Irradiance (GHI), Direct Normal Irradiance (DNI), and 
Diffuse Horizontal Irradiance (DHI) values for a particular area. The 
In-Plane Solar Irradiance IT (IT) is calculated using GHI, DNI, DHI, solar 
zenith, solar azimuth, panel surface tilt and panel surface azimuth using 
the equation 2.16.7 from [23]. The potential available power is calcu
lated using the equation 2, where EP (EP) is the Potential Generated 
Power, APV (APV) is the area of the PV panels, RPV (RPV) is the panel 
efficiency at standard test conditions (std) and kt (kt) is the clearness 
index, which is the ratio of measured irradiance at ground level to 
estimated irradiance in clear sky conditions at ground level as proposed 
in [24]. 

EFor
A = APVRPV ITkt (2)  

2.4. Method evaluation metrics 

The SoCMean (SoCM)in Eq. 3 is a simple analogue to the battery health 
parameter that allows us to see how the mean battery Soc changed 
throughout the testing period. It is simply the mean value across all 
hours in the resulting system. 

SoCMean =
∑N

t=0
SoC(t)

1
N

(3) 

The ηMean
System (nSM) in Eq. 4 is the mean system efficiency across the 

testing period. It is represented by the total amount of energy generated 
by the PV arrays, EA, divided by the total amount of potential energy that 
could have been generated, EP. In the case of the scaled scenarios, the 
potential energy generated EP is calculated as the clearsky model scaled 
to the system as proposed in Eq. 2. The energy generated by the array EA 

is defined to follow the EP value, except in cases where the battery is full, 
in which case its maximum value is equal to the power drawn from the 
system. 

ηMean
System =

∑N
t=0EA

∑N
t=0EP

(4) 

The CS (CS)in Eq. 5 represents the capacity shortage in the system, or 
the amount of total device load that the system could satisfy. It is defined 
based on the actual energy consumed divided by the total amount of 
energy use estimated. The consumed energy is based on the energy 
consumption of the i-th device Ei,t

D multiplied by it’s available quota 
Quotai,t

D (QiD). Meanwhile, Et
D (EtD) is the total estimated energy con

sumption without imposed quotas. Therefore, the higher the quota, the 
lower is the capacity shortage, as a high quote provides the desired 
energy consumption. 

CS = 1 −
∑N

t=0

∑A
i=1E

i,t
D Quota

i,t
D

Et
D

1
N

(5) 

The QuotaMean
a (QM) in Eq. 6 represents the relative amount of Device 

Load requirements satisfied by the system adjusted for the individual 
priorities. For the 7 devices, that represent the existing use-case, the 
maximum value for QM is 0.37 in cases where all the device energy 
demands are met. 

QuotaMean
a =

∑N

t=0

∑A
i=1

(
Quotai,tD

)
1

Priorityi

A
1
N

(6)  

2.5. Battery health utility function 

The battery health and longevity of a battery bank can be increased 
by minimising the Depth of Discharge (DoD) and reducing the amount of 
draw throughout the runtime of the system, and this is a common var
iable to consider when using empirical methods [25], where charge 
cycles are not available or are not practical for the time-frame. The 
simplified battery health factor can be seen in Eq. 7 where the Battery 
Factor FB(t) (FB) for time t is normalised to the range [0,1] using a 
maximum Soc, SoCmax, and minimum Soc, SoCmin, value. 

FB(t) =
SoC(t) − SoCmin

SoCmax − SoCmin
(7)  

2.6. System efficiency utility function 

The system efficiency factor, FE(t), at time t, is calculated as in Eq. 8. 
The system efficiency considers the efficiency of the energy use ηsystem 

(nS) based on the total load and the useful load as measured at the socket 
and light meters. The net energy from the PV array, EA, considers the 
measured energy captured from the PV panels as read from the systems, 
while EP considers the potential energy available from the PV panels 
calculated using Eq. 2, with a performance ratio PRPV (PRPV) of 1.0. The 
two parameters are already normalised, allowing FE(t) to be in the range 
[0,1]. 

FE(t) = ηSystem(t) =
EA(t)
EP(t)

(8)  

2.7. Dissatisfaction factor utility function 

A dissatisfaction degree is introduced to formalise the experience of 
the users. When a control algorithm decides to curtail a consumer, this 
affects the system’s users. The importance of each consumer is taken into 
account through their priorities. The level of curtailment for each con
sumer is set by percentage Quota Quotai,t

D , where 1.0 means that all the 
energy requirements are met and 0 means that there is no energy 
available for the device. 

This dissatisfaction degree FD(t) (FD) is shown in Eq. 9, where 
Quotai,t

D is the amount of energy available to be used for device group i, 
and Priorityi is the priority of that appliance. This is divided by the total 
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number of appliances to get the values in the region [0,1]. 

FD(t) =
∑A

i=1Quota
i,t
D

1
Priorityi

A
(9)  

2.8. Utility function variations 

We introduce three utility functions to balance and combine the 
previously described objectives. Utility Function 1 (U1) focuses on 
maximising battery health to provide insight into how a model optimises 
a solution for a single objective. Meanwhile, Utility Function 2 (U2) 
attempts to balance battery health with users access to energy, and 
Utility Function 3 (U3) combines user satisfaction with system effi
ciency.  

1. U1 - Battery Health Consideration - is defined in Eq. 10. As it has 
no incentive for satisfying any user requirements, the solution will 
tend to turn off devices to prevent battery draws and, therefore, in
crease the battery health. The battery health weight is wB = 1.0. 

maxf (x) =
∑

t∈T
wBFB(t) (10)   

2. U2 - User Satisfaction combined with Battery Health Consider
ations - is defined in Eq. 11. It focuses on improving user satisfaction, 
i.e., the number of user requirements that can be satisfied, while also 
improving battery health. Hence, resulting in a conservative 
approach to allowing the use of the system. For this purpose, we 
define the weights for the battery health and dissatisfaction factor as 
wB = 0.5 and wD = 0.5, respectively. Thus, normalising the two 
utilities in the range of [0,1]. 

maxf (x) =
∑

t∈T
wBFB(t) + wDFD(t) (11)    

3. U3- User Satisfaction combined with System Efficiency - is 
defined in Eq. 12. It focuses on improving the user satisfaction and 
improving the sustainability of the system. This should result in an 
approach that attempts to use as much energy as possible while also 
ensuring that at the end of a 24h period, the amount of energy 
available is the same as at the start of it. The weight for the sus
tainability utility is wE = 0.5, and the weight for the dissatisfaction 
factor is wD = 0.5, which puts the two utilities in the same range of 
[0,1]. 

maxf (x) =
∑

t∈T
wEFE(t) + wDFD(t) (12)   

3. Energy control methods 

The energy management controller component is designed so that a 
variety of control methods can be adapted to suit the specifics of a local 
system. We propose a Space Shared Energy Manager and several vari
ations of a Genetic Algorithm (GA) based optimiser. We compare these 
methods with each other and the existing basic battery protection 
controller. 

3.1. Battery protection controller 

The Battery Protection Controller (PC) is a standard feature on 
charge controllers. When the SoC (based on battery voltage) reaches a 
set point value, every device on the system is turned off to protect the 
battery. Once SoC values go above a set point, the devices are turned 
back on. 

3.2. Space shared energy manager 

The Space Shared Energy Manager (SSEM) Algorithm is based on 
Space Shared Resource allocation of the CPU and VM resources [26]. At 
every iteration, the algorithm uses the forecasted and measured data for 
its decision-making process, as can be seen in Algorithm 1. 

As can be observed, the algorithm applies quotas on devices based on 
their priority level if the system’s total energy consumption is higher 
than the available energy. The overall concept for the method is to first 
split the evaluated period into sets, each set defined by the change in the 
balance between energy demand and supply. Therefore, the Algorithm. 
1 defines the quota for each device at every h-th hour, given a set of 
tolerances; thus, controlling the amount of energy the device can use. 
The tolerance limits are set based on typical accuracies for SARIMAX on 
24h forecast windows from [19] and our tests on the underlying data 
suggest that a 15% bound is a typical safe region. Significant errors in 
forecasting can cause unwanted behaviour in devices being turned off 
too late or being turned off in vain. 

Each device group can use all the energy resources available for its 
set. However, given the limited energy available, the devices within a 
group are active according to their priority (e.g. a device might only be 
able to use 60% of its desired energy until 6 a.m., but after the sun comes 
up, it can go up to 100% and then back down after the sun sets). Hence, 
each set will have a different number of active devices, and there might 
be cases where only the highest priority devices are active within some 
sets. 

Regarding the algorithm inputs, EA represents the generated energy 
in the system, that is, the total energy that will be available in the h-th 
hour, whilst Eh

A is the amount of energy forecasted to be generated in 
hour h ahead of the current time. The total available energy is calculated 
based on Eq. 13, where Eh

Avail (EtA) is the total energy that will be 
available in the next h hours (based on the energy available in the bat
tery and the generation forecast), SoCBat is the latest state of charge of 
the battery in the set and SoCMin

Bat is the lowest allowable state of charge of 
the battery, and ECap

Bat is the total Energy Capacity of the Battery. The total 
energy consumed in hour h, Eh

D, is shown in Eq. 14, where k is the total 
number of connected devices and the system loads, and Ei,h

D is the pre
dicted energy consumption of device i in time h. 

Eh
Avail = Eh

A +
(
SoCBat − SoCMin

Bat

)
ECap
Bat (13)  

ED =
∑k

i=0
Ei
D =

∑k

i=0

∑d

h=0
Ei,h
D (14) 

The split to sets(Eh
A, E

i,j
D ) function splits the existing time-domain into 

slots by identifying when the generation and consumption balance 
switches signs so that regions where the PV panels are charging the 
batteries are not constrained by slots where they are being depleted and 
the consumption needs to be constrained. 

The apply scenario(SoCBat ,Eh
A,Eh

D) function takes the new consump
tion values after the new quotas were applied to the device in question 
for the time set and calculates the batteries SoC and resulting Energy 
Availability for the time period in question. 

Example: Suppose the total energy available, Eset
Avail, for a period is 

7kW; however, the system and devices will use a total of 7.4kW, in 
which the lowest priority group of devices uses 1.4kW. Therefore, the 
lowest priority group receives a quota that limits it to a maximum 
consumption of 1kW until the next period with a higher amount of en
ergy available. Also, the lowest priority group devices can be turned off 
if their quota reaches the limit, allowing higher priority devices to fulfil 
their energy needs. This group limit is then distributed equally to each 
device in the group. For Lights, the group Wh limits need to be translated 
to minutes of light. This can be done by taking the average on value for 
each light and dividing it with the Wh available. These calculations 
consider inaccuracies in measurement and forecasting by adding 15% 
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over-estimation on each device. 

3.3. GA based optimisation algorithms 

Genetic Algorithms (GA) are a common form of metaheuristic opti
misation algorithms that can be used for any instance where the opti
misation problem can be translated into a set of chromosomes and 
generations. These algorithms, however, need to be tailored to the 
application so that they have better performance and dont get stuck in 
local minima points. For this purpose, we modify how a gene is defined 
by tuning the method’s hyper-parameters and the implementation of its 
mutation, crossing and selection methods. 

In this paper, we propose several variations of GA. The simplest of 
these, called GA-V1, translates hourly quotas for devices to genes and 
showcases GA with a direct transformation of the quota system into 
genes. Considering the search-space implications of doing this, we pro
pose a second variation, called GA-V2, that improves the precision of 
quotas and some hyper-parameter tuning together with mutation, 

generation and crossing methods selection. The final variation, GA-V3, 
uses a set of search-space reduction techniques that identify sets in the 
data and further reduce quotas’ precision, significantly improving the 
convergence of the method. 

4. Case study 

The community energy management system proposed and demon
strated in this research relies on community input and information from 
an energy system controller (e.g. consumption and generation data) to 
make decisions on setting system constraints (e.g. setting socket/light 
quotas to limit how much and when energy is available to the users). The 
energy system controller makes these decisions based on a communitys 
preferences and other system constraints (see Fig. 1). We start by out
lining the architecture for a general community energy management 
system controller and then propose alternative models to optimise the 
controller to balance specific conflicting objectives. The model is then 
demonstrated for a case study micro-grid system to evaluate the 

1 Input: EhA, E
h
D, E

i,h
D , E

h
Avail, S oC

h
Bat, Priority_list[d1...d2] ;

2 Output: Quotai,hD ;
3 Set: tolerance← 1.1; S oCMin ← 40.0;
4 foreach device ∈ ordered(priority_list) do
5 sets← split_to_sets(EhA, E

device,h
D ) ;

6 foreach set ∈ sets do
7 if Eset

Avail − Eset
Cons ≤ 0.0 then

8 Quotai,setDev ← 0.0;
9 else if Eset

Avail − Eset
D ≥ Ei,setD then

10 Quotai,setDev ← 1.0;
11 else

12 Quotai,setDev ←
Eset
Avail − Eset

D

Ei,setD

;

13 end
14 EhD ← EhD + E

i,set
D ∗ Quotai,setD ;

15 S oCh
Bat, E

h
Avail ← apply_scenario(S oCBat, EhA, E

h
D) ;

16 end
17 end

Algorithm 1. Space Shared Energy Manager  

Fig. 1. Overview diagram of the cyber-physical system and its connections with the community, cyber-physical components and buildings represented.  
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controller and the performance of the alternative optimisation models. 
The various controllers are demonstrated using real data from a 

micro-grid system deployed in the Kigeme Refugee camp. The system’s 
site and set-up are outlined in this section, along with specific model 
input parameters for evaluating and demonstrating the proposed energy 
management system and optimisation algorithms. Alternative system 
scales are also introduced to test the controller under different potential 
demand and utilisation scenarios. In the scaled scenarios, the size of the 
PV panels is scaled as altering their size is a more realistic scenario than 
altering the energy consumption of the connected devices. 

4.1. Site location and refugee context 

Rwanda hosts nearly 164,000 refugees, the majority from the Dem
ocratic Republic of Congo and Burundi, who live in one of six refugee 
camps: Gihembe, Kigeme, Kiziba, Mahama, Mugombwa, and Nyabiheke 
[27]. In the governmental drive for better energy access provision for all, 
off-grid systems have the potential to deliver affordable, sustainable and 
safe energy for camp-based refugees. In 2021, Kigeme refugee camp in 
the Nyamagabe District in Southern Province, Rwanda hosts just under 
18,000 refugees [28]. Although there are some communal solar energy 
interventions (streetlights, for example), the camp has limited connec
tion to the main electricity grid [29]. 

4.2. Local system 

The Microgrid deployed in Kigeme, Rwanda is based on a Smart 
Metering system that is outlined in Fig. 2. This system relies on a set of 
AC and DC smart switches, which were installed by a local supplier, that 
sit on top of a Victron Controller, inverter and 21.2kW battery set-up. A 
GSM connection with the installer’s central Server ensures that quotas 
can be updated externally and that the load and generation profiles of 
the system can be monitored. A Local Telnet interface can be used to 
attach extensions. The connected smart switches operate on LoRaWAN 
and can be controlled through the local interface. The communication 
lines are denoted by blue connections while the power-lines are denoted 

by yellow connections. The daily quota system can be used to impose 
power and time limits on sockets and lights. 

Based on the community engagement workshops (see 4.3), for the 
purpose of our testing the quota priorities were set as: [’Streetlights’,’
Playground Lights’,’Nursery1 Lights’, ’Nursery2 Lights’,’Nursery1 
Sockets’, ’Playground Sockets’], where the the Streetlights are the most 
important and the Playground sockets are the least important. On a 
deployed system, these priorities would be changing with the current 
user needs (prioritising buildings for events or sockets for businesses). 

The interface is designed to be deployed on a Raspberry Pi 3 Model B 
to ensure low power consumption while enabling the use of networking, 
hosting and computation. The use of SARIMAX as the forecasting 
method ensures that the computational load is appropriate for the de
vice. If more computationally constrained systems are used such as 
Raspberry Pi Zero, the GA based optimisation can be replaced by the 
SSEM method. The final system was tested with simulation data to 
ensure the stability of the deployment and loads. 

4.3. Community co-design and problem formulation 

Co-designing with communities facilitates the deployment of a sus
tainable and contextually appropriate energy system that helps transi
tion from needs-based energy solutions to energy interventions that 
build community capacity. During the planning stages of the micro-grid, 
a co-design workshop was held to engage potential micro-grid system 
users, community and camp leaders, and other vested stakeholders in 
Kigeme camp, Rwanda, in November 2019. The inclusion of end-users in 
the design process encouraged thinking around provision for the day-to- 
day maintenance post-installation, increased the utilisation of the sys
tems and improved understanding of the benefits of renewable energy. 
These recommendations will aid not only humanitarian decision-makers 
when planning energy services, but are transferable into other energy- 
poor contexts. 

Underpinning the scheduling method was the delivery of shared 
energy resources in an equitable and just framework that respected and 
responded to community needs, resources, and future aspirations. 

Fig. 2. Distributed metering system.  
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Although device scheduling, as presented in [30], is most commonly 
associated with Smart Devices and IoT trends and refuges do use mobile 
phones extensively, this was deemed unsuitable as smart devices and 
smartphones are not prevalent. There was also concern around the 
inability to control energy inclusively. Instead, the design of the in
terfaces, control methods and governance structure were guided by the 
core principles highlighted in [31]. 

4.4. Adapted architecture 

The high-level view of the micro-grid system and its added compo
nents can be seen in Fig. 3. The controller is a two layered system similar 
to the approach used in [32]. The first layer ensures the safe functioning 
of the energy system, and is part of the original design. The second layer 
comprises of a smart overlay that enables usage patterns to be specified 
by the energy manager and translates these into energy usage quotas for 
the first layer controller based on a set algorithm. 

The deployment follows a micro-service architecture that uses con
cepts from Extract Transfer Load (ETL) [33] to loosely couple digital 
components with the aim of maximising interchangeability among sys
tems while keeping the architecture simple and reducing overheads. 
This approach means that a large system can be broken down into 
separate components that share information with each other through a 
database. These components run independently and are deployed as 
docker services where appropriate to increase reliability and control 
over them. Applying fog-computing concepts to the design of the ar
chitecture means that the components can be deployed in environments 
with high latencies, local processing requirements and 
power-consumption constraints as well as in centralised deployments 
that can offer the processing power that may be required by more 

complex systems that rely on deep-learning models for forecasting and 
decision making. Both these systems can use this architecture with just 
configuration and deployment modifications. 

The microservices architecture and separation of concerns between 
services allows the digital components to function independently. The 
critical components are those that communicate with the physical 
components and that make decisions. The control algorithm can make 
decisions using outdated data and forecasting which ensures the typical 
delays dont cause issues. The set point deployer can enact control 
without needing a stable connection to the controller. Without the 
deployer no changes can be enacted on the system as that is the key 
component that communicates with the physical system. If this 
component fails the system can revert to the built-in Battery Protection 
Control method. 

The front end REST API provides a data-source and sink for the 
community interface to send user priority preferences that it saves to the 
database. These priorities are in line with the user requirement on 
governance and the type of control they want on the system. The local 
deployment of forecasting and control allows the connectivity issues to 
be resolved, while the updates to the interface’s language and icons 
make the system easier to use in the local context. The iterations through 
the versions and feedback from stakeholders and partners ensures that 
the design and the underlying governance structure was co-developed 
and meets the needs of the community. 

The interface is based on the requirements of the community and can 
be seen in Fig. 4. It provides access to the various information and 
controls available in the system while providing information in multiple 
languages. Through an iterative process, the interface was made more 
understandable with clearer descriptions, information, and more un
derstandable labelling being added. Updating the priorities on the 

Fig. 3. High level architecture of the System.  
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interface triggers the controller to re-run and allows the users to 
dynamically vary devices by priority. 

The tailored System Logger creates a snapshot of the systems every 
15 minutes, saves it to the database and sends the log via MQTT to a 
Logging University server. The logging data contains a snapshot of the 
current system state at a given timestamp, together with message ID and 
transmission information, including sending the report to the central 
Coventry server, which allows failed messages to be re-sent and the 
system to retain logging even with extended outages. This component is 
crucial in enabling digital twin setups and fault detection systems. 

The adapted architecture was designed to be deployed in two use- 
cases: a local deployment and a remote deployment. As there were dif
ficulties gaining access to the camps due to restrictions, the local system 
was tested on a replicated telnet client that simulated the messages of 
the on-site base-station. The remote deployment was tested and evalu
ated by connecting to the remote data portal offered by the micro-grid 
providers. This deployment shows the versatility of the flexible archi
tecture as all the functionality was retained. The downside of deploying 

the system remotely was the introduction of large latencies into the 
system. 

The developed architecture can be found on GitHub [34], where the 
existing platform is implemented on top of the presented use-case. 
Various deployment options are supported with Docker and Makefile 
based installs available, to showcase the functionality of the interface. In 
situations where there is no system to connect to, an example deploy
ment is also available. 

The latencies for data upload to the portal were monitored for a 196 
hour period in March, 2021 for which the results can be seen in Fig. 5. 
These are synchronisation latencies and will be the same for the upload 
of quotas to the online system. 

The latencies in remote deployment show that unstable network 
connections in remote areas require fog computing-based approaches 
where the central system is deployed as close to the physical system as 
possible. These added latencies also reduce the type of control that can 
be enacted as decision-making processes need to consider that even the 
most well-behaved devices have a mean averaged delay of 53.7 minutes, 

Fig. 4. Final version of the community interface, showing the communities selected priorities of light over socket power  

Fig. 5. System latencies in a remote deployment scenario.  
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while the worse ones had an average delay of 1924 minutes or 32 hours. 
Meantime, 3 devices failed to send any information. There is also the 
additional concern around how the system reacts more poorly to un
expected events (such as large consumers being plugged in), which 
means the forecasting of the system needs to be more accurate and local. 

The measured latencies are a strong indicator for the need to deploy 
the control systems locally. In these cases the control method would 
always have direct access to the data and devices except for cases of 
failures. For a centralised system, or in cases where the control and 
optimisation methods are note deployed on site, the high latencies mean 
that the constraints and confidence in the forecasting methods need to 
be high enough to allow 1-2h delays in communication. Other control 
methods such as quote time-outs can also be put in place to ensure 
systems robustness that revert to default settings for the system. Creating 
quotas 24h ahead also means that the system has a certain degree of 
robustness to communication gaps of 24h given a typical forecasting 
accuracy of 8%. The issues with latencies arise with atypical consump
tion patterns or events that are difficult to forecast. 

4.5. Data imputation and missing data 

Power consumption and system state values are recorded periodi
cally from the local or remote interface to the Micro-grid. Missing values 
in the live data can occur in two ways.  

• MAR Missing at Random. MAR data can occur due to hardware 
failures and communication errors.  

• MNAR Missing Not at Random, are cases where the cause of missing 
data can be deducted, such as State of Charge below lowest allowable 
Depth-of-Discharge (DoD). 

In the Case of MNAR the battery protection system comes into effect 
and the controller is turned off together with the rest of the system, 
which means it can take no action or decision. Various components have 
different data cleaning and consistency requirements. Only the 
Controller and Forecaster have special requirements, every other com
ponents takes the latest available data. The data aggregator stores pe
riodic means of the raw data and empty fields where data is not 
available. This is used for system logging and the API. The missing data 
is handled based on [35]. 

Model based imputation requires already available data which in the 
case of a recovering system or a freshly started one is not guaranteed 

(forecasting models can require 1-6 days previous data given a 24h 
seasonality). To solve this and decrease the computational re
quirements, two-stage imputation is used. In the first stage, the most 
recent hourly mean for the period is imputed. In stage 2, if the data is not 
available then the first available daily mean value is used. This method 
guarantees that data is available at any point and as the systems data 
quality gets better the quality of the forecasting data also improves. 

4.6. Existing load and generation profiles 

The overlay architecture is demonstrated using system data captured 
from 1st January 2020 until 12th March 2020 and before any re
strictions were put in place in the camp due to COVID-19. The view of a 
typical days consumption and generation on the micro-grid can be seen 
in Fig. 6. As the system was oversized, two alternative system scale 
scenarios are proposed to examine how the energy management system 
would perform for a well-sized (medium scale) and undersized (small 
scale) system given the same energy demand of the community. Over
sizing the system relates to the changing community dynamics in dis
placed community settings where people and governance around the 
building in the camp are subject to change, which often alters which 
buildings are in use and how much energy they draw. 

4.7. Scaled systems 

For the small-scale scenario the PV panels were reduced by 75% and 
the battery was reduced from a size of 21.2 kW to a size of 3.1 kW. For 
the medium-scale scenario the PV panels were reduced by 60% and the 
battery was reduced to a size of 4.2 kW. A typical day for the small and 
medium scaled systems can be seen in Fig. 7a and 7 b. Note that con
sumption levels remain the same across all system scale scenarios. In the 
original design, the battery SoC does not drop below 85%. For the me
dium scaled scenario the battery reaches an SoC level of 65%, while for a 
small-scale scenario the SoC reaches the 40% threshold, resulting in the 
PC regularly required to curtail inverter output to protect the battery. 

4.8. Applied forecasting models 

For the energy consumption forecasting the trained models were 
evaluated based on two parameters: the Akaike Information Criterion 
(AIC) and the Normalised Mean Square Errors (NMSE). The evaluation 
of the Seasonal ARIMA Model on the data-set was performed using 

Fig. 6. Daily consumption and generation profile on the microgrid for the period 01 Jan 2020 - 12 Mar 2020.  
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Historic Hourly Data from 21 January 2020. Model fitness is evaluated 
using the AIC, which is an estimator of in-sample prediction error and 
thereby relative quality of statistical models for a given set of data. Best 
Orders for 3rd degree requires at least 8 days of previous data with best 
orders of (1,1, 2)x(0,2,2) and a seasonality of 24h. This resulted in an 
AIC of 5806.55. Best Orders for 2nd degree requires at least 3 days of 
previous data with best orders of (1, 1,1)x(1,1, 1) and a seasonality of 

24hours. This resulted in an AIC of 6161.69. The results shown in Fig. 8, 
present a model with orders of (1, 1,1)x(1,1, 1) and a seasonality of 24h, 
showing that for our context SARIMA can provide the system with a 
reasonably accurate forecast. 

For the PV panel generation forecasting, the predicted value is scaled 
a clearness index ktto account for cloudy weather that the Clearsky 
model cannot account for. Based on the existing data an average 

Fig. 7. Scaling of the system for the testing and evaluation.  

Fig. 8. 48h forecasting results on the total energy consumption.  

Fig. 9. Scaled and un-scaled forecast of data.  
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clearness index kt of 0.63 was selected. There is a drop-off in PV energy 
generation around 9 a.m. due to the battery being fully charged; this 
drop-off makes use of methods such as SARIMA difficult as the potential 
energy available is higher than the energy captured. The scaled and un- 
scaled data comparisons can be seen in Fig. 9. 

5. Results and discussion 

5.1. Evaluating the modifications of GA 

Our second modification (V2) of GA considers a chromosome to be 
the hourly values for each device group for a 24h period. This would 
mean that an individual Ii can be defined as a set of chromosomes Qh

Dev 

where Dev is the device name, h is the time slot and Qh
Dev contains the 

quota or limitation for that specific device in time slot h. The device 
quota Qh

Dev is then represented as percentage of the total forecasted en
ergy consumption for the device, which creates genes with values be
tween 0.0 and 1.0 with 0.1 steps (i.e. 11 possibilities). While this version 
offers the most control over the quotas, it has the downside of creating a 
very large search-space that makes finding even local optima points 
resource intensive, which often yields results that are worse than simple 
methods. 

The third version (V3) of GA implemented considers a pre-processing 
step that divides the period into sets in a similar way as the SSEM 
method. The segmentation can be done using a simple sign based 
splitting of the data that creates a new segment every time the sign of 
Ei

Gen -Ei
Cons[d1...d2, sys] changes. Another option is using the Binary 

Segmentation Algorithm [36]. This means that in the typical case, the 
number of time slots that require quotas is reduced from 24 (for a 24h 
period) to 4 − 5h periods, which reduces the total number of variations 
for 7 devices across 24h from 8.3 × 1022 possible solutions to 2.7 ×
1015. Further reduction can achieved by selecting quotas with 20% in
crements leaving 1.8 × 109 possible solutions, which becomes a much 
more manageable number of iterations. However, for an typical time of 
0.025 seconds to test a single solution, this still results in a computation 
time of 531 days. This means that the only reasonable variation that has 
an exact solution is one where there are 5 sets with three possible values 
[0,0.5,1.0] that can be solved in 17.6 minutes. The combination chosen 
for GA is using the sets divider and 6 possible values for quotas [0.0,0.2, 
0.4,0.6,0.8,1.0]. 

All implemented variants of GA use a 20% Random Select of the 
population for mutate and crossover; 5% elitism; 25% crossover; 25% 
mutate; 25% crossover and mutate, and 20% new random individuals in 
each generation. Mutation is at 5% with each gene having a chance of 
receiving a new value. 

The benefits of the search space reduction methods can be seen in 
Fig. 10, where the different versions of GA are compared on a run with 
600 individuals and 100 generations. The GA V1 method shows the 
original version of GA without any hyper-parameter tuning. The results 
from GA V2 show how tuning the hyperparameters to match the use-case 
improved the algorithm. The results for GA V3 shows the third version of 
the algorithm The best consistent results were reached by the GA V3 
Binary-Seg 0.33 which uses a binary segmentation to divide the 24h 
period into slots and a set of possible quota values of [0,0.33,0.66,1]. 
From the results we can see that the smaller step increment had an 
adverse affect on the results and that a more refined segmentation policy 
improved the results. For the purpose of further evaluations in the paper, 
the GA V3 Binary-Seg 0.33 version is used. 

5.2. Behaviour evaluation of the control methods 

The GA V3 is compared with the built-in protection controller (PC) 
and devised space-shared method (SSEM) for maximising battery health 
for the small-scale scenario (Utility - U1). With this utility function, we 
expect the best solution would attempt to set the quota for all devices to 
0.0 to increase the Battery SoC and reduce the Power draw, except in 
cases where the devices would receive their energy from the PV panels 
and there would be no penalty for using energy (in which case they can 
be on or off). 

The behaviour of the PC can be seen in Fig. 11, where the left side 
showcases the effects of its control on the systems and the right side 
shows the quotas it imposes. In this scenario, the PC allows all the de
vices to use energy up to the point where the minimum Battery State of 
Charge SoCMin

Bat threshold is reached, at which point all the devices 
receive a quota of 0.0 regardless of their priority or consumption. 

For the space-shared energy manager (Fig. 11), all devices are on 
whilst there is energy available from the PV array and battery. At hour 4 
p.m., when the PV array output starts to decrease (see Fig. 7a), the 
controller limits the playground sockets for 1 hour and a further 4 de
vices from hour 5 p.m. onwards. This behaviour means that there is 
enough energy to power all the outdoor lights until the end of the period. 
Starting the space shared energy manager at 6 a.m. ensures that the 
analysis period ends coincides with Rwanda’s durial cycle, meaning that 
the battery is not depleted before sunrise. Thus, the communitys highest 
priority of keeping outdoor lights on at the micro-grid is achieved, which 
is not the case with the simple battery protect model. 

The GA method takes a different approach by assigning quotas in 
hour sets: [0, 1, 2, 3, 4], [5, 6, 7, 8,9], [10, 11, 12, 13, 14], [15, 16, 17, 
18, 19], [20, 21, 22, 23] to each device (see Fig. 13). For Utility function 
1, GA only wants to maximise the battery health, which would be ach
ieved by reducing the device loads to zero, except for cases where the 

Fig. 10. Convergence of various GA methods on U1  
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battery is charged, and there is more solar output than energy demand. 
GA is able to find a solution that is a local minima but was not able to 
find the absolute best solution. GA reached this solution in 1384 sec
onds, whereas the space shared method took 0.41 seconds. 

5.3. Method evaluation across the whole time-period 

To evaluate how well the methods perform throughout the whole 
period, the scenarios, utilities and methods were applied to the whole 

Fig. 11. Behaviour of the protection controller on a small scale scenario and the battery health considerations utility - U1 with a score of: 0.749  

Fig. 12. Behaviour of the SSEM on a small scale scenario and the battery health considerations utility - U1 with a score of: 0.792  

Fig. 13. Behaviour of GA V3 on a small scale scenario and the battery health considerations utility - U1 with a score of: 0.851  
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data-set. The resulting average utility function can be seen in Table 1 
together with the metrics of interest outlined in equations: 3 for mean 
battery SoC; 5 for mean Capacity Shortage; 4 for mean system efficiency, 
and 6 for the total curtailment of devices adjusted by priority. 

Each method was run for the whole period from the 3rd of January 
2020 to the 28th of March 2020. The methods were run as a continuous 
deployment where the state of charge at the end of one day is the same as 
the start of the next one. Each method was run on the two scenarios and 
by utilising the 3 utility functions. For the methods with behaviour that 
is not influenced by the utility function, such as the SSEN and PC, the 
behaviour doesnt change across deployments; however, their utility 
value does as the quality of the result is evaluated with different metrics. 
The GA-V1 method represents the core GA available in most libraries 
with trained hyper-parameters while GA-V3 represents the modified GA 
method proposed in this paper. 

The results for the U1 utility function help to identify how well the 
GA methods can optimise the quotas compared with two methods that 
are utility naive. From the results, we can see that in both scaled sce
narios (see section 4.7), the best results are reached by GA-V3 that is on 
average 30% better than the PC, 36% better than the SSEM and 12% 
better than the original GA-V1. 

From a processing time point of view, a comparison of the median 
value of 100 runs can be seen in Table 2. The tests were run as a single 
thread process on an Intel i7-2670QM CPU running at 2.2GHz. From the 
results, we can see that the GA based methods take considerably more 
time than the PC and SSEM methods, but with mean run-times under 5 
minutes their use is still appropriate for our use-case. Given 7 device 
groups and the overall system consumption for which we need to fore
cast data, one PV forecast and single control run, for the PC and SSEM 
methods a full run-time will be under 3 minutes and for the GA version it 
will be under 6 minutes, even with the added overhead of the other 
components. When we consider that the forecast is only run hourly and 

the process is not required for a single run, this means that the PC and 
SSEM method would have responses under 5s, while the GA methods 
would be able to provide a new set of quotas in under 5 minutes. 

The PC is one of the worst performers when it comes to battery health 
with the average Soc being the lowest of all the methods. This behav
iour, however, allows this controller to reach the maximum possible 
system efficiency (nSM) and capacity shortage (Cs). Despite these 
values, as all of the devices are turned off in specific periods, the QM 
values are in most cases lower than for the U2 and U3 methods when the 
GA methods were applied. 

In most cases, the SSEM method performs poorly in comparison to 
the PC. One of the SSEM method’s main aims is to keep the system 
running, meaning that it will turn off devices to keep the main system 
components and loads online. This can be seen from it having a 
consistently and considerably higher mean SoC value than the PC. 

The GA-V3 method outperforms GA-V1 and other methods consis
tently across the tests where we can see that for U1 it manages to in
crease the average SoC values from 0.33 and 0.37 to 0.36 and 0.39 as 
compared to the GA-V1. For U2 and U3 the Quota values are consider
ably higher for GA-V3 while also increasing the mean SoC value for U2 
and only sacrificing 8%(for the small scale) and 6%(for the medium 
scale) of the system efficiency. The higher capacity shortages for GA-V3 
but better scores are a result of the method identifying lower priority 
devices and adding higher quotas to these maximising battery health 
gains while minimising user dissatisfaction. 

It is interesting to note that despite GA-V1 (or out of box methods 
available in Matlab and other platforms) being a popular option for 
micro-grid control optimisation, GA-V1 fails to provide any best-in-class 
solutions for any of the utilities and is even sometimes outperformed by 
the PC and SSEM model (see table 1). This shows that, for high 
complexity or search space problems where the utility is well defined, 
un-optimised GA may fail to find good solutions, and simple decision- 
making algorithms can be a better initial choice. 

The GA-V3 outperforms all methods when considering the resulting 
utility function, which means that it can optimise the quotas to meet the 
proposed utility functions. Whilst GA-V3 performed best for balancing 
the alternative objectives for each utility function, this control method 
did result in the highest capacity shortage and lowest system perfor
mance across all scenarios. Therefore modified utility functions may be 
depending on the needs for different systems, applications, locations and 
communities. 

6. Further work 

The overlay design allows legacy micro-grid designs to upgrade their 
control capability with the use of low-cost computational resources. 
While this overlay was shown to be working and can satisfy the re
quirements of the community it does incur considerable latencies (with a 
mean latency of 53.6 minutes) when deployed. More work determining 
the latency requirements of the various first and second stage controllers 
is needed to decide which legacy components could be replaced to allow 
higher precision energy managers to be deployed. Due to the commu
nication delays on the system, the optimisation method is needed to find 
optimal values for the upcoming 24h period. Given a lower latency 
system, the use of an exponentially increasing time step 
(0.5,1,2,4,8,12,16,24,36...) for the GA or PSO optimisation may allow 
higher precision to be reached for the current time periods while 
considering future periods as well. 

The translation of hourly quotas into periodically changing daily 

Table 1 
Resulting utilities and metrics of interest when the energy management methods 
are deployed for the whole time-period using different scenarios and utility 
function  

Scenario Utility 
Function 

Method ↑ Utility 
Value 

↑ 
SoCM 

↑ 
nSM 

↓ CS ↑ 
QM 

small 
scale 

U1 PC 0.20 64.47 0.91 0.13 0.26  
SSEM 0.26 71.50 0.91 0.29 0.18  
GA-V1 0.33 70.48 0.83 0.28 0.18  
GA-V3 0.36 74.47 0.77 0.43 0.13 

U2 PC 0.46 64.47 0.91 0.13 0.26  
SSEM 0.45 71.50 0.91 0.29 0.18  
GA-V1 0.54 67.64 0.87 0.19 0.21  
GA-V3 0.62 74.19 0.79 0.42 0.26 

U3 PC 0.72 64.47 0.91 0.13 0.26  
SSEM 0.64 71.50 0.91 0.29 0.18  
GA-V1 0.67 67.47 0.88 0.18 0.23  
GA-V3 0.77 74.06 0.80 0.41 0.31 

medium 
scale 

U1 PC 0.25 69.87 0.69 0.07 0.30  
SSEM 0.28 73.50 0.69 0.15 0.27  
GA-V1 0.37 77.23 0.62 0.28 0.18  
GA-V3 0.39 82.71 0.49 0.44 0.11 

U2 PC 0.55 69.87 0.69 0.07 0.30  
SSEM 0.55 73.50 0.69 0.15 0.27  
GA-V1 0.57 75.74 0.65 0.24 0.21  
GA-V3 0.66 82.63 0.50 0.43 0.28 

U3 PC 0.67 69.87 0.69 0.07 0.30  
SSEM 0.33 73.50 0.69 0.15 0.27  
GA-V1 0.71 71.16 0.91 0.19 0.23  
GA-V3 0.78 81.34 0.69 0.43 0.31  

Table 2 
Mean run-times is seconds for various methods given a medium-scale scenario and U2 utility function  

Method SARIMAX Training SARIMAX Prediction       

PV Forecast PC SSEM GA-V1 GA-V3   
Processsing Time (s) 16.5 0.026 0.12 0.69 1.10 165.8 211.2  
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quotas by a control enactor can be imprecise if the forecasted con
sumptions vary greatly and can cause unwanted behaviour due to delays 
in the first layer controller receiving the quotas late. The robustness to 
changes in demand, as opposed to latency changes, is a topic that is 
worth investigating and can lead to new requirements and constraints 
when it comes to the design of controllers. The micro-grid system used as 
a case study in this research saw a low utilisation of sockets, and hourly, 
daily and monthly variability was also low. Therefore, control methods 
investigated in this paper need to be further evaluated for a wider range 
of system types, where there are greater changes and variations in en
ergy demands. 

Further work can be done on comparing the results for each method 
with typical energy dispatch models, cost service models and producer/ 
supplier models. More social work can also be done to identify the 
various requirements and their respective utilities in differing commu
nities to satisfy a wider range of requirements, e.g., refugees may want 
cheaper energy if only available at certain times, which could also in
crease system longevity. Identifying competing governance methods 
and their underlying technological requirements around these systems 
would also improve understanding and provide better utility for the 
communities they serve. 

7. Conclusions 

The deployment and use of community microgrids are playing an 
increasingly important role in electrification in remote and displaced 
settings. Yet, existing control solutions are often limited to focus pri
marily on costs rather than user needs and system longevity. Therefpre, 
the management of energy in these systems is crucial to maximising the 
benefits that these systems can offer and support communities in man
aging energy as a shared resource. The modified GA method employing 
search-space reduction techniques outlined in this paper was shown to 
provide significant advantages over other control methods. Whilst the 
proposed system architecture can be easily adapted to suit other com
munity microgrids installations. 

Each method’s latencies and processing times can also be factors 
when considering whether a method is appropriate. If the microgrid use- 
case is subject to highly varying usage patterns, the 1h communication 
latency coupled with a 2h processing time for a GA method can result in 
unwanted behaviour, and the energy needs not being met by devices not 
being turned off in an effective and timely manor. These systems would 
benefit from a low processing time (SSEM) method that is deployed 
locally. 

Our findings also show that the resulting search spaces can be larger 
than a resource-constrained computational unit can solve using con
ventional metaheuristic methods. Therefore, microgrid developers and 
operators need to be aware of some of the challenges of defining high- 
complexity objective functions and considerations when selecting a 
suitable method for different community requirements. 
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