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Abstract
Email archives are important historical resources, but access to such data poses a unique archival challenge and many 
born-digital collections remain dark, while questions of how they should be effectively made available remain. This paper 
contributes to the growing interest in preserving access to email by addressing the needs of users, in readiness for when such 
collections become more widely available. We argue that for the content of email to be meaningfully accessed, the context 
of email must form part of this access. In exploring this idea, we focus on discovery within large, multi-custodian archives 
of organisational email, where emails’ network features are particularly apparent. We introduce our prototype search tool, 
which uses AI-based methods to support user-driven exploration of email. Specifically, we integrate two distinct AI models 
that generate systematically different types of results, one based upon simple, phrase-matching and the other upon more 
complex, BERT embeddings. Together, these provide a new pathway to contextual discovery that accounts for the diversity 
of future archival users, their interests and level of experience.

Keywords Email archives · Born-digital collections · Computational archival studies · Contextual email discovery

1 Introduction

Email archives are important historical resources, but in con-
trast to pre-digital correspondence, an individual email mes-
sage can be difficult to understand without proper contextual 
knowledge about the organization, the individuals involved, 
and the issues being discussed or debated. High flying 
investment banker Frank Quattrone was famously charged 
by the US Securities and Exchange Commission (SEC) for 

violating the law when, after being notified of an inquiry 
from the SEC, he forwarded his subordinates a message with 
the subject, “Time to clean up those files” and added the 
sentence, “I strongly advise you to follow these procedures.” 
With the benefit of context at trial, a jury of Quattrone’s 
peers concluded that this single sentence—and associated 
behaviours resulting from it—constituted obstruction of 
justice because it encouraged destruction of evidence that 
Quattrone had by then known was being requested by the 
government (Gasparino 2003).1 The lesson is clear: a single 
email message would never have been enough to warrant an 
interpretation, legal or historical. But presented in context, 
an eight-word message can be seen as evidence of inno-
cence or guilt. Getting context right is always a challenge 
for scholars, one made even more difficult when dealing with 
decontextualised artifacts like massive email corpora.

Electronic mail came to replace most day-to-day 
forms of organizational correspondence by the late 1990s 
(Kirsch 2009; Moss 2012). Since then, its importance as 
both a personal and institutional communication medium 
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has continued despite the rise of other technological solu-
tions, as the debates during the 2016 US presidential elec-
tion showed. However, because privacy is hard to protect 
in email, it is predominantly held in dark archives, which 
effectively preserve historical material but limit access to it 
(Jaillant 2019; Prom et al. 2018). While these privacy issues 
are undoubtedly key to mediating research access to (cur-
rently closed) email collections, another is how users will 
actually engage with such material once these access issues 
have been navigated.

Even those email archives already available (Enron Email 
Corpus, W3C, ePADD) are often opaque and difficult to 
search effectively due to the networked nature of email. 
Specifically, email is a hybrid artifact: email IS and email 
ARE, as our anecdote up front illustrates. Using keyword 
searches, performing word frequency counts, network analy-
sis (Aven 2015) and tracking the timing and sequence of 
email interactions (Byun and Kirsch 2020), each engages 
with just one aspect of the networked resource that is email. 
In these respects, email is an inherently richer historical 
source than pre-digital correspondence, as it does not just 
contain information as content, but also represents the flow 
of information between individuals or in organizations as 
context (Yates 1993; Yates and Orlikowski 1992). Yet this 
means that for email to become a historical source that can 
be interpreted by future users, both individual and network 
aspects of email need to be maintained.

Archival users vary in their familiarity with technological 
solutions, with Talboom and Underdown (2019) categoris-
ing users of digital collection into three broad types, arrayed 
in terms of their level of digital engagement: (1) “read-
ers”, who want to access a digital source like a traditional 
paper source; (2) “digitally curious”, who want to search 
large databases to identify items of importance for more 
in-depth study; and finally, (3) “data users”, who want to 
perform computational analysis over entire collections. And 
while there are some solutions available for groups 1 and 3 
(reproduction of digital items where these can be released 
and access to a large-scale database for computational, non-
consumptive use, respectively), there are currently no tools 
or access options for users in group 2. However, it is likely 
that many future users will fall into this category, replacing 
or converting the “readers”, while the “data users” are likely 
to move on to ever bigger and more diverse data sets that 
continue to push the boundaries of "big data" computational 
analysis (see Jacobs and Watts 2021).

This shift in terms of user requirement is yet to be fully 
appreciated, as archivists are focused on the issues sur-
rounding digital preservation, which has required signifi-
cant changes in workflow. Yet as  Talboom and Under-
down (2019) point out, access is what is being preserved, 
and understanding the possibilities for enabling discovery 
of digital resources in the future is an important issue to 

consider in conjunction with preservation. AI offers poten-
tial solutions here, as they can enable archival users to con-
nect the context around people and events during a certain 
time period with the content of the emails. We define AI 
tools as “computer systems that can perform tasks nor-
mally requiring human intelligence” (Oxford Reference 
2021). This can be achieved by creating a tool based on a 
knowledge extraction layer over the email network using 
artificial intelligence for natural language processing (Dev-
lin et al. 2018), thus combining several different analytical 
approaches to achieve more relevant search results. Such 
tools would improve discovery for archivists and archival 
users in terms of identifying relevant content of large email 
archives for further investigation.

Our paper is, to the best of our knowledge, one of the 
first to consider the issue of content discovery facilitated by 
AI tools for digital archives, and we aim to shift the current 
concern with digital preservation towards a greater recogni-
tion of the future challenges of context-sensitive discovery 
in large-scale digital collections. Our argument proceeds as 
follows: we first review some of the literature on the role of 
digital archives in scholarship, including some of the key 
reports by and for archivists engaging with the challenge of 
integrating digital resources into existing collections. In the 
main section, we first describe the email collection that we 
are working on as part of a larger international, research-
council funded research project, and then describe the AI 
tools that we developed to make the email collection more 
accessible. We close with a discussion of the main issues 
and concerns that our work so far has raised and highlight 
the importance of ongoing work in this area.

2  From preserving emails to using email 
archives

For more than 20 years, email has represented a predominant 
communication medium for both individuals and organiza-
tions, and is widely accepted to be among the most impor-
tant of post-analogue technologies (Kirsch 2009; Prom 
2011; Rosenzweig 2008). While its cultural and historical 
significance is undisputed, those responsible for preserv-
ing email have to contend with emails' complexity, which 
primarily comes from its scale and networked nature as a 
technology and form of correspondence (Prom et al. 2018). 
Indeed, traditional archival processes have been materially 
challenged by the requirements of email, particularly in rela-
tion to privacy and sensitivity (Shilton et al. 2017). As a 
form of communication, it is both highly personal—even 
within organizational contexts—and surprisingly messy. 
While this is also true of some paper-based forms of cor-
respondence that email is so often likened to, the sheer scale 
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of traffic makes traditional methods of appraisal unfeasible 
for just one email account, let alone a corpus of many:

“Electronic records in archival repositories, especially 
email messages, are fundamentally different. Tradi-
tional paper-based series of correspondence are often 
uniform in their contents and structure, whereas email 
collections include both formal and informal com-
munications, mass mailings from listservs, and even 
unsolicited advertising that, when combined with the 
volume of messages, makes traditional records man-
agement difficult if not impossible” (Prom et al. 2018).

This perfect storm of scale, entropy, and potential sen-
sitivity has made archives and their potential donors wary 
of liabilities associated with email archives, a contributing 
factor to the rarity of access seen today. As we highlight in 
this review, the complexity of managing email collections, 
along with their limited availability for research, has meant 
that research engagement with email has been largely sub-
ordinated to issues of preservation and processing (BDAWG 
2019).

For many of those interested in using email, its scale and 
complexity are also going to present challenges to the pre-
dominantly analogue assumptions of their practice (Fellman 
and Popp 2013; Jaillant 2019). For instance, like traditional 
archival methods, normal historical approaches are framed 
around the use of paper-based collections, a characteristic 
suggestive of an access that is physical as well as one based 
on close reading and finding aids (Howell and Prevenier 
2001). Such access is largely sub-optimal for email, which 
can be searched computationally, made available remotely, 
and is generally unsuited to close reading alone. It is there-
fore key to understanding how researchers will engage with 
email collections and develop appropriate forms of access 
to support this. To this end, Jaillant (2019) suggests three 
strategies for improving this engagement. First, as contem-
porary archives (digital or not) will always carry data protec-
tion risks, archives need to trust scholars and their ethical 
codes rather than trying to remove everything that is sensi-
tive. Second, technical infrastructure need not be perfect, 
and some access is nearly always better than waiting for the 
perfect tool. Third, rather than being passive users, research-
ers should be actively involved and empowered to shape the 
nature of access. In short, the problem of email will require 
exploratory collaboration both up-stream and down-stream 
of accessibility.

While historians are predominant among the stakehold-
ers of born-digital archives, they are yet to engage signifi-
cantly with either the post-analogue past, or how it will be 
researched and written (Milligan 2019). However, there are 
several active areas within the discipline that are engaging 
with these issues, and many represent opportunities for col-
laboration. Among these, “digital history” was the first to 

deal with the methodological and practice implications of 
digital, emerging via the broader personal computing and 
internet revolution of the late 90s (Dougherty and Nawrotzki 
2013). Interest here was primarily in how digital technolo-
gies could be used in research and engagement around tra-
ditional, pre-digital historical contexts. However, it was also 
widely acknowledged by digital historians that, in addition 
to the tools they made available, digital technologies were 
also going to materially change how historians viewed the 
past (Ayers 2001; Cohen et al. 2008; Duranti 2001; Rosen-
zweig 2008). The related area of web history has developed 
these ideas further, focusing exclusively on born-digital 
sources and their potential impact on histories of the digital 
era (Brügger 2012; Brügger and Milligan 2018; Milligan 
2019). Importantly, these potential user communities have 
also acknowledged the need for historical users to play a 
more active part in the archival process.

Elsewhere, projects focused specifically on engaging 
users have already shown the potential value in terms of 
understanding access to born-digital collections. In 2018, 
the Wellcome project reported on an initiative between his-
torians and archivists, which sought to explore the impact 
born-digital archives will have on the historical methods 
(Sloyan et al. 2018). Importantly, it highlighted that many 
researchers have limited experience of using born-digital 
sources and can only speculate about how they would like 
to access and use them. What was also apparent was that, to 
contextualise what they find, researchers need information 
about the digital structure of born-digital records as well as 
other contextual triangulation points. Similarly, in 2016 the 
British Library (UK) ran a pilot project that evaluated read-
ing room access to several born-digital collections, testing 
both their model for processing born-digital material and 
their provision of access (Jaillant 2019). Insight from coordi-
nated efforts like these can also be combined with the grow-
ing body of researcher-led reporting of their experience with 
born-digital access (Milligan 2019; Nix and Decker 2021).

While debates still revolve around preservation and 
appraisal, Talboom and Underdown (2019) highlight that, 
from a more long-term perspective, any type of preserva-
tion should ultimately be focused on access. Moreover, for 
access to be meaningful, it needs to account for the nature of 
different user groups and their diverse needs. Within digital 
preservation for cultural objects, an appreciation of different 
types of user requirements is well established, as well as the 
need to understand factors that will affect individuals’ infor-
mation-seeking behaviour (Beaudoin 2012). These might 
include a user’s work role, their intended task, or indeed, 
their level of skill (Lynch 2002; Talja et al. 1999). Along 
these lines, Marchionini and Maurer (1995) identify three 
basic users (formal, informal, and professional) in their work 
on how digital libraries can create integrated resources in 
academic settings. Similarly, in proposing an integration of 
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‘use history’ (e.g., the history of an object’s use) as context, 
Benoit (2011) classify users into three alternative catego-
ries: expert, general, or casual. Here, an ‘expert’ user will 
have greater knowledge about the data, while more ‘general’ 
users do not have such specialised knowledge and thus pose 
a broader range of (unusual) questions to satisfy their infor-
mational needs.

Talboom and Underdown (2019) provide their own 
typology of users, suggesting that three different types of 
researchers interested in digital collections are emerging. 
They stretch in a continuum from the traditional researcher 
keen on accessing digital sources as an emulation of the 
experience of the original custodian or reader of a docu-
ment, to the technologically savvy researcher seeking to 
access bulk downloads of “big data”. The latter type of 
usage is often referred to as “non-consumptive”, meaning 
the researcher does not read or otherwise process the content 
of the archive, but rather its meta-data and other structural 
or semantic features (Jett et al. 2016). In terms of email 
archives, this may be the network pattern (Aven 2015) or 
the timing of responses (Byun and Kirsch 2020), which takes 
a quantitative analytical angle on the large-scale character-
istics of the data set that individuals sending and receiving 
those emails may not have been wholly or partially aware of.

In between those two extreme-type users Talboom and 
Underdown propose a third group—the “digitally curi-
ous”—who would want to use the opportunities of better 
search and make lateral connections that digital sources 
afford historians, without wanting to sacrifice the content of 
such historical documents (see Nicholas and Clark 2018). 
Yet much like the archivists seeking to appraise and manage 
such collections, the digitally curious will have to contend 
with both the abundance and the lack of easily comprehen-
sible organization of such a digital archive. Whitelaw (2015) 
describes such users as “information flaneurs”, and details 
the principles and development of generous search interfaces 
in response.

Our own communities of business history (Decker et al. 
2015) and historical organisation studies (Maclean et al. 
2016) offer good examples of this third user group. As the 
post-analogue past becomes more historically relevant, there 
is a growing awareness of the link between digital technolo-
gies, and the importance of continued preservation and use 
of organisational records (Nix and Decker 2021). Indeed, 
when we ran a roundtable on digital sources at the Busi-
ness History Conference, the diversity of approaches already 
being used in relation to organisations was readily apparent.2 
Among the speakers, Gavin Benke, showed how he used 
relatively traditional methods to analyse Enron’s emails, 
manually iterating between computational search and close 

reading as his analysis developed (Benke 2018). By contrast, 
Tim Hannigan’s approach used what he terms as render-
ing, whereby textual data are computationally "prepared" 
for analysis, with the researcher making analytical choices 
that determine how and what topics are identified (Hanni-
gan et al. 2019). As with some of our own research using 
born-digital sources, these approaches evolved specifically 
to account for the content within digital documents and its 
relationship to broader structural and technical characteris-
tics (i.e., its context).

As we start to think more about access and uses of email 
archives, we believe the different ways in which users wish 
to engage with email data, their technical proficiency, and 
their knowledge of a collection’s content, will become 
increasing key. It is upon this premise that the prototype we 
describe in the next section is based, combining interests of 
context and content into a purpose-built tool for users, such 
as ourselves to access and search organisational emails.

3  Approaching of email archives

Our project used an email archive already licensed for com-
putational uses through the Linguistic Data Consortium of 
the University of Pennsylvania, known as AvocadoIT. We 
introduce this collection in the next section and highlight 
its relevance to more qualitative content-based enquiry. Fol-
lowing that we describe our approach to developing an AI 
tool that combines content with context, and how this could 
significantly enhance email archive discovery going forward.

3.1  The email archive: AvocadoIT

The organizational email collection that we used for our pro-
ject was licensed for scientific use by the Linguistic Data 
Consortium (LDC) of the University of Pennsylvania in 
2015 (Oard et al. 2015).3 The collection is known by the 
pseudonym AvocadoIT. The company was a venture-backed 
technology start-up operating in Silicon Valley during the 
dot.com boom and bust. Data we are using were extracted 
from a binder labelled “Email Backup” containing c. 20 
CDs. The binder was in a box of other technology-related 
materials recovered in the process of “unwinding” the firm 
following its failure in 2003. These materials were stored 
and subsequently discovered by one of the authors. This 
“backup” predates the ultimate failure of the firm by sev-
eral months. As a result, many important events occurred 
outside the timeframe of the recovered email, limiting its 
ability to shed light on critical questions of scholarly inter-
est surrounding the final months of the firm’s existence. 

2 Decker et al. (2021). 3 Since being made available, it has been licensed.
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Nevertheless, the scope of the collection is sufficiently broad 
and the coverage sufficiently complete that it can be usefully 
exploited as a historical resource.

The 278 email files (PSTs) on the CDs were subsequently 
processed with funding from the U.S. National Science 
Foundation (NSF) under grant #1065250 (“Development 
and Evaluation of Search Technology for Discovery of Evi-
dence in Civil Litigation”).4 A risk assessment determined 
that several categories of information needed to be either 
redacted or removed. Redacted data included personal data, 
and removed material included image files that contained 
no machine-readable text as well as emails with the venture 
capital investors on the board of the start-up. Given that the 
stated purpose of the collection—the reason NSF had funded 
the project—was to help advance the field of e-discovery, 
the decision to withhold emails between the company and 
its venture investors was a reasonable and necessary accom-
modation to the data supplier.

3.2  Introducing AI for email contextualisation

Currently available tools5 for email archiving follow an 
ingest-and-preserve approach and support information 
managers if they need to revisit email for legal, litigation 
and recovery purposes later. Each preserved email provides 
us with metadata, such as sender, recipient, date-time sent, 
cc, bcc, subject, attachments, in addition to other technical 
details. The existing email archiving tools, such as ePADD, 
etc. migrate and normalise emails to standard-based targets 
using metadata. The existing tools offer advanced facilities 
such as:

• turning unstructured into structured data with the help of 
metadata,

• allowing users to extract conversation utilities,
• assisting with the identification of email file formats,
• parsing messages to identify senders and recipients using 

text analytics (named-entity-recognition),
• grouping of entities and attachments.

However, these tools are not sufficient to retrieve contex-
tual information for users who want to conduct research on 
the content, considering the entire email corpus as a single 
repository.

Using AI tools for the identification and presentation of 
contextual information for email archives can potentially 
facilitate both preservation and access. As noted above, 
email has network properties, and individual emails need 

to be understood as part of conversational threads. How-
ever, it creates two challenges: first, assuming the would-be 
reader does not choose to read emails selected at random, the 
emails need to be presented to the reader in a ranked order of 
relevance. The relevance judgments must incorporate con-
textual knowledge, but some aspects must be provided by 
the user. For instance, is the reader interested in the “next 
phase of our marketing platform” or “our new technology 
plan”? In either case, the search environment must return a 
relevance judgment to the user based upon relatively loosely 
structured queries, as readers will likely be equally unsure 
in early stages of their exploratory searching what they are 
looking for.

Second, by treating each email message as a single arti-
fact, existing approaches to email archiving, such as ePADD 
and DarcMail, tend to decontextualise the email corpus. 
Even where the “thread” structure of messages is acknowl-
edged and navigation within the thread is possible, further 
technical issues such as the need for deduplication or named 
entity resolution may compound the challenge facing the 
human user seeking to “read” an email exchange in the same 
way it would have been read by the original participants. For 
example, who are the email correspondents and the individu-
als’ names in an email or thread? In general, reading email 
poses evident challenges: for instance, should the reader 
read the thread from oldest to newest, in the manner that 
the exchange occurred? If email is a “conversation,” then 
surely this is the proper way to experience the exchanges 
that took place. No one wants to hear a conversation occur 
in reverse order. However, in dealing with historical email 
threads, as in our daily organizational lives, we may wish 
to move backward in time through the thread, starting with 
the most recent messages and then reading the earlier mes-
sages already cued to look for relevant content. It is not at all 
obvious how email should be read. Structural analyses have 
dodged this issue by ignoring email content and focusing 
only on metadata (i.e., “To”, “From”, etc.).

In the next section, we describe the implementation of 
two models using state-of-the-art techniques of Natural 
Language Processing (NLP) and attention (Vaswani et al. 
2017)-based models. The need for advanced techniques can 
be understood by thinking about the two sample queries 
above: a simple bag-of-words-based approach might find 
that “platform” is associated with technology and “plan” 
with marketing. A context-sensitive approach should return 
more relevant email threads, such as related and synony-
mously used terms (e.g., e-business trends, smart market 
trends, online market exploration). The models developed 
return sets of emails relevant to the search query, and we 
evaluate their suitability based upon our subjective satisfac-
tion as prospective users.4 Collected almost 20  years ago, the collection is quite small com-

pared to contemporary organizational email collections.
5 Eas, ePADD, Darc Mail, Apache Tika, FTK.
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3.2.1  Defining context for email archives

Context can have different meanings regarding digital 
archives. We seek to combine a range of contextual aspects 
in the development of our discovery tool. In information 
retrieval (IR), seeking the context of a digital object depends 
on two processes: digital curation and reuse of the object. 
While curation focuses on metadata for technical aspects 
in digital preservation, reuse concentrates on extracting the 
meaning through metadata (Faniel and Yakel 2011). Essen-
tially, for a digital object, the context is all known properties 
associated with it and all operations that have been carried 
out on it (Brocks et al. 2009). Talja et al. (1999) suggest that 
the context represents some kind of background to under-
stand the patterns of behaviour and social and cultural mean-
ings and values.

Mayer and Rauber (2009) introduced a semi-automatic 
approach to determine the creation and usage context of 
digital objects. Various aspects of context in different dimen-
sions such as the time of the object creation and modifi-
cation, the object type, people involved and content type 
across different sub-categories, such as the topic, genre, and 
acronyms used. They believe that digital preservation must 
provide the tools and techniques to support users’ analysis 
and interpretive processes for digital objects where context 
is not obvious to the users. Their use case with email mail-
boxes and attachments provides one basis for our definition 
of context for emails.

We depart from existing approaches to context in our pro-
ject, and instead draw on historical practice of source analy-
sis. This is based on a series of critical questions (Howell 
and Prevenier 2001; Kipping et al. 2014), such as who has 
written a text and who is it addressed to (or in this case also 
sent to in BCC), when was the source created (relative to the 
events it reports on) and what is the content and what was 
happening at the time that is referenced in the source. We 
draw on this common methodological practice in our defini-
tion of context for email archives as the interdependence of 
three "entities": who, what and when (see Fig. 1). We define 

entities as uniquely identifiable objects or things (such as 
persons, organizations, and places), characterised by their 
types, attributes, and relationships to other entities. The 
entity who represents the people who are connected with 
a particular event (what) during the time instance (when).

The entity who refers to the people who are either send-
ers, recipients or persons referenced within the email con-
tents. The relationships among people in the set of senders, 
list of receivers, receivers in the "cc" list and "bcc" list can 
be generated and maintained as a separate registry, thus 
providing additional information for analysis. The names 
thus extracted computationally (using, for example, named-
entity-recognition) are crucial to the ability of the user of 
the collection to navigate through the network graph. The 
entity is what refers to an event or process. The events and 
processes are useful to connect to other external events, and 
thus may eventually help to linking beyond a specific data-
set. We obtain specific events from the text of the body and 
attachments using methods of natural language processing. 
The entity when is the date and time of the event and refers 
to the time instance of the email sent or received. We dem-
onstrate how context would facilitate a sample user query 
thus:

User query: “Get emails from E-business trends 
between 2001 and 2002”

The above query searches for the "event" of "E-business 
trends", between 2001 and 2002. The user expects the result 
set to contain all relevant email threads among multiple 
senders and receivers around the topic of E-business trends. 
The user might need to see emails as varied as:

1. emails that refer to the meaning of E-business,
2. examine the set of senders and recipients of these emails 

to understand who are the individuals involved in the 
conversation and dates referred in the query, and

3. what other contemporary events are discussed along the 
E-business.

In summary, our three questions of who, what and when 
define the context for emails using structured data and 
extracted information as features. This definition of context 
represents latent information across one or more conversa-
tional threads over a period of time, and goes beyond using 
metadata alone, which cannot retrieve contextual informa-
tion. For this, we require an AI tool that comes closer to 
“reading” the contents of the email.

3.2.2  Email Contextualisation discovery tool

The above-defined context represents a compact set of attrib-
utes of email documents in information retrieval terms. It 
aids to retain the network properties of the email corpus, 

Fig. 1  Context for email archives
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while adding the extra information about events (what 
part of the context) to the graph structure. The knowledge 
extracted links to what was happening at the time of the 
email and how close it is in time to the events mentioned in 
a given email. The knowledge abstraction from the contents 
of the email archive and the construction of the Email Con-
textualisation Discovery Tool (EMCODIST) are detailed in 
this section.

We refer to knowledge abstraction as a process of extract-
ing information about various events, people involved, 
incidents and interesting developments happening within 
the organisation. Usually, emails are represented as graph 

structure with metadata properties (Chapanond et al. 2005; 
Fu et al. 2007; Laclav’ik et al. 2012). The detailed process of 
knowledge abstraction is shown in Fig. 2. The nodes of the 
metadata network are the properties of interest connected to 
other metadata properties, such as sender/recipients, subject, 
sent date, etc. The edges represent the strength of relation-
ship by graph metrics, such as degree distribution, diameter, 
average distance, and compactness between nodes.

We then implement a knowledge abstraction layer 
over the network graph to extract the contextual informa-
tion and connection between the people and events on a 
timeline. Here, we follow a three-step process to abstract 
knowledge from the email’s body content and attachments:

1. Extraction of metadata properties Each email is assigned 
a unique identifier. While the unique identifier acts as a 
primary key to locate a particular email, other metadata 
provide us the person-to-person network relations, and 
person-to-email affinity.

2. Identification of topics We used Natural Language 
Processing (NLP) to identify names and events within 
the subject, body content and attachments. Given that 
labelling each of the events or names would be unman-
ageable across the collection, we took an unsupervised 
approach to produce a set of high level of topics. The 
events, names (of the people in the body content) and 
dates (mentioned in the body content) were grouped to 
generate a topic repository of 50 + topics. (The number 
50 is an optimal number chosen in accordance to the 
available computational power for the prototype.)

3. Construction of knowledge graph The topics are con-
nected to the sender/recipient (through the email iden-

Fig. 2  Knowledge abstraction from the email network for context 
extraction

Fig. 3  Overall architectural 
diagram of the contextualisa-
tion tool
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tifier) to create a bipartite graph6 to optimise compu-
tational time. The AI models leverage the knowledge 
graph to find emails within the context of the query.

The overall architectural block diagram and workflow of 
the discovery tool is shown in Fig. 3. It reflects the user 
involvement with the machine processes to extract and rep-
resents the required contextual information.7

User and query analysis is an adaptive system to under-
stand types of users from their query patterns. When a user 
submits a query, the query analyser parses it to extract names 
and events to understand the meaning and the context. To 
leverage a variety of queries and search patterns, the query 
analyser saves the results of frequently asked queries in a 
cache8 to reuse the contextual information.

Data processing and knowledge abstraction The email 
corpus (AvocadoIT in our case) is passed through a metadata 
extractor9 and NLP layers to process the data to use for the 
knowledge abstraction. An email knowledge graph is con-
structed as a person-to-event bipartite graph as explained 
above.

The development of intelligent search models This is the 
central part of the tool. Based on the user types, we divide 
their queries into two categories: (1) expert queries and (2) 
novice queries.

The expert queries are made by a user with some knowl-
edge about the corpus. They are expected to make use of 
specific keywords and phrases in their queries. The novice 
queries are made by an inexperienced user to get a feel of the 
collection. To cater to the needs of both types of users, we 
have developed two models. Both models identify appropriate 
email threads and patterns relevant to the query. Our aim is 
to present both models to users, and to track their choices of 
model and queries to identify how the discovery tool is being 
used to improve the efficiency of the search queries over time.

Model 1 is a phrase search model that matches the phrases 
in the query to the content of the emails. This model is an 

improvement over the basic keyword search and suitable for 
expert users. The keywords and phrases from the query are 
identified with the help of NLP and the model returns all 
emails and threads that contain the phrase as a single unit.

Model 2 finds similarities between the topics discussed in 
the corpus and user queries and ranks emails from the query 
perspective. This model is technically more complex than 
the first one. It makes use of modern technologies such as an 
open-source neural network-based technique for NLP, pre-
training Bi-directional Encoder Representation from Trans-
formers (BERT)10 technology11 to understand the meaning 
of the words in context to their neighbouring words in an 
email’s content. The model matches the central meaning of 
the email thread to the meaning of the query.

The discovery tool developed as a proof-of-concept is 
presented in Fig. 4. The source code jupyter notebooks have 
been made available on Github.12

3.2.3  Evaluation of the models

We conducted an initial evaluation of the email results 
returned by the models for their contextual similarity to the 
query submitted. A sample evaluation on a set of ten queries 
(on Y-axis) is presented in Fig. 5. The bars represent the per-
centage of relevant emails from the entire result set. We have 
chosen the queries to represent three categories of queries 
submitted by different user types.

It is observed that model 1 performed well for queries, 
such as "technical support", "weekly updates", "E-business", 
which have a good number of appropriate results with the 
help of the extra input provided by the user. The extra infor-
mation includes the (1) choosing of an appropriate group of 
mails to search the result from and (2) a probable start date 
and end date. These queries represent the adaptability of the 
tool with which it can utilise a user's knowledge to add the 
context. The keywords used are specific to the email corpus 
and the context in which they are used. This requires the user 
to be familiar with the language and terminology used in the 
corpus, in this case the organization’s "slang" and abbrevia-
tions, as well as practices (e.g., "weekly updates" emails sent 
by company executives). Because AvocadoIT is a technol-
ogy company, many emails refer to notifications of technical 
app failures and conversations about wireless technological 
solutions developed. Knowing this context will allow users 
to craft better queries when using model 1.

10 BERT is used for computational processing of natural language, 
see: https:// blog. google/ produ cts/ search/ search- langu age- under stand 
ing- bert/.
11 https:// github. com/ google- resea rch/ bert.
12 https:// github. com/ Conte xtual ising- Email- Archi ves/ disco very- tool.

7 Assumptions and limitations:

 1.  The language of conversation in the emails was restricted to 
English only.

 2.  Since the tool was developed to search contextual informa-
tion, we have omitted auto-generated emails from Tech help 
desk and servers from the data corpus.

 3.  The models developed are not supporting special characters at 
the moment.

 4.  Models are tested on the base model of BERT to keep the 
computation to a minimum in this version of proof-of-concept.

8 A memory location set for quick reference. Mainly used for fre-
quent queries.
9 A python package email.parser facility is used.

6 In the mathematical field of graph theory, a bipartite graph is a 
graph whose vertices can be divided into two disjoint and independ-
ent sets.

https://blog.google/products/search/search-language-understanding-bert/
https://blog.google/products/search/search-language-understanding-bert/
https://github.com/google-research/bert
https://github.com/Contextualising-Email-Archives/discovery-tool
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For more generic queries, such as "company failure", 
"strategy planning", and "intellectual property", model 2 
returned a larger number of emails with relevant meaning. 
The conversations in the email threads never mentioned 
these specific keywords, but their general theme of email 
is around the keywords. We expected this because BERT 
embeddings are designed to facilitate such “interpretation”.

The third category of queries like "challenges" has mul-
tiple meanings and hence the result set has many topics 
belonging to variety of challenges. For such queries, a user 
may want to run model 2 first to get an idea of the corpus to 

narrow down the search with model 1 later. We summarise 
the characteristics of both models in Table 1.

4  Discussion

4.1  Configuring the model/user

Our approach has introduced two distinct AI-based meth-
ods to support user-driven exploration in email corpora. 
These two models—one based upon simple, phrase-based 

Fig. 4  The email contextualisation discovery tool (EMCODIST)

Fig. 5  Fraction of emails con-
textually similar to the sample 
queries presented
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matching and the other upon more complex, BERT embed-
dings—generate systematically different types of results. 
We have hypothesised that each tool is better suited for 
distinct classes of users, here envisioned as context knowl-
edgeable (experts) and context unaware (novices). In this, 
we extend some previous work on user types (Beaudoin 
2012; Benoit 2011; Marchionini and Maurer 1995) in that 
we see these types as dynamic—model 2 supports more 
explorative queries, whereas model 1 allows expert users 
familiar with the language and the individual names in an 
email corpus to conduct more focused searches.

This is reflected in our theorization by different types 
of queries. For queries that can be formulated using rela-
tively simple, descriptive terminology (such as “weekly 
updates”), the phrase-based matching tool (model 1) 
returns more results than the BERT-based one. Conversely, 
when searching for less precise concepts like “failure” or 
“strategy,” the BERT-based tool (model 2) returns more 
results. Importantly, we have not pre-processed the col-
lection to establish a truth table that would allow firm 
conclusions with respect to these results. Rather, our 
findings suggest that specific types of users will be bet-
ter served by different AI-based search methods and that 
users themselves may be incapable of knowing ex ante 
which AI-based search method would best suit their needs. 
Importantly, using different AI-based approaches in com-
bination allows users to become more knowledgeable 
about a collection through their explorations. Such tools 
have the potential to become "finding aids" in their own 
right, and may be able to provide guidance to complex 
collections (Sloyan et al. 2018).

The successful application of AI models for contex-
tualisation of email depends upon decisions made about 
the initial rendering of the corpus. In the case we have 
considered, the AvocadoIT collection was produced for 
use as a test collection in the information retrieval com-
munity. Considerable effort had already been expended to 
make the collection usable for that community of research-
ers. Fortunately, and notwithstanding several important 
caveats that we have noted, that rendering did not limit 
the usefulness of the collection for our purposes when 
trying to apply AI tools for discovery in service of busi-
ness history, a subset of humanities research. However, we 
should not assume that this relationship will necessarily 
hold for future collections. Some proposed schemas for 
conducting non-consumptive research in email corpora 
might—by design—limit the fruitfulness of a given col-
lection for downstream use in the humanities. Our example 
underscores the challenge of imagining, identifying, and 
enabling the fullest possible range of interests that users 
bring to a collection.

4.2  Individual vs. organizational email

Email corpora vary. Some map easily to pre-digital archival 
practices. For instance, an email corpus belonging to a sin-
gle individual can be treated as a collection of correspond-
ence (Schneider et al. 2019). Respondents can be identified, 
rights requested and granted or denied, and access managed 
according to updated, but otherwise known practices. Many 
humanities collections fall into this category. New insights 
are likely to be based upon content analysis, or highly spe-
cialised interpretation of specific exchanges. The email cor-
pora on which we are working, however, do not share these 
features, as they were generated by organizations. Organi-
sations organise; they bring individuals together to pursue 
common purposes that are beyond the capability of individu-
als. Even though many organizational emails are sent by 
individuals, others are sent by individuals acting organiza-
tional roles, as when an employee monitors and responds to 
email sent to an “info@company.com” mailbox. Still others 
are generated automatically, in response to online orders 
and as digests and summaries of other, non-email-related 
actions. In organizational settings, individual conversations, 
like those found in personal email archives, are embedded 
in multiple layers of context. As a result, surfacing mean-
ing from complex corpora such as organizational email col-
lections raise problems that are not easily characterised, let 
alone solved.

First, organizational email corpora are too large to be 
read in their entirety by a single researcher or research team 
(Prom et al. 2018). Whereas a competent scholar could prob-
ably make their way through the correspondence of a single 
email collection (perhaps with a little bit of keyword-based 
pruning), the AvocadoIT collection includes close to 1 mil-
lion messages. It is not reasonable to imagine that even a 
dedicated scholar could “read” the entire corpus. Nor would 
a scholar want to read all million messages. The challenge 
becomes figuring out which subset of messages the scholar 
wants to read, based upon the nature of the question that 
is being asked. Studying organizational email necessarily 
places the scholar in a context of data overabundance (Czar-
niawska and Löfgren 2013) where search and selection are 
paramount for sensemaking and interpretation.

Second, organizations are studied for many reasons and 
by scholars from multiple analytic traditions. Traditional 
archival appraisal and accession practices always foreclose 
some questions even as they privilege others. It is impossible 
to anticipate multiple questions that a scholar might bring 
to a collection. Our discussion of two different types of user 
highlights that each email collection is, first, discovered by 
someone who is new to it and needs to explore it to ask 
better questions, and second, later searched by users who 
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have become more familiar with its content and context. The 
potential users of organizational email are clearly going to 
be diverse in terms of their knowledge and the questions they 
are going to ask of the material.

Third, an essential feature of an organizational email col-
lection is that it includes many messages that are not relevant 
to the organization itself, except in so much as the email 
shows that the organization existed in a particular envi-
ronment. These newsletters or those external events were 
being shared and reported about in this setting at this time. 
A scholar interested in life in America in the year 2000, 
for instance, might be very interested in the conversational 
language employees used when interacting, the personal 
news they chose to share and converse about, or the prod-
ucts advertised in newsletters that were circulating within 
AvocadoIT. However, that same scholar might be relatively 
indifferent to the particular design decisions that were made 
about the firm’s software architecture or the selection of one 
marketing partnership over a competing one. For these rea-
sons, we believe that emails are particularly useful, hybrid 
artifacts for scholars interested in understanding not just 
business aspects, but also in critically investigating cultural 
elements of organizational life. We based our discovery pro-
totype on this understanding of a diversity of users, and the 
assumption that a combination of content and context is the 
basis on which digitally curious users (Talboom and Under-
down 2019) will explore the usefulness of such collections 
for their own interest.

4.3  Limitations and future research

To realise the full potential of email archives, we need 
to pursue a form of access that both reflects the nature of 
email as a unique born-digital medium, and accounts for 
the various ways in which users will engage with them. The 
potential for linking content and context goes well beyond 
our particular focus within this paper. On the one hand, the 
structural properties of email provide a basis for inclusion 
and exclusion, which enables a user to define the context in 
which they search. Equally, machine-based contextual search 
can provide context based on semantic associations and an 
appreciation of words within their linguistic context. It may 
be that by combining relatively open user-led interfaces 
with machine-led alternatives, digital archives can provide 
environments suited to both forms of search, allowing for a 
translation of more traditional historical norms to email and 
the integration of more novel opportunities for discovery. 
Additionally, context can be brought in from the outside, 
in the same way that historians triangulate their discoveries 
with traditional archival context. While our work here does 
not explicitly "bring external context in", we see integration 
of external sources of context (e.g., organizational charts, 

press media, or financial data) as a vital next step in enhanc-
ing discovery.

Another natural extension to our research on the con-
textual search processes of users, is how the user's inputs 
and results are presented. The issues of user interface and 
experience are paramount to effective access, but such 
considerations go beyond mere user friendliness, and have 
material implications for how research will read and search 
email archives. For instance, issues around the ordering of 
a thread (backward or forwards in time) or the visibility of 
emails duplicated in and across accounts are not straight-
forward, as the best presentation of a corpus will depend 
on the research question at hand. Although the examples 
of “generous interfaces” presented by Whitelaw (2015) are 
more visual than textual, the idea of a generous search that 
allows lateral browsing of a digital archive could also work 
for email collections. Related to this, it is also important to 
understand better how our tool performs in relation to users’ 
actual experiences, particularly in relation to the relevance of 
results. We would like to conduct extensive user evaluation 
once we are able to provide the necessary access and see this 
as the next key step in improving overall performance of our 
tool in the future.

5  Conclusion

Many discussions of email archives still focus on preserva-
tion, but this assumes that access becomes logical next step. 
Unfortunately, due to the unique networked nature of email, 
and the attendant issues of private and confidential informa-
tion, this is not necessarily an easily solved problem. It does 
not only raise the question of who can access the collection, 
but also what tools are needed to enable effective searching, 
whilst supporting contextualization. Within this paper, we 
have focused on one particular form of contextualisation, 
that of emails’ content and its discoverability via an AI-
enhanced search tool. While this has yielded encouraging 
results and insight, it raises new technical and methodologi-
cal questions around the multiple pathways of discovery and 
the nature of context as a source of historical understand-
ing. However, the landscape of digital archival discovery 
is still emerging, and the approaches future historians will 
take when using digital sources are still unclear. It may be 
that once various sources of context are combined, research-
ers will wish to search email in multiple, interrelated ways, 
requiring access that is both highly customisable but also 
accessible to novice or casual users. Moreover, these needs 
may depend significantly on the type of email corpora under 
investigations: their size, the number of custodians, and the 
time period that it covers. Such questions therefore not only 
require that we appreciate how users will search AvodacoIT, 
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but also many other collections, whether organisational or 
otherwise.
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