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Evaluating the Utility of Linked Administrative Data for
Nonresponse Bias Adjustment in a Piggyback Longitudinal

Survey

Tobias J.M. Büttner1, Joseph W. Sakshaug1, and Basha Vicari1

Nearly all panel surveys suffer from unit nonresponse and the risk of nonresponse bias. Just as
the analytic value of panel surveys increase with their length, so does cumulative attrition,
which can adversely affect the representativeness of the resulting survey estimates. Auxiliary
data can be useful for monitoring and adjusting for attrition bias, but traditional auxiliary
sources have known limitations. We investigate the utility of linked-administrative data to
adjust for attrition bias in a standard piggyback longitudinal design, where respondents from a
preceding general population cross-sectional survey, which included a data linkage request,
were recruited for a subsequent longitudinal survey. Using the linked-administrative data
from the preceding survey, we estimate attrition biases for the first eight study waves of the
longitudinal survey and investigate whether an augmented weighting scheme that
incorporates the linked-administrative data reduces attrition biases. We find that adding the
administrative information to the weighting scheme generally leads to a modest reduction in
attrition bias compared to a standard weighting procedure and, in some cases, reduces
variation in the point estimates. We conclude with a discussion of these results and remark on
the practical implications of incorporating linked-administrative data in piggyback
longitudinal designs.

Key words: Attrition; auxiliary data; between-wave events; panel survey; weighting.

1. Introduction

Unit nonresponse is an important component of the Total Survey Error framework (e.g.,

Groves et al. 2009). If respondents are a non-random subgroup of the sample, then

population estimates can be biased. For panel surveys, the risk of nonresponse bias increases

with every subsequent wave as attrition occurs. To better understand mechanisms of

attrition, monitor, and possibly mitigate the effects of bias, survey methodologists are

reliant on auxiliary data. Yet, rich individual-level auxiliary data are rarely available for
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both respondents and nonrespondents in telephone and address-based samples (Smith

2011). In panel surveys, potentially relevant information can be drawn from previous study

waves to describe both groups. However, more up-to-date data covering the period in-

between study waves might be more informative of the underlying response mechanisms.

For example, losing one’s job in-between waves might have a detrimental effect on

subsequent wave response, resulting in the underestimation of labor market transitions. A

promising area of research is to investigate the effects of between-wave events on attrition.

In this article, we investigate the utility of federal administrative records as an auxiliary

data source for assessing and adjusting for panel nonresponse bias. As discussed later,

administrative data have several advantages over other auxiliary data sources. However,

rarely are such data available for nonrespondents in general population surveys. Rather,

such data are typically available only for respondents who give consent and can be

successfully linked to the target administrative database, as is routinely done in large-scale

surveys for substantive purposes (Calderwood and Lessof 2009). To overcome this

limitation, we propose a methodological framework aimed at a very specific type of

longitudinal design that exploits the use of existing data linkages to study attrition bias.

Specifically, we focus on so-called “piggyback” longitudinal designs, where the

longitudinal sample is recruited from a stand-alone, cross-sectional survey (Cohen 2005;

Edwards et al. 2011). Such designs are used in several longitudinal surveys, including the

US Medical Expenditure Panel Survey-Household Component (MEPS-HC), which is

subsampled from participants of the US National Health Interview Survey (Ezzati-Rice et al.

2008); the English Longitudinal Study of Ageing (ELSA), which is sampled from the Health

Surveys for England (Taylor et al. 2007); and the GESIS Panel, which recruits refreshment

samples from the German General Social Survey (Schaurer and Weyandt 2018).

Next to cost saving opportunities, the piggyback design can be useful for informing

nonresponse adjustments in subsequent longitudinal surveys, as any information collected

from the piggyback survey – including any performed data linkages – can describe the

sample more comprehensively than many variable-poor sampling frames (Cohen 2005).

Of course, this is predicated on the representativeness of the piggyback survey, which is

typically assumed by applying nonresponse adjustment weights, which are carried over

and further adjusted in the subsequent longitudinal survey. We examine whether

administrative data linked to respondents in a piggyback survey are useful for assessing

and adjusting for nonresponse bias over eight waves of a subsequent longitudinal survey of

the general population. By doing so, we contribute to the relatively sparse literature on

administrative auxiliary data and current- and between-wave events affecting nonresponse

in longitudinal surveys.

2. Background

2.1. Attrition in Longitudinal Surveys

Experience shows that many longitudinal surveys suffer from a significant drop in

participation rates over time, particularly in the initial waves (Watson and Wooden 2009;

Sakshaug and Huber 2016). For example, the German Socio-Economic Panel (GSOEP)

and the British Household Panel Survey (BHPS) experienced a loss of about one third of
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their initial samples after eight annual waves (Spieß and Kroh 2004; Taylor et al. 2010).

Such loss threatens the precision and accuracy of survey estimates, especially if the

attrition is selective. Lepkowski and Couper (2002) suggest a theoretical framework

distinguishing three conditional outcomes of obtaining a response in a longitudinal survey:

location, contact, and cooperation of a sample unit. All three are assumed to be influenced

by survey design features (e.g., mode, time between waves, number of contact attempts)

and characteristics of the sample unit (e.g., propensity to move, at-home-patterns). Couper

and Ofstedal (2009) focus on moving as an important determinant of location propensity,

which may be influenced by societal-level factors (e.g., urbanization) and person-level

factors (e.g., housing situation). Further, researchers discuss timing issues, emphasizing

the relationship of a subject’s current circumstances and their propensity of response. The

likelihoods of moving, being located, and cooperating with the survey request tend to

correlate with current job status, educational paths, and family or health circumstances,

among others (Couper and Ofstedal 2009; Lemay 2009). Lemay (2009) distinguishes two

ways in which life events might influence attrition: a sociodemographic explanation,

which suggests that individual characteristics are inherently associated with attrition, and a

psychosocial explanation that focuses on the “shock” caused by a disruptive event (e.g.,

moving after having lost a job, a change in household size) that affects later participation.

To investigate these relationships and adjust for selective attrition, it is necessary to have

auxiliary data that go beyond survey data.

2.2. Auxiliary Data Sources for Nonresponse and Attrition Adjustment

Auxiliary data are most effective for nonresponse bias adjustment when they are

associated with both the propensity to respond and the substantive survey variables. Little

and Vartivarian (2005) suggest that the association with the survey variables is more

important, as it can also reduce the variances of (weighted) survey estimates. One often-

used auxiliary data source is paradata – data about the survey process (Kreuter 2013), such

as call record data or interviewer observations of the household/neighborhood. While

these data are moderately associated with response propensities, their associations with

survey variables are rather weak (Lin and Schaeffer 1995; Kreuter et al. 2010b; Kreuter

and Kohler 2009; Sakshaug and Antoni 2019; West et al. 2014). Another possibility is to

link commercial data to the sampling frame. For example, West et al. (2015) evaluate the

utility of two commercial databases for nonresponse adjustment in the US National Survey

of Family Growth and report only minor improvements compared to a paradata-only

adjustment scheme (see also, Sinibaldi et al. 2014). Smith and Kim (2013) and Smith

(2011) note several limitations of commercial databases, including outdated or

inconsistent information and scarce documentation about the curation and quality of the

data.

In the context of panel attrition, previous-wave survey data, in addition to paradata, are

commonly used for adjustment (Kroh 2010; Taylor et al. 2010), as they are generally

available for both respondents and nonrespondents at the current wave. A major advantage

of these data is their strong correlation with the survey variables in the attrition-affected

wave. However, a limitation is that they do not measure between-wave events or

individuals’ current circumstances that affect response propensity nor are they expected to
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be strongly correlated with variables measuring change. Attrition models underlying these

weighting schemes then assume that nonresponse is independent of these (unobserved)

events and circumstances (Hoonhout and Ridder 2019).

2.3. Linked Administrative Data as an Auxiliary Data Source

Individual-level administrative data exhibit some promising features that might overcome

some of the aforementioned limitations of other auxiliary sources. Although

administrative data are not designed for research purposes, researchers use them

extensively because they often contain detailed substantive information (e.g., welfare

receipt, employment status, program participation, healthcare utilization). Typically,

administrative data are generated longitudinally, which makes them a viable source for

studying biographical changes, program evaluation, or simply as a complement to surveys

to lower the burden of data collection (Olson 1999; Scholz et al. 2006; Antoni and

Bethmann 2019). Besides substantive research, linked-administrative data are also used

for methodological purposes, such as the assessment of nonresponse and measurement

errors (Kreuter et al. 2010a; Meyer and Mittag 2019) and for improving survey data that

are affected by these errors (Davern et al. 2019).

For administrative data to be useful, however, researchers must establish a case-by-case

link with the survey sample. This step is technically straightforward when a unique

identifier (e.g., Social Security number) is available, such as in countries that use

population registers as sampling frames (UNECE 2007). If no unique identifier is

available, then indirect linkage techniques (e.g., probabilistic linkage) are an alternative

(Christen 2012; Sakshaug et al. 2017). The utility of the linked-data additionally depends

on at least two further criteria. First, legal and ethical regulations may require that

respondents provide informed consent to link their responses to the administrative data

(Calderwood and Lessof 2009). However, without a 100% consent rate linked-data

estimates are at risk of bias. Consent biases have been identified in several studies (e.g.,

Young et al. 2001; Knies et al. 2012); though, Sakshaug and Kreuter (2012) show that non-

consent biases are generally small compared to nonresponse and measurement biases.

The second criterion is that all sample units are present in the target administrative

database. If this is not the case, then the linked sample cases are only representative of the

subpopulation that overlaps with the administrative population. For example, Meyer and

Mittag (2019) report an imperfect overlap in a linkage of the New York State sample of the

2008–2013 Current Population Survey Annual Social and Economic Supplement (CPS-

ASEC) to administrative records from the Office of Temporary and Disability Assistance

and the Department of Housing and Urban Development. The authors correct for this

shortcoming using an inverse probability weighting procedure. Sakshaug et al. (2017)

investigate various linkage procedures between the German “Labor Market and Social

Security” (PASS) survey and an administrative employment database of the German

Federal Employment Agency (BA). They report varying linkage rates depending on self-

reported employment status and age or sex, which is plausible since some subgroups (e.g.,

self-employed, civil servants, retired persons) are beyond the responsibility of the BA. In

short, both non-consent and non-overlapping populations can lead to linkage bias if

differences in linkage rates correlate with the linked-outcomes of interest.
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2.4. Linked Administrative Data for Attrition Adjustment in a Longitudinal Setting

Given the increasing trend of linking surveys with administrative data (Couper 2017),

there is a potential to leverage these data for nonresponse adjustment. Exploration of this

topic, however, is mainly limited to cross-sectional studies. Sakshaug and Antoni (2019)

found promising correlation patterns between linked administrative variables and the

response and survey variables, but adding these auxiliary variables into the nonresponse

weighting scheme had only minor impact on survey estimates. Bee et al. (2015) report

mixed evidence for nonresponse bias adjustment depending on the variable of interest

using CPS data enriched by tax records. The present study builds on these previous studies

by evaluating the utility of linked-administrative data to assess and correct for

nonresponse bias in a longitudinal setting. As previously discussed, it is plausible that

events occurring between study waves or situational factors at the time of the current wave

relate to attrition. This information is generally unavailable from standard paradata or

prior-wave survey data, but utilizing linked administrative data that follow the life course

of all (or most) sample members, including attritors, might be a viable source of this

information.

Only few studies have considered auxiliary administrative data to evaluate the effects of

between-wave events and current-wave status on attrition (Neukirch 2002; Trappmann

et al. 2015). For instance, Trappmann et al. (2015) study the effect of changes in

employment status, basic income support, moving, and household composition on

dropping out within the first three waves of the PASS survey. They report positive effects

of between-wave moving and ending benefit receipt on attrition propensities. Further, they

showed that the existing weighting scheme eliminated biases in estimates of change in the

linked variables and reduced attrition biases reasonably well.

2.5. Research Questions

Previous studies using linked-administrative data to investigate attrition are mainly based

on register samples often representing special populations (e.g., benefit recipients). In

contrast, non-register samples of the general population are rarely linked to administrative

data for the purpose of studying nonresponse bias in surveys (for exceptions, see Sakshaug

et al. 2017; Bee et al. 2015) as they usually lack unique identifiers to facilitate direct

linkage. Nevertheless, many general population surveys, including cross-sectional surveys

used for piggybacking longitudinal surveys, attempt to (indirectly) link administrative data

to respondents for substantive research purposes (Antoni and Seth 2011; Freedman et al.

2014; Knies and Burton 2014; Korbmacher and Czaplicki 2013). We propose and evaluate

the potential for exploiting these existing linkages specifically for the purpose of

monitoring and adjusting for attrition in piggyback longitudinal designs.

We illustrate this new framework using the first eight waves of the National Educational

Panel Study (NEPS) – Adult Cohort, a preceding cross-sectional forerunner survey, and

federal administrative data in Germany. Since this particular piggyback design involves a

selection step between the preceding cross-sectional survey and the subsequent

longitudinal survey in the form of panel willingness consent, we consider the magnitude

of this bias source and the utility of administrative data for its adjustment. In addition, we

investigate whether incorporating the administrative data into the standard NEPS
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weighting scheme improves estimation and reduces attrition bias. Specifically, we address

the following research questions (RQ1–4):

1. To what extent do linked administrative variables describing a sample member’s

current status and/or changes in one’s status before the attempted interview correlate

with the response outcome and substantive survey variables? How do these

correlations compare to standard weighting variables used for attrition adjustment,

that is, paradata or previous-wave survey information?,

2. Does the inclusion of these administrative variables improve model fit in the panel

willingness model and the selection models used for attrition adjustment?,

3. Does the inclusion of these administrative variables in a standard weighting scheme

reduce panel willingness and attrition biases compared to the conventional weighting

variables?, and

4. To what extent, if any, do weighted survey estimates differ depending on whether

administrative variables are used in the weighting scheme? Is there evidence of a

reduction in attrition bias for substantive estimates?

3. Data and Methods

3.1. The National Educational Panel Study (NEPS) – Adult Cohort

The NEPS is a multicohort longitudinal study that follows six cohorts, each representing

different stages of educational and professional pathways in Germany (Blossfeld et al.

2011). The NEPS collects detailed information on education, competence development

and contextual factors (e.g., family and peers, educational institutes attended, the

workplace). We use data from the NEPS – Adult Cohort (SC6). SC6 consists of three

subsamples: a cross-sectional sample from the preceding forerunner survey “Working and

Learning in a Changing World” (ALWA), an augmentation sample, and a refreshment

sample (Hammon et al. 2016). We use the ALWA sample only. This sample comprises

individuals living in private households in Germany born between 1956 and 1986. The

ALWA study was designed as an independent cross-sectional study to be used as a

piggyback for the NEPS. The ALWA shows some substantive overlap with the NEPS

since the investigators anticipated that it would lead to a longitudinal survey before

funding was secured. Only ALWA participants who explicitly provided “panel

willingness” consent were later recruited for the NEPS (Antoni et al. 2010). For the

exact wording of the consent question, see Online supplemental data. The ALWA sample

was drawn in 2005 in a two-stage process, with 250 municipalities drawn proportional to

their size and a systematic sampling of 152 persons drawn from selected municipality

records. Telephone data collection took place between 2007 and 2008. Among 9,649

eligible ALWA respondents, 8,997 (93.2%) expressed willingness to participate in a

follow-up interview. This piggybacking step forms the entire eligible sample of the

ALWA-portion of the NEPS.

For our case study, the NEPS piggyback sample diminishes for two reasons. First, due to

technical reasons, 187 panel-willing individuals who requested Turkish or Russian

language interviews could not be linked. For this reason, all 227 (187 plus 40 panel

refusers) individuals with Turkish or Russian CATI were discarded in advance resulting in
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9,422 eligible ALWA respondents. Since studies have shown that proficiency in the host

country’s language (Burkam and Lee 1998) and being a member of an ethnic minority

(Lepkowski and Couper 2002; Hammon et al. 2016) have a negative effect on the

propensity to respond, this might be a shortcoming. However, we assume its potential

effect on the results is small as the loss amounts to only 2% of the sample. Second, to

address the research questions and fully exploit the piggyback design, only survey units

that can be successfully linked to administrative records in the ALWA are used. Among

the 9,422 eligible respondents, 8,635 (91.7%) consented to record linkage, which is

slightly higher than other consent rates reported in Germany (Sakshaug and Kreuter 2012).

Among the panel-willing eligible respondents – the subgroup that is relevant for

piggybacking – the rate is a little higher (8,201 out of 8,810, or 93.1%). For 7,460 units

(86.4% of all consenters) linkage was achieved using a combination of deterministic and

probabilistic methods (for details, see Antoni and Seth 2011). This second drop can be

partially attributed to the issue of nonoverlapping populations as described earlier. After

these exclusions, 7,085 of the 8,997 panel-willing respondents remained. Figure 1

summarizes all selection steps in the order they are modeled later.

By using the ALWA for piggybacking, there are eight NEPS waves available for

attrition analysis. These waves stem from annual mixed-mode (telephone and face-to-

face) interviewing conducted between 2009–2017. The response rates (RR1 following

AAPOR 2016) drop from 73.3% in wave 1 to 63.4% in wave 2 and a decreasing decline to

43.1% in wave 8 (see Figure 2). The larger dropout in the initial waves is consistent with

other longitudinal surveys, which reflects a “pruning out of the uncooperative” cases

(Olsen 2018, 513). In a longitudinal piggyback design, this pruning might however take

place in earlier steps such as initial nonresponse and screening for panel willingness in the

preceding survey. Rather high response rates in other piggyback studies (e.g., Cheshire

et al. 2012) seem to support this notion.

To evaluate the utility of auxiliary administrative data for attrition adjustment, we

compare the NEPS weighting approach to the same approach augmented by linked

ALWA 
field sample

22,656

Non-
response

Response
10,404

Born in 
1987/88

Born in 
1956-1986

9,649

Russian/ 
Turkish 
CATI

CATI in 
German
9,422

No consent

Consent to 
linkage to 
admin data

8,635

No linkage

Success-
ful linkage

7,460

No panel 
willingness

Panel 
willing
7,085

Fig. 1. Selection steps and numbers of cases from the ALWA sample to the NEPS piggyback sample.
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administrative variables. Therefore, the range of weighting variables are mostly

predetermined. Hammon et al. (2016) and Hammon (2018) used time-constant sampling

frame information of individuals’ residence (federal state and BIK-10 municipality codes,

which describe municipalities in Germany with regard to their size and regional structure

(e.g., core, periphery, see Behrens and Wiese 2019) and survey variables (birth year, sex,

marital status, mother tongue, household size, income and educational attainment). In

addition, time-varying survey variables (marital status, household size and income) were

used from the previous survey waves. The only paradata used for weighting is the number

of contact attempts. See the Online supplemental data (Table S1) for descriptive statistics

of all weighting variables. All missing values are replaced by single imputations using

CART models (Burgette and Reiter 2010).

The substantive survey variables used to compare estimates under the different

weighting procedures (see Subsubsection 3.3.3) are chosen based on literature research

(e.g., Stöckinger et al. 2018) and discussions with data users. They include indicator

variables for having children younger than six years-old in the household, for regular

employment and self-employment, and indicators for working in one of three main

economic sectors (WZ 2008): Manufacturing, Trade, and Health/Social Sector. Additional

variables include gross monthly earned income, the number of further education courses

taken in the last year, and assessment scores from the Cambridge Social Interaction and

Stratification (CAMSIS) status scale. Finally, a key feature of the NEPS is the periodic

collection of competence measurements (Weinert et al. 2019). We include metrics of

reading, mathematics and scientific competence, vocabulary comprehension, literacy in

information and communication technology (ICT), as well as reasoning skills and

cognition speed (see Table S2 in the Online supplemental data for descriptive statistics of

all substantive survey outcome variables).

R
es

po
ns

e 
ra

te
 / 

N
o.

 re
sp

on
de

nt
s

ALWA
piggyback

sample

100.0%
7,085

73.3%
5,196 63.4%

4,492 60.3%
4,269 54.8%

3,885 51.1%
3,617 47.1%

3,338
46.1%
3,267

43.1%
3,054

1 2 3 4 5 6 7 8

Fig. 2. Response rates by wave.
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3.2. IEB Administrative Data

The administrative data linked to the ALWA respondents comes from the Integrated

Employment Biographies (IEB) of the BA. The data originate from compulsory

notifications by employers to the BA and from administrative process data

(Jacobebbinghaus and Seth 2007). The employer notifications are processed into

individual spell data describing employment status, establishment characteristics, wages,

and working time. The additional process data contain information about unemployment

spells and benefit receipt, participation in active labor market programs, job search, as well

as personal characteristics. As mentioned before, employment not liable to social security

contributions (e.g., self-employed, civil servants) or people who never utilized one of the

BA’s services are not covered by the IEB. To retain all linked sample units, it is necessary

to restrict the administrative variables to those generally observed for everybody, or create

new variables where a missing spell in the administrative data at the time of the interview

attempt clearly defines a category. For example, sample units without an employment spell

in the IEB can be categorized as being “not regularly employed.” Unfortunately, this rules

out a few interesting variables like change of address or change in household composition,

as this information is only reported to the BA for a small subgroup of current clients,

mainly basic income recipients. Whenever possible, we tried to construct a proxy for these

variables (e.g., started commuting to work in a different district).

Nevertheless, the IEB provides comprehensive longitudinal information on most

sample units allowing to investigate their correlations with response and survey variables

at, or prior to, the time of an attempted interview. For the forthcoming analyses, we use the

following variables measured at the time of the current wave interview: currently

employed, part-time employed, marginally employed, regular unemployment (“Unem-

ployment Benefit I”; UBI), basic income support (“Unemployment Benefit II”; UBII),

average daily wage, commuting to work in a different district, total number of

employment and UBI spells in the last five years, and ever received UBI/UBII. Variables

measuring changes in the individual’s status between the previous and current waves

include: change from not receiving UBI to receiving it (and vice versa), from non-

employment to employment (and vice versa), from non-commuting to commuting to a

different district, from part-time to full-time employment, and change of employer for

persons who are employed in the current and previous wave. We refrained from

controlling for the opposite directions of “to commuting” and “to full-time employment”.

The directions we control for are assumed to measure work-related changes that decrease a

sample unit’s availability and likelihood to respond. In this line, Trappmann et al. (2015)

report that the effects of switching to full-time employment between waves on response

are stronger than of switching to employment in general.

3.3. Statistical Analysis

3.3.1. Implemented Weighting Scheme

The ALWA respondents used as the sample basis for the NEPS-SC6 are those who

expressed willingness to participate in a follow-up survey. In order to conserve the

representativeness of the ALWA sample, the original ALWA weights are adjusted for
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selection at the panel willingness step. Preceding this, adjustments for linkage consent and

successful linkage to the administrative data are also performed to account for selection at

these steps (the regression results modelling linkage consent and successful linkage (given

consent) can be found in the Online supplemental data in Table S3). The attrition weights

are constructed by replicating the weighting scheme of the NEPS, that is, using the same

variables, the same approach to temporary dropout and so on (for details, see Hammon

et al. 2016 and Hammon 2018). As our focus is on longitudinal nonresponse, we omit the

NEPS calibration steps. We also deviate from the original NEPS weighting scheme for

waves 6 to 8, where response models are conditioned on being part of the active sample

(i.e., the initial sample minus units that dropped out from the sample permanently) in wave

5. With an increasing number of permanent dropouts in the later waves, this approach

departs from modelling the individual decision to respond for which we investigate the

explanatory potential of up-to-date administrative information. We therefore condition

each of the response models for waves 6–8 on being in the active sample of the respective

waves. Each wave’s weights are calculated by multiplying the original ALWA weight

with the inverse of the estimated propensities of the aforementioned outcomes and the

previous waves’ response models. All models are fitted using logistic regression with

positive outcomes (response, panel willing, linkage consent, successful linkage) coded as

1 (and 0 otherwise). Finally, as in the original NEPS weighting, the weights are trimmed

above the 99th-percentile for each wave with trimmed probability mass distributed evenly

over the non-trimmed cases (Valliant et al. 2013). To evaluate the impact of utilizing the

linked-administrative variables, all selection models, beginning with the panel willingness

model, are fitted twice: once using only the original NEPS weighting variables and once

using these variables plus the linked-administrative variables. This produces two sets of

adjustment weights, which we compare with regard to their impact on attrition bias.

3.3.2. Attrition Bias Reduction

The utility of the linked-administrative variables for attrition bias reduction is investigated

in bivariate analyses by calculating absolute Pearson correlation coefficients (RQ1) and

estimating multivariate logistic regression models on the response outcomes (RQ2). RQ3

is addressed by comparing mean estimates for a selection of linked-administrative

variables with and without attrition adjustment (Sakshaug and Antoni 2019). Treating the

administrative variables as outcome variables enables us to compare the wave t sample

mean unaffected by attrition �Yn;t

� �
(i.e., based on the respective waves’ linked respondents

and nonrespondents) to the following three estimates: unadjusted, original NEPS

adjustment, original-administrative adjustment, which are based on the linked-respondents

only �Yr;t

� �
. Attrition bias is then calculated as:

Attrition Biast ¼ �Yr;t 2 �Yn;t ð1Þ

We also report the absolute attrition bias (AAB), calculated as:

Absolute Attrition Bias AABtð Þ ¼ �Yr;t 2 �Yn;t

�� �� ð2Þ

We note that the unadjusted estimates �Yr;t and �Yn;t are unadjusted only with regard to

later wave attrition. They are still weighted estimates with weights correcting for

selectivity stemming from the piggyback design; that is, weights that adjust for the design
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of the ALWA survey, the linkage steps, and panel willingness. In order to add to the

generalizability of the results, the combined original-administrative weights for �Yr are

calculated without including the target administrative outcome variable in the selection

models. For example, when evaluating the bias in an estimate of the administrative

variable “average daily wage”, this variable is removed from the selection models used to

generate the combined original-administrative weights.

3.3.3. Impact on Weighted Survey Estimates

The approach depicted in Subsubsection 3.3.2 aims to remedy the problem of �Yn typically

being unobserved. However, it is clear that any weighting scheme should be evaluated

with regard to estimates of the actual survey variables of interest (RQ4). Despite the lack

of population benchmarks, we additionally compare unweighted and both weighted

estimates of the aforementioned substantive survey variables (see Subsection 3.1). For

each variable and wave, we calculate the difference between the weighted and unweighted

estimates:

Difference between weighted and unweighted estimatest ¼ �Yr;wtd;t 2 �Yr;unwtd;t ð3Þ

and the Absolute Difference (AD):

Absolute Difference ADtð Þ ¼ �Yr;wtd;t 2 �Yr;unwtd;t

�� �� ð4Þ

To assess the impact of the weighting schemes on the variability of the weighted

estimates, we additionally report coefficients of variation (CV) for all three estimates and

the difference between CVs for both weighting schemes’ estimates:

CV change using administrative variablest ¼ CV �Yr;origþadmin;t

� �
2 CVð �Yr;orig;tÞ

¼
SEð �Yr;origþadmin;tÞ

j �Yr;origþadmin;tj
£ 100%

� �
2

SEð �Yr;orig;tÞ

j �Yr;orig;tj
£ 100%

� �
ð5Þ

A negative value indicates reduced variation in the estimate due to the combined

original-administrative weights relative to the estimate based on the original weights (i.e.,

without using the administrative data).

All analyses are conducted using the family of “svy” commands in Stata 15.1

(StataCorp 2017). Estimates of standard errors are based on Taylor-Series linearization.

4. Results

4.1. Correlation Between Linked Administrative Variables, Response, and Survey

Variables

To evaluate the utility of the administrative variables, we first examine their correlation

patterns with the response outcome and the NEPS substantive survey variables (RQ1).

Figure 3 depicts the absolute Pearson correlation coefficients, calculated across all eight

NEPS waves (for tabular versions of all correlation coefficients, see Tables S4 and S5 in

the Online supplemental data). For comparison, the same correlations are shown for the

original NEPS weighting variables. Starting with the response outcome, the correlations
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are generally low for both the administrative and NEPS weighting variables. The majority

of correlations lie below 0.1 with all correlations involving administrative variables no

larger than 0.04. The largest correlation (0.35) is observed for the paradata variable:

number of contact attempts. The absolute correlations between both sets of variables and

the panel willingness indicator are also very small, peaking at 0.05 for the original NEPS

and 0.03 for the administrative variables (results not shown).

Around 83% (administrative variables) and 91% (original NEPS variables) of all

possible correlations with the substantive survey variables are less than or equal to 0.1.

Regarding the original NEPS weighting variables, the education indicators are moderately

correlated (between 0.31 and 0.47) with the various competence measures and the

CAMSIS score. In addition, sex, year of birth, born abroad, and mother tongue show

higher correlations with the substantive survey variables. With respect to the

administrative variables, there are moderate-to-high correlations between current wages

(0.28) and employment (“Not employed”-category: 0.80) and their similarly-measured

survey variables. The highest administrative variable correlation indicating a between-

wave change is for leaving employment and the employment survey variable (0.23). The

strong correlations with the substantive survey variables suggest that the administrative

adjustment variables could have a decreasing effect on variances of the weighted

estimates. We explore this possibility later.

4.2. Utility of Linked Administrative Variables in Panel Willingness and Response

Models

Next, we compare the selection models with and without the linked-administrative

variables (RQ2). The selection models are estimated separately for panel willingness and
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Fig. 3. Absolute Pearson correlation coefficients of the administrative and original NEPS weighting variables

with the substantive survey variables and response outcome; Waves 1–8 pooled.
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each of the eight NEPS waves. The panel willingness model, shown in Table S6 in the

Online supplemental data, shows a negative association with being born abroad and

positive associations with parents’ education and household income. Overall, including

the administrative variables does not add much explanatory power to the already low fit of

the original panel willingness model (Pseudo-R2 of 0.03 in both models). The only

statistically significant administrative variable is current UBII receipt, which is positively

associated with panel willingness.

The response models for wave 1 indicate positive associations with the originally

included variables age, gender (male), and higher education, whereas being born abroad,

German mother tongue, and a high number of contact attempts have negative associations.

These associations remain statistically significant after adding the administrative

variables. Only one administrative variable, average daily wage, is statistically significant,

having a positive association with response. All response models for waves 1 to 8 can be

found in the Online supplemental data.

For brevity, Table 1 summarizes all significant administrative variables from the

response models for waves 1–8. Some administrative variables are significant in multiple

waves. Average daily wages, the number of UBI spells in the last five years, and having

Table 1. Summary of all statistically significant administrative predictors in NEPS waves 1–8 response models.

Administrative variable NEPS-wave

1 2 3 4 5 6 7 8

Average daily wage
(in EUR)

þ -

Working hours
Not employed REF REF REF REF REF REF REF REF
Part-time þ þ
Full-time þ þ

Receiving Unemployment
Benefit II

þ

Commuting to work
(five-digit municipality
code)

þ

Number of employment
spells last five years

þ

Number of UBI spells
last five years

þ -

Ever received UBII in
lifetime

-

Variables of change since t-1
Became UBI recipient þ
Became employed -
Left employment - - -
Stopped receiving UBII -
Different employer

compared to last wave
þ -

Notes: þ /- indicate the direction of statistically significant ( p , 0.05) associations with survey response.
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changed employers since the last interview are significant in two waves each. Their

estimated coefficients, however, switch signs in their respective response models. For

example, average daily wage is positively related to response in wave 1, but negatively in

wave 5. Two other findings are possibly more generalizable. First, being employed (part-

time or full-time) at the time of the interview attempt is positively related to response in

three waves. Second, having left employment since the previous interview relates

negatively to response in three waves. Note that individuals becoming UBI or UBII

recipients are only a subset of all those who leave employment (about 23% of all linked

sample units between waves 1 and 8). The IEB administrative data do not allow for further

investigation of these changes in labor force participation.

As a sensitivity analysis, we dropped the wage variable, which is strongly correlated

with the working hours indicators. This causes the indicator for working part-time in wave

5 to become insignificant, but at least one of the two working indicators is additionally

significantly positive in waves 1, 3, and 6. This finding further underpins the predictive

power of current employment on the response outcome. The results depicted in

Subsections 4.3 and 4.4 are generally not affected from excluding the wage variable from

the weighting scheme.

Table 2 summarizes two model fit statistics, Pseudo R2 (higher is better) and Akaike’s

Information Criterion (AIC; lower is better), for the panel willingness model and each of

the eight NEPS wave response models with and without the linked-administrative

variables. Both statistics generally indicate no substantial improvements in model fit when

including the linked-administrative variables.

4.3. Utility of Administrative Data for Attrition Bias Reduction

Next, we turn to the question of whether adding linked administrative variables to the

original NEPS weighting procedure affects nonresponse biases over the course of the eight

panel waves (RQ3). To this end, we compare estimated means and proportions of

administrative variables using both sets of weights with the corresponding estimates based

on the whole sample of linked sample units. The latter is therefore an estimate unaffected

by initial nonresponse and attrition. Moreover, we report unweighted estimates using each

waves’ linked respondents and coefficients of variation of all estimates.

Before turning to attrition biases, the results of the estimated panel willingness biases and

the impact of using administrative variables for their adjustment are shown. Table 3 depicts

the absolute panel willingness biases for a subset of administrative and ALWA survey

outcome variables (see Table S2 in the Online supplemental data for descriptive statistics for

these variables). The column with the sample mean/percentage is based on all panel-willing

sample units, adjusted for the design and selectivity in the consent and linkage steps. This

information puts the absolute biases into perspective. They are generally very small, with the

indicator variables not exceeding 0.4 percentage points. Still, both weighting schemes have a

decreasing effect on the bias. Across all categorical variables, using the original NEPS

weights results in an average absolute panel willingness bias of 0.2 percentage points, whereas

the average bias using the original-administrative weights is slightly smaller with 0.1

percentage points. The difference between the pairs of weighted estimates is very small, which

is why the original-administrative panel willingness weights are used for the remainder of the
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attrition analysis – a larger difference already at this point would otherwise question whether

differences in later waves’ estimates are driven by attrition bias.

Table 4 summarizes the effects of using no weights, the original and the original-

administrative weights on attrition bias and variance across all waves for selected

variables (see Tables S15 to S26 in the Online supplemental data for results in greater

detail). We skipped the analysis for the variable “Number of UBI Spells last five Years”,

since already one other variable relates to the receipt of UBI in the past. Moreover, we

dropped all variables with estimated proportions lower than 0.05 in the fully linked

sample. The absolute biases for these were quite small and differences between both

weighting schemes negligible. Averaged over all waves, estimates for most (7 out of 11)

variables are less biased using the combined original-administrative adjustment. In two

cases, the absolute bias increases. Estimated mean variances slightly decrease in all but

one case.

Figure 4 depicts the development of absolute biases from wave 1 to wave 8 with the

unweighted scenario giving an impression of attrition bias present in the panel. It

highlights some considerable biases from attrition, often in the later waves. For example,

estimates of average daily wage in wave 8 based on the full or the realized sample differ in

absolute terms by almost EUR 5 (with a full sample mean of EUR 78.30. Other variables

with larger biases are current employment and having ever received UBI or UBII. Using

the additional administrative data clearly lowers AABs for the two variables employment

Table 3. Absolute panel willingness biases under both weighting schemes.

Data Variable Sample
mean/

percentage

Absolute panel willingness bias

No
weights

Weighted
(orig)

Weighted
(orig þ
admin)

Administrative Currently employed (%) 73.96 0.3 0.2 0.1
data Currently marginally

employed (%)
12.24 0.1 0.1 0.1

Receiving UB II (%) 5.75 0.0 0.1 0.0
Ever received UB I in

lifetime (%)
51.78 0.4 0.3 0.1

Ever received UB II in
lifetime (%)

9.71 0.1 0.1 0.1

Commuting to work (%) 28.70 0.3 0.3 0.1
Average daily wage (in EUR) 56.28 0.3 0.1 0.0
Number of employment

spells last five years
4.73 0.0 0.0 0.0

ALWA Currently employed (%) 67.73 0.4 0.3 0.2
survey Currently self-employed (%) 12.45 0.4 0.4 0.4

Children younger than six
years in household (%)

16.63 0.0 0.1 0.1

Net monthly income (in EUR) 1672.26 6.2 0.6 1.2

Notes: Changes in the coefficient of variation after including administrative variables in the weighting procedure

are all close to zero and not shown; biases for indicator variables in percentage points.
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and daily wages, but for the remaining variables there is little difference between both

weighting schemes.

Table 5 summarizes the precision effects of introducing administrative variables

differentiating between waves. The results suggest, on average, small decreases in the

estimates’ sampling variance in later waves compared to the original weighting scheme.

4.4. Impact of Administrative Data on Weighted Survey Estimates

Finally, we assess the impact of the original-administrative weighting scheme on estimates

of actual survey variables (RQ4). Altogether, we estimate proportions and means of 16

survey variables, nine of them over all eight waves. The other seven variables stem from

competence measurements that were carried out in selected waves only. As an example,

Table 6 shows the estimated proportion of regularly employed persons in the NEPS

population. As a first result, each wave’s estimated proportions based on no attrition

adjustment, the original NEPS weighting scheme, and the combined original-

administrative weights are rather similar. In every wave, all three 95% confidence

Table 4. Change in absolute attrition biases (AAB) and coefficients of variation (CV) under both weighting

schemes; averages over eight waves.

Variable Sample
mean/

percentage
All wave
average

Absolute attrition bias (AAB)
All wave average

CV change
using

administrative
variables

All
wave average

No
weights

Weighted
(orig)

Weighted
(orig þ
admin)

Currently employed (%) 76.38 1.5 1.4 0.8 -0.3
Currently marginally

employed (%)
11.28 0.3 0.6 0.5 -0.1

Receiving UB II (%) 4.51 0.2 0.5 0.9 þ0.0
Ever received UB I

in lifetime (%)
56.61 1.3 1.2 0.9 -0.1

Ever received UB II
in lifetime (%)

14.08 1.7 0.7 0.7 -0.1

Commuting to work (%) 30.97 0.7 0.9 0.6 -0.1
Average daily wage

(in EUR)
69.88 3.2 3.5 1.9 -0.0

Number of employment
spells last five years

4.75 0.1 0.1 0.1 -0.0

Became employed (%) 4.87 0.3 0.4 0.4 -0.0
Left employment (%) 4.58 0.5 0.6 0.5 -0.0
Started commuting

to workplace (%)
3.93 0.3 0.5 0.4 -0.0

Different employer com-
pared to last wave (%)

8.09 0.6 0.7 0.8 -0.1

Notes: CV change in percentage points, negative value means CV is reduced under the original-administrative

weighting scheme; AAB for indicator variables in percentage points.
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intervals of the estimates overlap. This overlap can also be found for the remaining 15

variables (see Tables S27 to S35 in the Online supplemental data). From this we conclude,

that including administrative variables in the weighting scheme does not seem to produce

substantially different results.

Table 6 also shows the difference between the unweighted estimates and the original-

and original-administrative-weighted estimates. For the regular employment variable,

using the combined original-administrative adjustment results in slightly larger deviations

from the unweighted estimate. As already mentioned before, we generally do not have

benchmark estimates unaffected by attrition. However, for this variable correlation patterns

shown in Subsection 4.1 imply similarity in measurement to the employment variable in the

administrative data. In both cases, using the original-administrative weight shifts the

estimated employment rate downwards (see Table S15 in the Online supplemental data).

The smaller bias in the administrative counterpart lends support to the assumption that

point estimates of the survey estimates are less biased when using the combined weighting

scheme. Still, this reasoning is restricted to the employment variable, since we do not have
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Table 5. Average changes in coefficients of variation (CV) using the original-administrative weighting

adjustment compared to the original NEPS adjustment by wave; averages calculated over 11 variables.

NEPS-Wave 1 2 3 4 5 6 7 8

CV change using
administrative
variables

þ0.0 þ0.0 þ0.0 -0.0 -0.1 -0.1 -0.1 -0.2
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further similarly-measured administrative counterparts for the remaining survey variables.

If the differences in the estimates between both weighting schemes were not generally

small (see Table 7 for a summary of all 16 survey variables), then subject matter expertise

could be a means to conclude whether the estimates might be affected by attrition bias and

which weighting scheme is more effective at reducing the bias.

Finally, the results in Subsection 4.3 suggested small decreases in the estimates’ CVs

under the original-administrative weighting scheme. Table 8 summarizes the changes in

coefficients of variation over the nine survey variables for which we have data from each

wave. Across all waves, the largest mean change in percentage points is -0.3, which occurs

in NEPS-wave 8. This suggests that time-varying and up-to-date variables derived from

the administrative data might be more correlated with the later waves’ survey variables

than are the mostly time-constant original weighting variables. Looking at wave-specific

correlation patterns as in Subsection 4.1 does not however yield clear-cut evidence for this.

The larger change in average CV in wave 8 seems to be driven, for the most part, by the

regular employment variable (see Table 6). In general, effects on variances are small.

Table 7. Means and percentages of survey outcomes, and absolute differences to unweighted estimates (AD)

under both weighting schemes; all available wave averages.

Variable Unweighted
mean/percentage

All available
wave average

Absolute
difference (AD)

All available
wave average

Weighted
(orig)

Weighted
(orig þ
admin)

Regular employment (%) 78.75 0.55 1.28
Self-employed (%) 14.09 1.39 0.80
Economic sector: manufacturing (%) 21.36 0.38 0.52
Economic sector: trade (%) 7.94 0.32 0.45
Economic sector: health/social (%) 11.75 0.64 0.66
Having children younger than six years (%) 13.68 1.20 1.24
Gross monthly earned income (in EUR) 3054.32 60.15 84.00
Number of further education courses last year 0.72 0.04 0.04
CAMSIS status score 52.57 0.50 0.35
Math score -0.11 0.05 0.04
Reading score -0.03 0.05 0.04
ICT literacy score 0.08 0.00 0.01
Scientific literacy score 0.02 0.03 0.04
Vocabulary comprehension 73.42 1.16 0.97
Reasoning 8.75 0.04 0.01
Cognition speed 34.70 0.24 0.35

Notes: AD for indicator variables in percentage points.

Table 8. Average changes in coefficients of variation (CV) using the original-administrative weighting

adjustment compared to the original NEPS adjustment by wave; Averages calculated over nine survey variables.

NEPS-Wave 1 2 3 4 5 6 7 8

CV change using
administrative variables

þ0.0 -0.0 þ0.0 þ0.0 -0.1 þ0.0 -0.1 -0.3
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5. Discussion

The aim of this study was to evaluate whether a specific type of longitudinal survey design

(a so-called piggyback design) has, besides various cost saving opportunities, potential for

improving nonresponse and attrition adjustments through the use of existing linked-

administrative data. We investigated four research questions using a combination of a

general population panel survey (the NEPS) and federal administrative data. These

administrative data include detailed longitudinal labor market and social security related

biographies. If not already part of the sampling frame, such auxiliary administrative data

are typically unavailable for initial nonrespondents and attritors of a longitudinal survey.

Here, however, the sample was recruited from a preceding cross-sectional survey (the

ALWA), where consenting respondents’ interview data had already been linked to the

administrative data. We deem this setting of using independent cross-sectional surveys as

a basis to recruit subsequent longitudinal study participants, as well as the general linkage

of survey and administrative data, to be relatively common practices, which are likely to

become more frequent as survey budgets become more constrained. Combining both

practices in order to improve the quality of longitudinal survey data is a new concept,

which we evaluated in the present study.

Within our first research question (RQ1), we compared correlation patterns of the

survey’s original nonresponse weighting variables and a set of linked-administrative

variables each with the response indicator and a selection of substantive survey outcome

variables across all survey waves. With one exception, correlations of both variable sets

with response were rather low. Regarding the substantive survey variables, both sets

showed low-to-moderate correlations. Some of the administrative variables showed

similar and even higher correlations with (construct-similar) survey variables.

RQ2 checked relationships of both variable sets with panel willingness and response in

the wave-specific selection models. Adding the 16 administrative variables to each of the

models showed only small gains in model fit. Although the panel willingness model

yielded only few significant effects, several of the employment biography-related

variables were significant in different response models across the eight study waves. Two

associations proved to be relatively stable over the investigated timespan: Current

employment and having left employment since the previous interview showed significant

associations (positive and negative, respectively) with response in three out of eight

waves. Proxy-variables for moving, such as change of employer or starting to commute to

a different district, were not consistent significant predictors of response, in contrast to

findings reported in related studies (e.g., Trappmann et al. 2015; Kroh 2010; Short and

McArthur 1986; Watson and Wooden 2009).

Using the administrative data as outcome variables to assess attrition bias, we compared

adjustment effects of alternative weighting schemes – with and without adding

administrative variables into the weighting procedure (RQ3). Although attrition biases

were rather low for many of the investigated variables, we observed a clear reduction of

bias for the variables most affected by attrition: either the combined original-

administrative weights outperformed the original NEPS weighting procedure (for

employment and wage variables) or both weighting schemes performed similarly well in

reducing the bias (for Unemployment Benefit I/II receipt variables). The same applied to
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the adjustment of panel willingness bias. An important result for the application of the

piggyback design is that actual panel willingness biases are generally small, and both

weighting schemes successfully reduce it even further. Concerning RQ4, we found that

adding administrative variables into the weighting procedure had only minor effects on

point estimates of substantive survey variables; again, this could be because there was

little attrition bias in the survey to begin with. However, there was some evidence of a bias

reduction for the survey-measured current employment status variable, which had one of

the largest biases in its administrative variable counterpart. In terms of variance, we

observed a tendency towards slightly smaller coefficients of variation in later waves when

the administrative variables were included in the weighting scheme.

We note that the dropout in the NEPS sample was quite substantial, after eight waves

only about 43% of the wave 1 sample continued to respond. With regard to the linked-

administrative variables that were available for both respondents and nonrespondents, the

evidence suggested substantial attrition bias for some variables. For some policy-relevant

indicators (employment, marginal employment, wages), we saw an increasing trend in

bias over time. For instance, the average daily wage in wave 8 was (unadjusted) estimated

at EUR 83.2, which is roughly 6% more than the EUR 78.2 estimated from the full sample

unaffected by attrition. As mentioned before, here the combined original-administrative

weights reduce some of the bias (producing an estimate of EUR 82.3) compared to the

original-weighted estimate (EUR 84.1). The remaining bias suggests, however, that the

assumption of respondents and nonrespondents being equal given the auxiliary variables

does not entirely hold, and that the procedure does not eliminate all bias.

With modest benefits, the utility of linked-administrative records for attrition

adjustment is even more sensitive to its costs. This study simulated the application of a

piggyback design, also with reference to its cost-saving potentials. In a piggyback design,

with administrative data already linked to the preceding survey, the threshold to

implement a weighting adjustment using the administrative data is possibly lower than if

the data are not already linked. However, one must consider the potential loss of sample

units due to unsuccessful linkage and panel non-willingness (e.g., Sin 2006), which could

offset the benefits of augmented weighting if not properly accounted for. Moreover, it

should be mentioned that administrative data can contain specific measurement error (e.g.,

Pavlopoulos and Vermunt 2015; Pankowska et al. 2018) which might attenuate

correlations that are crucial for the proposed procedures.

Assuming that these issues can be addressed, this approach is worth considering

when setting up longitudinal surveys using a piggyback design that includes linked-

administrative data from the preceding survey. Depending on the scope of the study,

this approach seems likely to yield advantages from having rich information on initial

sample units that can be used to compensate for their decreasing participation over

time. As shown, augmented nonresponse weights can be useful for bias adjustment

without increasing sampling variance. Moreover, we envision the suggested strategy to

help with monitoring nonresponse (with regard to certain subgroups) over the course of

the panel, even if the administrative variables are not included in any adjustment

procedure. This could help to assess the sample’s longitudinal representativeness and

potentially substantiate design decisions regarding future waves or refreshment

samples.
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Munich: MEA, Max Planck Institute for Social Law and Social Policy.

Knies, G., J. Burton, and E. Sala. 2012. “Consenting to Health Record Linkage: Evidence

from a Multipurpose Longitudinal Survey of a General Population.” BMC Health

Services Research 12(52) . DOI: https://doi.org/10.1186/1472-6963-12-52.

Knies, G., and J. Burton. 2014. “Analysis of four studies in a comparative framework

reveals: health linkage consent rates on British cohort studies higher than on UK

household panel surveys.” BMC Medical Research Methodology 14(125). DOI: https://

doi.org/10.1186/1471-2288-14-125.

Kreuter, F., and U. Kohler. 2009. “Analyzing Contact Sequences in Call Record Data:

Potential and Limitations of Sequence Indicators for Nonresponse Adjustments in the

European Social Survey.” Journal of Official Statistics 25(2): 203–226.

Kreuter, F., G. Müller, and M. Trappmann. 2010a. “Nonresponse and Measurement Error

in Employment Research: Making Use of Administrative Data.” Public Opinion

Quarterly 74: 880–906. DOI: https://doi.org/10.1093/poq/nfq060.

Kreuter, F., K. Olson, J. Wagner, T. Yan, T.M. Ezzati-Rice, C. Casas-Cordero, M. Lemay,

A. Peytchev, R.M. Groves, and T.E. Raghunathan. 2010b. “Using Proxy Measures and

Other Correlates of Survey Outcomes to Adjust for Nonresponse: Examples from

Multiple Surveys.” Journal of the Royal Statistical Society: Series A (Statistics in

Society) 173: 389–407. DOI: https://doi.org/10.1111/j.1467-985X.2009.00621.x.

Kreuter, F. 2013. Improving Surveys with Paradata: Analytic Uses of Process

Information. Hoboken, NJ: Wiley.

Kroh, M. 2010. DIW Documentation of Sample Sizes and Panel Attrition in the German

Socio Economic Panel (SOEP) (1984 until 2009). DIW Data Documentation 50. Berlin:

German Institute for Economic Research. Available at: https://www.diw.de/documents/

publikationen/73/diw_01.c.359697.de/diw_datadoc_2010-050.pdf (accessed October

2021).

Lemay, M. 2009. Understanding the Mechanisms of Panel Attrition. PhD Dissertation.

University of Maryland, College Park. Available at: http://hdl.handle.net/1903/9631

(accessed October 2021).

Lepkowski, J.M., and M.C. Couper. 2002. “Nonresponse in the Second Wave of

Longitudinal Household Surveys.” In Survey Nonresponse, edited by R.M. Groves, D.A.

Dillman, J.L. Eltinge, and R.J.A. Little: 259–272. New York, NY: John Wiley & Sons.

Lin, I., and N.C. Schaeffer. 1995. “Using Survey Participants to Estimate the Impact of

Nonparticipation.” Public Opinion Quarterly 59: 236–258. DOI: https://doi.org/10.

1086/269471.

Little, R.J.A., and S. Vartivarian. 2005. “Does Weighting for Nonresponse Increase the

Variance of Survey Means?” Survey Methodology 31: 161–168. Available at: https://

www150.statcan.gc.ca/n1/en/pub/12-001-x/2005002/article/9046-eng.pdf?st=3epbd-

duy (accessed October 2021).
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