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Abstract 

Previous evidence shows that words with implicit spatial meaning or metaphorical spatial associations 

are perceptually simulated and can guide attention to associated locations (e.g., bird – upward location). 

In turn, simulated representations interfere with visual perception at an associated location. The 

present study investigates the effect of spatial associations on short-term verbal recognition memory to 

disambiguate between modal and amodal accounts of spatial interference effects across two 

experiments. Participants in both experiments encoded words presented in congruent and incongruent 

locations. Congruent and incongruent locations were based on an independent norming task. In 

Experiment 1, an auditorily presented word probed participants’ memory as they were visually cued to 

either the original location of the probe word or a diagonal location at retrieval. In Experiment 2, there 

was no cue at retrieval but a neutral encoding condition in which words normed to central locations 

were shown. Results show that spatial associations affected memory performance although spatial 

information was neither relevant nor necessary for successful retrieval: Words in Experiment 1 were 

retrieved more accurately when there was a visual cue in the congruent location at retrieval but only if 

they were encoded in a non-canonical position. A visual cue in the congruent location slowed down 

memory performance when retrieving highly imageable words. With no cue at retrieval (Experiment 2), 

participants were better at remembering spatially congruent words as opposed to neutral words. 

Results provide evidence in support of sensorimotor simulation in verbal memory and a perceptual 

competition account of spatial interference effect. 

 Keywords: sensorimotor simulation, conceptual cueing, spatial interference, compatibility effect, 

recognition memory, grounded-embodied cognition 
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Remembering Spatial Words: Sensorimotor Simulation Affects Verbal Recognition Memory 

In contrast to propositional and computational theories (Chomsky, 1957; Fodor, 1975; Pylyshyn, 

1986) that propose abstract, amodal, and arbitrary symbols; grounded-embodied cognition theories 

assume that there are no strict delimitations between perception and cognition and that mental 

representations are sensorimotor in nature (Barsalou, 1999, 2008; Paivio, 1986; Pulvermüller, 1999). A 

grounded-embodied treatment of language suggests that upon reading or hearing a word, traces of 

previous perceptual experiences (e.g., visual, auditory, olfactory, gustatory or tactile) related to the 

meaning of the word are automatically reactivated and give rise to a sensorimotor simulation of its 

referent (Bergen, 2016; Zwaan & Madden, 2005; Zwaan & Radvansky, 1998). For example, reading a 

spatial word, that is a word with a spatial association such as bird which elicits a mental image, can give 

rise to a perceptual experience of an upward location based on the typical location of birds in the 

physical world. 

Several studies have shown the involvement of sensorimotor simulations in language 

comprehension in perceptual tasks (Bergen et al., 2007; Estes et al., 2008, 2015; Ostarek & Vigliocco, 

2017; Richardson et al., 2003; Stanfield & Zwaan, 2001; Zwaan et al., 2002; Zwaan & Yaxley, 2003a). For 

instance, in Zwaan and Yaxley (2003a), participants identified whether spatial words such as root and 

branch are semantically related. Results showed faster and more accurate reactions when words were 

presented in their canonical locations (e.g., root was located under branch) compared to a non-

canonical arrangement (e.g., branch under root) (see also Šetić & Domijan, 2007). In a follow-up study, 

Zwaan and Yaxley (2003a) replicated the processing advantage with spatially congruent presentation 

but only when words were presented to the left visual field that corresponds to the right hemisphere, 

which is responsible for storing and processing visuospatial relations. However, the interaction between 

match effect and visual field was not replicated when the response side (i.e., right-handed vs. left-

handed responses) was counterbalanced between participants (Berndt et al., 2019). 
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Emotionally charged words with positive or negative valence such as hero or liar similarly evoke 

sensorimotor simulations based on the metaphorical relationship between valence and vertical space 

(i.e., GOOD IS UP” and “BAD IS DOWN”) (Lakoff & Johnson, 1980). These sensorimotor simulations are 

reflected in faster reaction times (RTs) in semantic judgment tasks when there is an alignment between 

the word’s metaphorical location and its actual position on the screen even though neither location is 

relevant for a successful semantic judgement. For example, Meyer and Robinson (2004) demonstrated 

that positive words are evaluated faster (i.e., “rate hero on a scale from 1 – negative to 5 – positive”) if 

they are presented at the top of the screen and negative words (e.g., liar) are evaluated faster if they 

are presented at the bottom (see also Chasteen et al., 2010; Giessner & Schubert, 2007; Leitan et al., 

2015; Meyer & Robinson, 2004; Schubert, 2005; Taylor et al., 2015; Zanolie et al., 2012). Words with 

spatial associations can also guide visual attention to an associated location (i.e., a conceptual cueing 

effect). For instance, words such as bird or hero can orient attention upward, whereas words such as 

root or liar can orient attention downward (Amer et al., 2017; Dudschig et al., 2013; Estes et al., 2015; 

Gozli et al., 2016). Such attentional bias has been found to interfere with visual perception at an 

associated location and thus; counterintuitively, hinders identification of visual targets. To illustrate, bird 

elicits slower identification of a visual target presented at the top of a display than at the bottom of the 

display. Several studies have demonstrated this phenomenon, known as a spatial interference effect or a 

mismatch advantage (Bergen et al., 2007; Estes et al., 2008; Gozli et al., 2013; Richardson et al., 2003; 

Verges & Duffy, 2009).  

Although a spatial interference effect has been reliably reported (see Estes & Barsalou, 2018 for 

a comprehensive meta-analysis), there are different theories posited to explain the phenomenon. Below 

we discuss both the grounded-embodied point of view and the memory retrieval point of view. From a 

grounded-embodied point of view, a spatial interference effect has been attributed to perceptual 

competition between the spatial representation of a word triggered by sensorimotor simulation and an 
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actual visual cue. The result of this competition is slowed perception in the overlapping location (see 

Quadflieg et al., 2011). Alternative accounts are mostly based on spatial indexing or spatial coding 

(Pylyshyn, 1989) and assume that word locations on the computer screen are encoded in an amodal 

fashion (i.e., without the perceptual simulation) along with the words themselves (see Spivey et al., 

2004 for a review). In support of spatial coding account against modal simulation in semantic 

judgement, Estes et al. (2015) found that words with strong (e.g., sky) and weak (e.g., flourish) visual 

strength and imageability elicit a similarly strong interference effect. In memory retrieval tasks, spatial 

indexing is assumed to account for a plethora of studies showing a compatibility effect (see Wynn et al., 

2019 for a review). That is, a match between an initial location where information is presented and a 

later location where participants look to retrieve information improves recognition. For example, 

participants in Scholz et al. (2016) listened to four factual statements presented with a loudspeaker 

image in one of the four spatial areas on a two by two grid. Another statement probed participants’ 

recognition memory and during retrieval, with gaze behaviour manipulated by a visual cue appearing 

either in a congruent location or a diagonal location with the original location of the loudspeaker image 

associated with the probed information. Results showed that participants who were visually cued to the 

congruent location were more successful in retrieving the information from memory despite the spatial 

information being completely irrelevant for successful completion of the task (see also Johansson & 

Johansson, 2014). These findings suggest that coding locations of information leads to a compatibility 

effect and thus, a type of match advantage in memory, in contrast to spatial interference due to 

conceptual cueing as described above. Hence, the alternative account from the memory point of view 

predicts that target objects are coded not only for their location but also for their match with the 

location of the cue word: if the physical location matches, then memory is improved and if it does not, 

then memory is deteriorated. 
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The objective of the present study is to investigate the effect of spatial congruency of verbal 

stimuli on short-term verbal recognition memory as well as to compare evidence for either modal (i.e., 

sensorimotor simulation in the present study) or amodal (i.e., spatial indexing in the present study) 

theories of language representation and spatial interference. In particular, we aim to test whether 

implicit spatial information is perceptually (thus, modally) simulated and/or whether word locations are 

amodally indexed during short-term verbal recognition memory. Participants in Experiment 1 saw four 

words with implicit spatial meaning or metaphorical spatial associations presented simultaneously on a 

two-by-two grid at the encoding phase and they were auditorily probed with one of the four encoded 

words. During retrieval, a visual cue appeared on the grid either in the same location (i.e., congruent 

retrieval) or in a diagonal location (i.e., incongruent retrieval) as to the location of the probe word 

during encoding. Participants in Experiment 2 did not see a cue at retrieval but studied spatially neutral 

words in addition to upward and downward words.  

Our predictions for Experiment 1 were straightforward: If sensorimotor simulation is indeed an 

intrinsic part of language representation with consequences in verbal recognition memory, then a word 

with a spatial association would be expected to activate the visuospatial experience of its referent and in 

turn, orient attention to the associated location (i.e., a modal explanation). In light of previous evidence 

showing spatial interference in semantic tasks, we predict that retrieval performance will be poorer in 

the case of a match between the location of the probe word and a visual cue during retrieval (i.e., 

congruent retrieval) compared to an incongruent retrieval condition, where the simulated location is 

empty at the time of retrieval. However, if spatial indexing is reflective of the retrieval process (i.e., an 

amodal explanation), then memory performance will be better when there is a matching visual cue at 

the retrieval screen as per the evidence demonstrating compatibility effect in memory. Adjudicating 

modal and amodal explanations is timely and critical considering the conflicting evidence and non-

replications (e.g., Berndt et al., 2019) discussed above. 
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Experiment 1 

Method 

Participants 

Experiment 1 was carried out with 48 students at the University of Birmingham (five males; Mage 

= 20.13, SD = 3.27, range: 18 – 41). One participant’s accuracy (46%) was identified as an outlier based 

on the interquartile range and thus replaced. All participants were monolingual native speakers of 

British English (speaking/learning only English from birth and currently using English as their primary 

language) as determined with the Language History Questionnaire (version 2.0; Li et al., 2013). 

Participants reported normal or corrected-to-normal vision, no speech or hearing difficulties and no 

history of any neurological disorder. They received either £8 or course credit for participation. All 

participants were fully informed about the details of the experimental procedure and gave written 

consent.  Post-experiment debriefing revealed that all participants were naïve to the purpose of the 

experiment. Ethical review and approval for data collection were conducted and granted by the 

University of Birmingham Ethics Committee. 

Stimuli 

The experiment consisted of 192 trials in total. Trials were evenly divided into two groups (n = 

96) as experimental trials (positive probe) and fillers. Probe words in the experimental trials were among 

the four study words in the encoding phase, whereas a different, not seen, word was probed in fillers. 

Thus, 384 (96 x 4) words were used in positive probe trials and 480 (96 x 5) words were used in fillers. In 

total, there were 864 (384 + 480) unique words across 192 trials. All words were nouns (see 

supplemental online materials for the list of words used in the experiments). 384 words in the 

experimental trials have implicit spatial meaning or metaphorical spatial associations. The spatial 

associations of experimental words were verified with a separate spatial association norming study (see 
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below). Experimental words were also a subset of the extension of Paivio et al. (1968) norms (Clark & 

Paivio, 2004). 

Words in the experimental trials were arranged into sets with four words. Words in filler trials 

were sets of five words, including four for the presentation and one unseen word for the following 

probe. Words within both experimental and filler sets were matched on imageability, concreteness and 

word length (all SDs < 2.00). Words were further controlled so that no word started with the same letter 

or was semantically related with any other word in the trial set. Monosyllabic, disyllabic and trisyllabic 

words were evenly distributed making 1/3 of each type (e.g., [3, 3, 3, 3], [1, 2, 1, 2] or [3, 2, 3, 2, 3] etc.). 

Welch’s t-tests revealed no significant difference between the probe and distractor words in 

imageability, concreteness, word length or number of syllables (all ps > .05). Thus, any word among the 

four words in each trial set was as likely to be remembered as any other word. We further formed 192 

unique mathematical equations (e.g., [2 x 3] – [2 + 3] = 1) to present as memory interference between 

encoding and retrieval phases (see Conway & Engle, 1996 for a similar design). Half of the equations 

were correct. Incorrect equations were further divided into two equal groups: The results were either 

plus or minus one from the correct result. 

Spatial Association Norming 

Before running Experiment 1, norming was conducted with a different group of 30 monolingual 

native speakers of British English (five males; Mage = 19, SD = 0.69, range: 18 – 20) who rated the spatial 

associations of 1482 English nouns horizontal and vertical (x, y) coordinate space in a lab-based 

experiment (Brysbaert et al., 2014 for a similar design). Handedness was tested with the Edinburgh 

Handedness Inventory (Oldfield, 1971). Results showed that there were 16 right-handed, one left-

handed and 13 ambidextrous participants. The mean laterality quotient was 65 on a scale of -100 

(absolute left-handedness) to +100 (absolute right-handedness) showing that right-handedness was 

dominant among participants in particular including participants who can use their both hands, which is 
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a frequently seen case considering the prevalence of right-handedness (Corballis, 2003). The coordinate 

space was a blank, central square of 480 x 480 in pixels (11° x 11° of visual angle) on the computer 

screen. Horizontal and vertical axes of the coordinate were 960 pixels long (+/- 480 pixels in both 

directions from the origin) giving 921,600 different clickable points. The material set was randomly 

distributed over 5 lists of 290 words. The order of words in the lists was fully randomised. Participants 

were presented a centrally placed single word (Courier, font size = 52) in capital letters. They were 

instructed to read the word carefully and visualise its meaning before moving onto the rating phase. 

There was no time limit for the study phase and it ended by hitting the space key. Participants were 

presented a rating screen during the rating phase. They were expected to identify the word’s location by 

left clicking any point within the square. When a participant clicked a location, the experimental 

software automatically recorded the click location both horizontally and vertically in the coordinate 

space. 

Control words (n = 32) were included to test inter-rater reliability. These words spanned the full 

range of locations and were randomly distributed into each list. Analyses indicated excellent inter-rater 

reliability based on intraclass correlation coefficients (ICC) for horizontal (ICC = 0.95, CI [95%] = 0.92 – 

0.97) and vertical positions (ICC = 0.98, CI [95%] = 0.97 – 0.99) (see Cicchetti, 1994; Hallgren, 2012 for 

cut-offs). The mean standard error in ratings was 3.02 for the horizontal plane and 5.37 for the vertical 

plane, indicating a high degree of consistency between participants in location ratings. We also 

computed rater correlation coefficients between each participant’s average rating for a given word and 

the mean rating for the word in question within each presentation list. The mean coefficient of the 

correlation sets was 0.76 (SD = 0.07, range: 0.59 – 0.84) for the horizontal position and 0.65 (SD = 0.12, 

range: 0.36 – 0.82) for the vertical position. Words that overlapped words with a data set from Estes et 

al. (2015) (n = 95) showed a strong, positive correlation in vertical locations, r (92) = .92, p < .001. 
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Variances (horizontal position = 13,128.40; vertical position = 41,536.82) clearly showed that 

ratings on the vertical axis were more spread out than the ratings on the horizontal axis. In other words, 

participants tended to use the whole range of the vertical scale but rated the words more conservatively 

on the horizontal scale. A heat map showing the distribution of the words across the coordinate system 

indicated that the majority of the words were rated on a diagonal axis from bottom left to top right (see 

Figure 1). This was also evident from the strong, positive correlation between horizontal and vertical 

positions; r (1437) = .44, p < .001. 

 

[Figure 1 near here] 

 

384 words in the experimental trials were selected from the normed and labelled words to be 

used as the experimental words in Experiment 1. An equal number of words (n = 24) in the experimental 

set were associated with top, top right, bottom and bottom left locations in space. Horizontal positions 

were not considered as a variable due to the dominance of vertical space over horizontal space (Franklin 

& Tversky, 1990; Marmolejo-Ramos et al., 2013). Words were grouped as upward (top and top right) 

and downward words (bottom and bottom left) because the majority of the words were normed in a 

diagonal axis from bottom left to top right and there were very few words located in top left and bottom 

right positions. All participants saw an equal number of upward and downward words in total (n = 48). 

That said, the horizontal position was taken into consideration when placing the words in the grid: While 

words associated with the upward and rightward position (e.g., friend) were placed in the top right 

quadrant, words associated with upward position only (e.g., heaven) were placed in the top left 

quadrant. Similarly, words associated with the downward and leftward position (e.g., jail) were placed in 

the bottom left quadrant and words associated with the downward position only (e.g., mule) were 

presented in the bottom right quadrant. Descriptive and spatial statistics of words used as a probe are 
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presented in Table 1. In addition to horizontal and vertical positions, we also calculated two spatial 

measures: spatiality and spatial variability. Spatiality shows the distance of a word from the centre. 

Hence, it is the extent to which a word is spatial as opposed to being spatially neutral. The spatiality 

value is the sum of the horizontal and vertical locations ratings (negative values were transformed into 

positive), normalised into a range from 0 to 1. Spatial variability was computed to investigate the words 

that participants rated on vastly different locations of the coordinate system. The spatial variability 

value is the average of the standard deviations between ratings among participants within each list, 

normalised into a range from 0 to 1. 

 

[Table 1 near here] 

 

Apparatus 

Stimuli were presented on a TFT LCD 24-inch widescreen monitor operating at 144 Hz with a 

resolution of 1920 x 1080 pixels (508 mm x 285.75 mm). The experiment was programmed in and run on 

OpenSesame (version 3.1.7; Mathôt et al., 2012). Probe words that were presented auditorily in the 

retrieval phase were produced by a native female speaker of British English in a sound-attenuated room 

and recorded using Audacity (version 2.1.10; https://www.audacityteam.org). Participants responded 

(yes/no they had seen the word) by pressing one of two keys on a standard keyboard. 

Data were analysed and visualised in R programming language and environment (R Core Team, 

2020). Mixed-effects models were constructed with lme4 package (Bates et al., 2015). Significance 

values of the coefficients in models were computed based on the t-distribution using the Satterthwaite 

approximation with lmerTest package (Kuznetsova et al., 2016). Bayes factors were computed with 

BayesFactor package (Morey & Rouder, 2015). 

Procedure 
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The task was a yes/no verbal recognition memory test. As spelt out in detail below, each trial 

was composed of five consecutive phases: (1) fixation, (2) encoding, (3) interference, (4) retrieval and (5) 

feedback (see Figure 2). The task was to decide as quickly and accurately as possible whether an 

auditorily presented word had appeared previously or not. As soon as participants made a yes/no 

judgement (by hitting one of the response keys) the trial ended, and a new trial began. (1) Fixation: A 

fixation cross appeared at the centre of the screen for 500 ms. (2) Encoding: Participants were 

presented four words on a two by two grid for 1800 ms (see Richardson & Spivey, 2000 for a similar, 

“Hollywood Squares” design). The duration of the encoding phase was based on previous studies in 

which a compatibility effect was observed with a similar experimental design (Kumcu & Thompson, 

2016, 2020). Encoding location was a between-subjects variable to minimise the learning effects 

between conditions. Half of the participants (n = 26, randomly chosen) saw the probe word in a spatially 

congruent location and the other half in an incongruent location. (3) Interference: Participants were 

presented mathematical equations and asked to identify whether the equation was correct or not 

within 10,000 ms (or they timed out). (4) Retrieval: The probe word was auditorily presented as 

participants looked at the screen with a blank grid. Participants were tasked to make a yes/no 

judgement to determine whether they had seen the probe word among the four words shown in the 

encoding phase within 3,000 ms (or they timed out). During the retrieval phase, a square appeared 

either in the same (congruent retrieval) or in the diagonal quadrant (incongruent retrieval) as the 

original location of the probe word in the encoding phase. Auditory words and visual probes were 

presented at the same time. Participants were instructed to look at the square as they gave their 

responses. Retrieval manipulation was a within-subjects variable. All participants were asked to retrieve 

the probe word in congruent and incongruent retrieval conditions. Participants were asked to respond 

as quickly and as accurately as possible. Therefore, they were instructed to keep their index fingers 

positioned on the response keys at all times. The key press was randomised such that half of the 
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participants pressed the ‘J’ key for yes and the ‘F’ key for no, while the other half pressed ‘F’ for yes and 

‘J’ for no. (5) Feedback: Participants were shown their accuracy (correct or incorrect) and response time 

(RT) for 500 ms after each trial. Total accuracy and average RT were shown at the end of the 

experiment. For a detailed schema of the experiment, see Figure 2. 

The order of trials and equations were fully randomised independently of each other. The 

experiment was divided into four equal blocks with 48 trials in each block and a short break between the 

blocks. A typical session lasted approximately 45 minutes. Overall accuracy in interference equations 

and the recognition memory test for words (including fillers) were 79% and 81% respectively, suggesting 

that participants attended to the task with high concentration. 

Following the experiment, a computerised version of the Corsi block-tapping task (Corsi, 1972) 

was used to measure visuospatial short-term memory and a forward digit span test was used to 

measure short-term memory (using Psychology Experiment Building Language [PEBL], version 0.13, test 

battery version 0.7, http://pebl.org) (Mueller & Piper, 2014). Participants were instructed to reproduce 

lit-up blocks in the same order in Corsi block-tapping task. Corsi block span was reported as the 

dependent measure, which was calculated by taking the minimum list length, adding the total number 

correct, and dividing by the number of lists at each length. Participants were asked to repeat the 

visual/auditory presentation of number strings by typing in the forward digit span test. The reported 

dependent measure was digit span, which is the sum of the longest string of digits repeated without 

error over two trials. Participants were also asked to report their level of daytime sleepiness on the 

Epworth Sleepiness Scale. 

 

[Figure 2 near here] 

 

Results 
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Data Preparation 

Homogeneity 

Variability between the participants was considered as a random effect in the mixed-effects 

models and thus, was controlled in the analysis. Along with that, participants who were tested on 

congruent and incongruent encoding conditions were compared on individual variability measures (i.e., 

Corsi Block-tapping test, forward digit span, Epworth Sleepiness Scale) to verify the homogeneity 

between the groups. There was not a significant difference between participants tested on congruent 

and incongruent encoding conditions in any of the measures (see Table 2). 

 

[Table 2 near here] 

 

Measures 

Accuracy and RT were used as measures of memory performance. Accuracy was the proportion 

of experimental trials to which the participants correctly responded yes. RT was the time in milliseconds 

between the onset of auditory presentation of the probe word and correct keyboard response. 

Responses identified as outliers that were 2 SD away (678.5 ms) from the mean (1079.41 ms) were 

removed (n = 179 out of 3,721 observations, 4.81%) from the RT dataset. The average accuracy in the 

memory retrieval task (excluding the fillers) was 80.75% (SD = 0.39) and the average RT (excluding fillers 

and incorrect responses) was 1029.02 ms (SD = 253.17). Overall, 4,608 observations for accuracy 

(excluding fillers) and 3,542 observations for RTs (excluding fillers and incorrect responses) collected 

from 48 participants were analysed.  

Mixed-effects modelling 

Data were analysed using linear and binomial logit mixed-effects modelling. There are several 

advantages of mixed-effects models with crossed random effects over traditional by-participant (F1) by-
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item (F2) ANOVAs (Baayen et al., 2008). The use of mixed-effects models is particularly safer, more 

powerful and more informative in psycholinguistics (see Hutchinson et al., 2013) because language 

materials such as words used as test items in these studies show substantial variation even if they are 

controlled on several properties. Further, it is misleading to generalise the findings beyond the language 

materials specifically used as a sample in a given study (Clark, 1973). In the current study, both 

participants and items were treated as random effects to explain by-participant and by-items variation 

and to neutralise potentially relevant covariates such as learning, fatigue or order effects. Thus, we 

captured the fact that some participants were more accurate and faster than others and some items 

were easier to remember than others, which is not possible with a traditional ANOVA. 

Visual inspections of residual plots did not reveal any obvious deviations from homoscedasticity 

or linearity. Linear models were fit for continuous target variables (RT). Binomial models were fit for 

categorical target variables (accuracy) and with bobyqa optimiser to prevent nonconvergence.  

We started fitting models by building the random effects structure and followed a maximal 

approach. That is, random effects were included as both random intercepts and correlated random 

slopes (random variations) as long as they converged and were justified by the data (Barr et al., 2013). 

Random intercepts and slopes were included even if they did not improve the model fit to control for 

possible dependence due to repeated measures or order effects. Random slope models allowed the 

explanatory variable to have a different effect for each group. Thus, we also captured that the fact that 

the effect of encoding or retrieval condition on memory performance may vary by the lexical or 

semantic properties of words such as word length. 

Random effects structure was simplified step by step as per the magnitude of the contribution 

of a random effect to the explanation of the variation in the data. That is, the random effect with the 

weakest contribution was dropped first and if necessary, the structure was further reduced accordingly 

(Winter, 2013). Results are reported in terms of the unstandardised regression coefficient, B. 
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Factor analysis 

Diagnostic tests indicated collinearity between word variables (i.e., imageability, concreteness, 

word length, number of syllables, horizontal position and vertical position) (MeanVIF = 2.86, RangeVIF = 

2.06 – 3.46; kappa = 2400.33). To address collinearity, we performed exploratory factor analysis using a 

principal component analysis extraction method with an orthogonal (varimax) rotation method. Kaiser’s 

criterion and the scree test criterion showed the presence of three factors in our data. Three factors 

were interpreted as follows based on the loadings (see Table 3): (1) Imagery: Imageability and 

concreteness, (2) Length: word length and syllable length and (3) Word Position: Horizontal and vertical 

position. The three-factor solution explained 89.38% of the variance in the data. VIF of the factors were 

below one and thus, below our threshold of two. Regression scores calculated for three factors were 

employed in the subsequent linear mixed-effects multiple regression models. 

 

[Table 3 near here] 

 

Memory Performance 

Mixed-effects models with accuracy and RT as target variables were fit. Fixed effects were 

encoding condition with two levels (i.e., spatially congruent encoding and spatially incongruent 

encoding) and retrieval condition with two levels (i.e., spatially congruent retrieval and spatially 

incongruent retrieval) and their interaction (see supplemental online materials for analysis codes). 

All factors (i.e., imagery, word length and word position) were added as random slopes into 

participants and items for the general accuracy model. Summary of the general accuracy model with 

encoding and retrieval conditions as fixed effects indicated that overall, participants retrieved the probe 

word more accurately when they were cued to the congruent position (i.e., where the probe word 

appeared before) (M = 0.81, SD = 0.39) during retrieval; B = 0.25, z = 2.14, p = .03 compared to the 
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incongruent position (M = 0.80, SD = 0.40). For the general RT model, imagery and word length factors 

were added as random slopes into participants and imagery factor was added as random slopes into 

items as the maximal model did not converge. Summary of the general RT model with encoding and 

retrieval conditions as fixed effects indicated that overall, words encoded in congruent locations (e.g., 

bird in the top left quadrant) were retrieved slower (M = 1075.26 ms, SD = 252.59) than words encoded 

in incongruent locations (e.g., bird in the bottom right quadrant) (M = 985.63 ms, SD = 245.99); B = 

103.49, t = 2.95, p = .005 regardless of the cue position at retrieval. Importantly, there was an 

interaction effect between retrieval condition and imagery factor, showing that highly imageable words 

slowed down retrieval when there was a visual cue in the same quadrant as to the initial location of the 

probe word, B = 17.32, t = 2.39, p = .02. 

Likelihood tests showed that encoding condition; x2(1) = 0.49, p = .48 or retrieval condition; x2(1) 

= 1.23, p = .27 did not improve the null model fit for accuracy. Encoding condition improved the null 

model fit for RT; x2(1) = 6.30, p = .01, BF = 2.71 but not retrieval condition; x2(1) = 0.75, p = .39. 

No interaction was found between imagery factor and encoding for accuracy or RT and also, 

imagery factor and retrieval for accuracy (the smallest p = .08). There was no correlation between the 

performance in the mathematical equation and the performance in the recognition task (the smallest p 

= .08). 

The general accuracy model revealed an interaction effect between encoding and retrieval and 

indicated worse accuracy with congruent encoding and congruent retrieval; B = -0.30, t = -1.93, p = .05. 

A condition variable with four levels involving all four encoding and retrieval combinations was 

formulated to investigate the interaction of encoding and retrieval conditions on memory performance 

more precisely (see Table 4). Descriptive measures of memory performance across conditions were 

presented in Table 4 in the order of accuracy from the most accurate to the least accurate. 
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[Table 4 near here] 

 

Smaller models were fit only with congruently and incongruently encoded words. All factors 

(i.e., imagery, word length and word position) were added as random slopes into participants and items 

for the accuracy model. Retrieval condition within incongruent encoding condition improved the null 

model fit for accuracy; x2(1) = 4.59, p = .03, BF = 0.39. Summary of the accuracy model demonstrated 

that words were retrieved more accurately when they were encoded in an incongruent position and 

(e.g., bird in the bottom right quadrant) and a visual cue appeared in the same position (e.g., top right 

quadrant) during retrieval; B = 0.23, z = 2.11, p = .03. Retrieval condition within congruent; x2(1) = 0.13, p 

= .72 or incongruent encoding; x2(1) = 2.42, p = .12 did not improve model fit for null RT model. 

 

[Figure 3 near here] 

 

Discussion 

Results of Experiment 1 demonstrated that spatial manipulation at encoding and retrieval 

influenced memory performance. Incongruent encoding, with a congruent retrieval cue, was the most 

accurate combination. We argue that this is because reading words with literal or metaphorical spatial 

associations simulated the suggested locations. The performance was better when the simulated 

location did not overlap with the visual cue in an incongruent encoding (e.g., bird in the bottom right 

quadrant) followed by a congruent retrieval (e.g., visual cue in the bottom right quadrant. Participants 

retrieved the words encoded in incongruent locations faster compared to congruent locations. That 

said, we also found an interaction effect between imageability of the words and cue position on retrieval 

times: Highly imageable words (e.g., mountain, volcano or university etc.) were retrieved more slowly 

than less imageable words (e.g., outcome, magnitude or truth etc.) when there was a visual cue in the 
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same quadrant as the location of the probe word regardless of the spatial arrangement at encoding. 

Such a finding suggests that highly imageable words with spatial associations elicit stronger simulations 

of the associated locations and, in turn, lead to a stronger interference effect when matched with visual 

information in the same location. In light of our findings and following the converging evidence 

supporting perceptual competition (e.g., Verges & Duffy, 2009), we argue that sensorimotor simulation 

dictated memory performance in Experiment 1. We attribute the spatial interference effect to 

perceptual competition between the sensorimotor representation of words and visual cues. If an 

amodal account, such as spatial indexing, were reflective of the retrieval process, memory performance 

would have been better whenever there was a match between the location of the probe word and the 

visual cue (i.e., congruent retrieval) as shown in previous studies (Johansson & Johansson, 2014; Scholz 

et al., 2016). However, a match between the simulated location and the visual probe resulted in worse 

performance. 

Experiment 2 

 Experiment 1 examined spatial manipulation both at encoding and retrieval stages with the 

encoding manipulation as a between-participants variable. Hence, we conducted a second experiment 

in an attempt to replicate the findings with a larger sample and a simpler, more powerful design. To be 

more precise, we tested the effect of spatial congruency on memory performance with a repeated 

measures within-participants design. In other words, all participants saw the words in congruent and 

incongruent positions at encoding. The retrieval manipulation was removed altogether from Experiment 

2 to isolate the effect. Further, a control encoding condition with spatially neutral words normed to 

central locations was introduced. In Experiment 1, words encoded in incongruent positions were 

remembered better as compared to words encoded in congruent position. However, it was not clear 

whether the mismatch advantage stemmed from an actual advantage for mismatched information or a 

disadvantage for the matched information as there was no control condition with neutral words. The 
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neutral condition in Experiment 2 was added to disambiguate direction of the effect more precisely. If 

spatial information was a part of verbal memory, then memory performance would be different across 

encoding conditions, which would support results from Experiment 1. As there was no cue in this 

experiment, we predicted that the performance would be better in the congruent encoding condition 

compared to incongruent and/or neutral conditions. 

Method 

Participants 

Experiment 2 was carried out with 55 monolingual native speakers of English recruited via 

Prolific (https://www.prolific.co), an online participant recruitment system. The participant pool was 

filtered to recruit individuals with normal or corrected-to-normal vision, no speech or hearing difficulties 

and no history of any neurological disorder. They received £10 for participation. All participants were 

fully informed about the details of the experimental procedure and gave consent. Ethical review and 

approval for data collection were conducted and granted by the University of Birmingham Ethics 

Committee. One participant’s accuracy (48%) was identified as an outlier based on interquartile range 

and thus removed from the dataset. The analysis reported below was conducted with 54 participants 

(28 males; Mage = 21.13, SD = 2.28, range: 18 – 25).  

Stimuli 

As in Experiment 1, Experiment 2 consisted of 192 trials in total. The same materials as in 

Experiment 1 were used except for spatially neutral words (n = 32) (e.g., board etc.) associated with the 

central location in the norming study. Neutral words were shown in the neutral encoding condition. 

Based on results from Experiment 1 and in Kumcu and Thompson (2020), the lexicosemantic variables 

that were used to control the words were reduced: Only imageability and word length in letters were 

selected from the imagery and length factors of Experiment 1. There was a high correlation between 

spatiality and emotionality in the norming study; r (1437) = .37, p < .001 showing a difference between 
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spatial and neutral words in emotionality. Words that were located in the centre were less emotional. 

Emotionality was thus added to control the words to make sure that any difference in memory between 

spatial and neutral words stems from the spatial congruency manipulation rather than emotionality. As 

expected, spatial and neutral words in Experiment 2 were different in emotionality; t(94) = 4.87, p < .001 

but there was no such difference between up and down words; t(62) = 1.50, p = 0.14. One-way ANOVAs 

showed that there was no difference in imageability; p = 0.49 or word length; p = 0.3 between the up, 

down or neutral words. There was no difference between spatial (up and down words combined) and 

neutral words in imageability; p = 0.76 or word length; p = 1 either. There were also reliable differences 

between the up, down and neutral words in horizontal; F(2,93) = 71.09, p < .001 and vertical positions; 

F(2,93) = 661.09, p < .001 as per the spatial norming (see Table 5). 

Procedure 

 The same procedure as in Experiment 1 was used. The exceptions were the neutral encoding 

condition and the exclusion of spatial cues shown at retrieval. Participants were now asked to retrieve 

the probe word as quickly and as accurately as possible without any looking instructions. The main 

manipulation of Experiment 2 was the spatial match between the spatial association of the probe word 

and its position on the grid during encoding. Neutral probe words were counterbalanced across 

participants to be shown in each one of the four quadrants of the grid. The spatial match condition, 

location of the distractors, location of the neutral probe words, response hand-sides (old/new for the 

memory task and correct/incorrect for the equation task) were counterbalanced across participants. As 

a result, there were eight versions of the experiments. There was no difference in accuracy or RTs 

between the test versions (all ps > .05). The experiment was conducted online via Gorilla 

(https://gorilla.sc), an online experiment development and hosting service. 

 

[Table 5 near here] 
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Results 

Measures 

Outliers at the higher and lower extremes (n = 94 out of 4,069 observations, 2.31%) that were 

identified based on the interquartile range were removed from the RT dataset. The average accuracy in 

the memory retrieval task (excluding fillers) was 80% (SD = 0.4) and the average RT (excluding fillers and 

incorrect responses) was 1310.40 ms (SD = 459.97). Overall, 5,063 observations for accuracy (excluding 

fillers) and 3,975 observations for RTs (excluding fillers and incorrect responses) collected from 54 

participants were analysed. 

Memory Performance 

Word type with two levels (spatial vs. neutral) significantly improved both the null accuracy 

model; x2(1) = 5.27, p = .02, BF = 0.40 and the null RT model; x2(1) = 5.62, p = .02, BF = 0.63. Participants 

retrieved the spatial words less accurately (M = 0.80, SD = 0.4); B = 0.19, z = 2.20, p = .03 but faster (M = 

1301.07 ms, SD = 457.31) than the spatially neutral words (M = 0.82, SD = 0.38 and M = 1328.91 ms, SD 

= 464.82); B = 26.26, t = 2.37, p = .02 regardless of the spatial match. 

Spatial match condition with three levels (congruent, incongruent and neutral) improved the 

null accuracy model; x2(2) = 6.53, p = .04, BF = 0.06 (see Figure 1 and Table 2). Participants retrieved the 

spatial words in incongruent positions (e.g., victory in downward position) (M = 0.79, SD = 0.41) less 

accurately than the spatially neutral words associated with the central position (M = 0.82, SD = 0.38); B = 

0.24, z = 2.57, p = .01. There was no such difference in accuracy between the retrieval of spatial words in 

congruent position (e.g., victory in upward position) (M = 0.80, SD = 0.4) and neutral words; B = 0.14, z = 

1.46, p = .14. A smaller model fitted with spatial words only indicated that there was no difference in 

accuracy between the retrieval of spatial words in congruent and incongruent positions either; x2(2) = 

1.29, p = .26. Spatial match condition improved the null RT model significantly; x2(2) = 6.12, p = .05, BF = 
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0.06. Participants retrieved the words in congruent positions (e.g., victory in upward position) (M = 

1290.57 ms, SD = 461.14) faster than the spatially neutral words associated with the central position (M 

= 1328.91 ms, SD = 464.82); B = 30.77, t = 2.41, p = .02 (see Table 6 and Figure 4). There was no such 

difference between the retrieval of spatial words in incongruent positions (e.g., victory in downward 

position) (M = 1311.75 ms, SD = 453.31) and neutral words; B = 21.49, t = 1.68, p = .09. A smaller model 

fitted with spatial words only indicated that there was no difference in accuracy between the retrieval of 

spatial words in congruent and incongruent positions either; x2(1) = 0.36, p = .55. 

 

[Table 6 near here] 

[Figure 4 near here] 

 

Spatial word type with two levels (up words vs. down words) did not improve the null accuracy 

model fitted with only spatial words; x2(1) = 0.07, p = .8. Participants retrieved the up (M = 0.79, SD = 

0.41) and down words (M = 0.80, SD = 0.4) equally accurately. That said, spatial word type improved the 

null RT model; x2(1) = 5.85, p = .02, BF = 1.19. Overall, participants retrieved the up words (M = 1315.57 

ms, SD = 470.81) slower than down words (M = 1286.69 ms, SD = 443.24); B = 31.24, t = 2.43, p = .02. 

Smaller models with only up and down words indicated that the words associated with downward 

location were retrieved slower when they were presented in incongruent positions (M = 1322.17 ms, SD 

= 452.10) compared to congruent positions (M = 1251.68 ms, SD = 431.82); B = 50.48, t = 2.86, p = .004. 

There was no such difference between the retrieval of up words in congruent (M = 1329.63 ms, SD = 

486.02) and incongruent positions (M = 1301.19 ms, SD = 454.64); x2(1) = 2.77, p = .1. 

Results showed that imageability (but not word length; p = .42 or emotionality; p = .32) 

improved the accuracy in general; x2(1) = 4.33, p = .04, BF = 0.42. Overall, participants retrieved the high 

imageable words more accurately than the low imageable words; B = 0.08, z = 2.13, p = .03. Interaction 
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models showed that imageability improved the accuracy for neutral words to the most extent; B = 0.10, 

z = 2.60, p = .009 and also spatially congruent words with a smaller magnitude; B = 0.08, z = 2.07, p = .04. 

However, imageability did not improve the accuracy of spatial words presented in incongruent 

positions; B = 0.06, z = 1.55, p = .12. Results showed that word length (but not imageability; p = .52 or 

emotionality; p = .96) affected the RTs in general; x2(1) = 4.32, p = .04, BF = 0.36. Overall, participants 

retrieved the longer words more slowly than the shorter words; B = 7.62, t = 2.09, p = .04. The effect of 

word length was evident in the retrieval of spatially neutral words with the largest magnitude; B = 10.73, 

t = 2.82, p = .005 and also in the retrieval of spatial words in incongruent positions; B = 7.26, t = 1.94, p = 

.05. Word length did not affect the retrieval of spatial words in congruent positions; B = 6.07, t = 1.63, p 

= .1. 

Discussion 

Results from Experiment 2 demonstrate that spatial manipulation at encoding and spatial 

meaning of words manipulate memory performance. Participants retrieved spatial words less accurately 

but faster than the spatially neutral words even though lexicosemantic differences between spatial and 

neutral words were strictly controlled both at the stimuli development and analysis stages. Congruency 

of spatial information affected retrieval performance as well. Participants retrieved spatial words in 

incongruent positions less accurately than neutral words. Likewise, they remembered spatial words in 

congruent positions faster than neutral words. Results from Experiment 2 support and extend results 

from Experiment 1, although the direction of the effect is different as discussed below. 

General Discussion 

The present study investigated the effect of spatial associations on short-term verbal 

recognition memory and disambiguated between modal and amodal accounts of spatial interference 

effects in two experiments. In particular, Experiment 1 explored the role of sensorimotor simulation vs. 

spatial indexing in verbal recognition short-term memory. Previous studies have yielded mixed results as 
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to how words with intrinsic or metaphorical spatial associations are processed: While there is evidence 

that visually-loaded words guide attention to the associated location which in turn slows down the 

identification of visual targets in the same location (e.g., Verges & Duffy, 2009), there is also evidence 

that spatial compatibility between a word and a visual cue improves recognition memory (Wynn et al., 

2019). Against this background, we investigated modal (sensorimotor simulation) and amodal (spatial 

indexing) theories of language representation and spatial interference effects in a short-term verbal 

recognition memory task in Experiment 1. Words encoded in a spatially incongruent position from their 

spatial association (e.g., bird in the bottom right quadrant or mule in the top left quadrant) were 

retrieved more accurately when there was a visual cue in the same quadrant during retrieval (e.g., 

bottom right and top left, respectively) compared to a spatially incongruent retrieval cue. Words 

encoded in a spatially incongruent position (e.g., bird in the bottom right quadrant or mule in the top 

left quadrant) were retrieved faster than words encoded in a spatially congruent position (e.g., bird in 

the top left quadrant or mule in the bottom right quadrant) regardless of the cue position during 

retrieval. As a follow-up study, Experiment 2 investigated the effect of encoding manipulation on 

memory performance with a control condition, a larger sample and more powerful within-participants 

design. Here, participants retrieved the spatially-loaded words faster but less accurately than spatially 

neutral words even when lexical and semantic differences between spatial and neutral words were 

controlled. As to the congruency between the location of the probe word on the screen and the location 

implied by the word, the results indicated that participants retrieved incongruent words less accurately 

and congruent words faster than the control words, suggesting a match advantage. 

The results from both experiments overall suggest that participants tapped into the spatial 

associations of words during their retrieval such that spatial meanings and physical locations of words 

on the computer screen impacted how well they were remembered. In this regard, results seem to 

support the claims of embodied semantics that perceptual relations are encoded in the language 
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(Louwerse, 2008) with consequences for verbal memory. Crucially, these consequences occurred even 

though spatial information was neither relevant nor necessary for successful retrieval. In other words, 

participants were only instructed to retrieve the words as quickly and as accurately as possible in both 

experiments. They were not asked to remember where they saw the words, visualise them or judge 

their spatial iconicity. This occurred even though there was a difference between the conditions 

manipulated based on the location of the words and their referents. If spatial associations were not 

simulated in the current study, there would have been no systematic differences between the 

conditions. Further evidence in this direction is the effect of word imageability on perceptual simulation: 

In Experiment 1, highly imageable words were retrieved more slowly when there was a visual cue in the 

same quadrant as the location of the probe word (i.e., congruent retrieval) regardless of the spatial 

arrangement at encoding. The fact that imageability, which is a semantic variable, magnified the 

interference effect is important. This suggests that participants did not merely encode the word 

locations, as the spatial indexing theories assume but accessed the spatial meanings of words. 

Metaphorical spatial referents of abstract words such as liar had similar effects on how they 

were remembered. As the large body of literature on the embodiment of abstractness has indicated 

(e.g., Barsalou, 2003), abstract words are also grounded in the sensorimotor system through conceptual 

metaphors (e.g., “GOOD IS UP” and “BAD IS DOWN”) (Lakoff & Johnson, 1980). We argue that 

participants in the current study accessed the spatial part of their meaning which then cued them to 

certain locations (Experiment 1) or facilitated/hindered their retrieval according to their position on the 

screen (Experiment 2). This occurred even though abstract words intuitively have weaker spatial 

associations compared to highly imageable, concrete words. Estes et al. (2015) cast doubt on the 

perceptual competition account on the grounds that, in their study, words with strong and weak visual 

strength and imageability elicited equivalent spatial interference. Our results are at odds with these 

results. The results provide evidence that comprehenders perceptually simulate the intrinsic spatial 
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associations of words. Thus, our data support perceptual, grounded-embodied theories of language 

representation (Barsalou, 1999, 2008; Paivio, 1986; Pulvermüller, 1999). That said, we do not argue that 

spatial indexing and a compatibility effect should be discarded altogether given the abundant evidence 

(Wynn et al., 2019). The argument here is that when analysed in the same experiment (Experiment 1), 

the perceptual simulation evoked by presented words is so salient that any compatibility effect due to 

spatial indexing is overshadowed. Thus, amodal explanations, such as spatial indexing, are not sufficient 

to explain findings in studies showing spatial iconicity. 

The effect of the sensorimotor simulation in the experiments was systematically in opposite 

directions: In Experiment 1, words encoded in incongruent locations were retrieved more accurately 

when there was a spatially matching cue. In Experiment 2, however, words encoded in incongruent 

locations were retrieved less accurately compared to the control condition. Likewise, words encoded in 

congruent locations were retrieved slower in Experiment 1 but they were retrieved faster in Experiment 

2 compared to the control condition. These results are in line with the studies investigating the spatial 

words in other semantic tasks and reporting match/mismatch advantage under different conditions. As 

briefly discussed in the Introduction, tasks in which participants are asked to judge semantic relations 

between spatial words result in a match advantage (e.g., Zwaan & Yaxley, 2003a), that is, spatial 

congruency typically results in improved accuracy and/or response speed. On the other hand, a 

mismatch advantage has been found in tasks in which participants acted on a visual target after reading 

a spatial word (e.g., Bergen et al., 2007). We argue that this is also what we observed in both 

experiments. 

To be more precise, in Experiment 1 there was a mismatch advantage due to the spatial cueing 

effect triggered by reading spatial words and competition between the simulated locations and the 

visual cue. To illustrate, reading bird gave rise to a simulation of an upward location and seeing a visual 

cue in the same position deteriorated retrieval accuracy due to a perceptual competition between the 
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spatial representation of the simulated location and the cognitive cost of perceiving actual visual 

information in the same location. In this regard, results confirm previous studies reporting spatial 

interference effect or mismatch advantage due to conceptual cueing effect (Bergen et al., 2007; Estes et 

al., 2008; Gozli et al., 2013; Richardson et al., 2003; Verges & Duffy, 2009) and extend the mismatch 

advantage to short-term verbal recognition memory, a relatively understudied task in the literature. 

However, participants were not faced with such a perceptual competition because there was no visual 

cue in Experiment 2 at retrieval. In turn, memory performance was better whenever the physical and 

the simulated locations matched at encoding. 

An issue to consider is why spatial manipulations in the current study affected accuracy and RTs 

differently under different conditions. To be more precise, words encoded in congruent locations 

slowed down their retrieval in Experiment 1 and words encoded in incongruent locations (with a 

congruent cue) were retrieved more accurately. Likewise, results in Experiment 2 indicate that there 

was a disadvantage for the mismatched words in accuracy and an advantage for the matched words in 

response speed. Further, spatial words were remembered less accurately but faster than neutral words. 

Taken together, it seems as the spatial incongruency affected accuracy rates while spatial congruency 

affected retrieval times. Some other studies investigating sensorimotor simulation with spatial probes 

noted similar discrepancies between accuracy rates and RTs. For example, top targets elicited faster but 

less accurate responses than bottom targets in Estes et al. (2015). They attributed the difference to a 

speed-accuracy tradeoff. However, Pearson correlation of the response times and accuracy scores in the 

present study was weak in Experiment 1 (-0.24) and negligible in Experiment 2 (-0.06), ruling out a 

speed-accuracy tradeoff. In any case, our results suggest that sensorimotor simulation affects accuracy 

and response speed differently in memory, and further research disambiguating the effects of 

sensorimotor simulation on memory is necessary. 
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Our results are crucial both for memory and language. Spatial and other sensory attributes of 

words are often disregarded when developing verbal material for memory experiments. The current 

study demonstrates that these variables are as important as more traditional variables such as 

imageability and frequency and might affect how well individuals remember. As to language, we extend 

the growing literature of embodiment of language processing. Given the experimental design and the 

variety of verbal stimuli in the present study, our results have further implications in favour of modal 

explanations over amodal and symbolic accounts. For example, Louwerse (2008) claimed that spatial 

iconicity results can be explained by the frequency of linguistic relations between spatial pairs. In 

consequence, iconic word pairs (branch over root) are processed faster than non-iconic counterparts 

(root over branch) because language comprehenders are exposed to iconic linguistic symbols more 

often (e.g., branch more frequently precedes root in everyday language use). Similarly, Zwaan and 

Yaxley (2003a) speculated that words such as attic and basement could have links to the concepts of top 

and bottom respectively given that attics are typically found in the top parts of the houses. Accordingly, 

they argued that when the position of the word attic is amodally encoded on the computer screen, it is 

tagged with the concept of top. Thus, a conflict between the tag assigned to the word and the contents 

of its meaning yields a slower response. Our data speak against these amodal, symbolic accounts of 

spatial iconicity. Participants in our study were not asked to judge semantic relations of pairs but to 

retrieve a single word among three others, which were controlled based on several predictors of verbal 

memory. Given that conformity of a single word location with its meaning influenced how well the word 

was retrieved from memory, it is unlikely that linguistic relations played a role in our results. Even if 

amodal theories could explain the findings for concrete words with literal spatial associations such as 

attic or basement, they fail to explain why retrieval of words with metaphorical spatial meanings such as 

hope or chaos was modulated according to their spatial arrangement. The fact that abstract words 

triggered the simulation of metaphorical locations with consequences in memory in the present study 
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sheds further light on the grounding of abstract words, which is a long-standing challenge for grounded-

embodied cognition (Dove, 2016). Along with that, future studies in non-Western languages with a right-

to-left reading direction are particularly important to generalise the results. 

To conclude, our results provide experimental support for converging evidence in favour of a 

simulation-based account of language representation against amodal, symbolic processes. Thus, in 

addition to the growing evidence, we argue that experiential and/or metaphorical spatial associations of 

words are perceptually reactivated in a task that is seemingly unrelated to the spatial information. 

Moreover, the mediating role of word imageability on the spatial interference effect in our study 

endorses a perceptual competition account to explain the spatial interference effect. The unique 

contribution of the present study is extending these results to short-term recognition memory involving 

language with further implications in support of a simulation account of language based on grounded-

embodied cognition. 
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Table 1 

Descriptive Measures (Mean and SD) of the Probe Words in Positive Trials of Experiment 1 

Variable Upward words  Downward words  Total 

Number 48 48 96 

Imageability 4.84 (1.41) 5.02 (1.28) 4.93 (1.34) 

Concreteness 4.19 (1.91) 4.67 (2) 4.43 (1.96) 

Length in letters 7.02 (1.83) 6.5 (1.75) 6.76 (1.80) 

Syllable length 2.33 (1) 2.12 (0.91) 2.23 (0.96) 

Horizontal position 127.8 (114.85) -118.88 (143.5) 4.46 (179.13) 

Vertical position 308.6 (73.62) -301.2 (98.22) 3.7 (318.43) 

Spatiality  0.58 (0.13) 0.61 (0.15) 0.59 (0.14) 

Spatial variability 0.33 (0.11) 0.35 (0.1) 0.34 (0.11) 

 

Table 2 

Results of the Individual Variability Measures (Mean and SD) Among All Participants and Across Encoding 

Groups 

Measures All Congruent encoding Incongruent encoding p 

Corsi block span 58.94 (24.25) 53.75 (25.01) 64.12 (22.81) .140 

Digit span 9.15 (2.41) 9.62 (2.58) 8.67 (2.16) .170 

Sleepiness 0.84 (0.55) 0.85 (0.51) 0.83 (0.6) .897 

Note. The average score for healthy adults in the Corsi block-tapping task is 55.7 (Kessels et al., 2000) 

and 8 – 10 in forward digit span test (Lezak et al., 2012). The normal range of daytime sleepiness is 0 – 

10 (Johns, 1991). 
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Table 3 

Factor-Loadings of the Predictors 

 Factor 

Predictors Imagery Length Position h2 

Imageability 0.93 -0.21 -0.02 0.92 

Concreteness 0.95 -0.15 -0.06 0.92 

Length in letters -0.19 0.93 0.11 0.91 

Number of syllables -0.17 0.94 0.05 0.91 

Horizontal position -0.02 0.09 0.92 0.85 

Vertical position -0.05 0.06 0.92 0.86 

Factor statistics     

Eigenvalue 2.62 1.60 1.13 7.99 

Variance (%) 30.55 30.28 28.54 89.93 

 

Table 4 

Descriptive Measures (Mean and SD) of Memory Performance in Experiment 1 

Condition Accuracy (%) RT (ms) 

Incongruent encoding + congruent retrieval 84 (0.37) 993.53 (252.77) 

Incongruent encoding + incongruent retrieval 80 (0.40) 977.34 (238.54) 

Congruent encoding + incongruent retrieval 80 (0.40) 1077.92 (254.31) 

Congruent encoding + congruent retrieval 79 (0.41) 1072.54 (250.95) 

 

Table 5 

Descriptive Measures (Mean and SD) of the Probe Words in Positive Trials of Experiment 2 
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Variable Spatial words  Upward words  Downward words  Neutral words 

Number 64 32 32 32 

Imageability 4.90 (1.27) 4.73 (1.36) 5.08 (1.16) 4.98 (1.06) 

Word length 6.72 (1.54) 7.00 (1.68) 6.44 (1.34) 6.72 (1.25) 

Emotionality 4.12 (1.2) 4.34 (1.18) 3.90 (1.2) 2.94 (0.93) 

Horizontal position -4.93 (170.40) 131.60 (95.85) -141.46 (106.48) 24.64 (71.02) 

Vertical position -2.81 (315.07) 303.14 (70.11) -308.76 (59.86) 1.89 (71.26) 

Spatiality  0.58 (0.09) 0.56 (0.15) 0.60 (0.16) 0.15 (0.09) 

Spatial variability 0.34 (0.11) 0.32 (0.1) 0.35 (0.11) 0.39 (0.14) 

 

Table 6 

Descriptive Measures (Mean and SD) of Memory Performance in Experiment 2 

Spatial match condition Accuracy (%) RT (ms) 

Spatial words 80 (0.40) 1301.07 (457.31) 

Congruent encoding 80 (0.40) 1290.57 (461.14) 

Incongruent encoding 79 (0.41) 1311.75 (453.31) 

Neutral words 82 (0.38) 1328.91 (464.82) 
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Figure 1 

The Heat Map Shows the Distribution of Word Location Ratings over Positions on the Horizontal and 

Vertical Axis 

 

Note. Lighter colours indicate lower frequency and darker colours indicate higher frequency. Note that 

the blank area outside the pattern does not refer to an absence of ratings, but rating frequency under a 

certain threshold (see supplemental online materials for an interactive scatterplot showing all word 

locations on the horizontal and vertical axes). 

 

Figure 2 

A Schematic Illustration of the Temporal Order of Events in an Example Trial Showing Two Different 

Encoding and Two Different Retrieval Conditions in Experiment 1 
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Note. A schematic illustration of the temporal order of events in an example trial showing two different 

encoding and two different retrieval conditions in Experiment 1. In this example, the relevant quadrant 

is the top left location, where the probe word (i.e., BIRD) appears. Feedback on this diagram (Correct 

1200 ms) is given as an example. 

 

Figure 3 

Accuracy and RTs Between Four Combinations of Encoding and Retrieval Conditions in Experiment 1 
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Note. Violin plots show the distribution of accuracy and RTs as per condition. The box plots within the 

violins show the whole range (vertical line), the mean (black square), and the median (horizontal line). 

Grey dots represent data points for individual participants. (CE + CR: Congruent Encoding and Congruent 

Retrieval, CE + IR: Congruent Encoding and Incongruent Retrieval, IE + CR: Incongruent Encoding and 

Congruent Retrieval, IE + IR: Incongruent Encoding and Incongruent Retrieval). * p ≤ .05 ** p ≤ .01. 

 

 

** 

* 
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Figure 4 

Accuracy and RTs across Word Types and Encoding Conditions in Experiment 2 

 

Note. Violin plots show the distribution of accuracy and RTs per condition. The box plots within the 

violins show the whole range (vertical line), the mean (black square), and the median (horizontal line). 

Grey dots represent data points for individual participants. * p ≤ .05 
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