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Abstract
This article draws on moral theory to advance digital citizenship education and 
explore how adolescents aged 13–16 make decisions when confronted with incivil-
ity, such as cyberbullying, on social media. Given the extent to which digital citi-
zenship education may be approached in line with deontological (rules), utilitarian 
(consequences) and/or virtue ethical (character) theories, we argue that it is impor-
tant to know which of these underpin adolescents’ moral decision making online. To 
address this question, this article reports findings from a survey completed by 1947 
13–16 year olds in England. Chi-square tests, binary logistic regressions and other 
exploratory analysis showed that most 13–16  year-olds use virtue ethical reasons 
to justify moral actions. We conclude that if online incivility is to be reduced, poli-
cymakers, educators and parents should focus more on virtue- and character-based 
approaches to digital citizenship education.

Keywords Adolescents · Moral decision making · Social media · Incivility · Moral 
theory · Deontology · Utilitarianism · Virtue ethics

1 Introduction

The question of whether the Internet contributes to or diminishes human flour-
ishing – our ability as human beings to live well and thrive both individually 
and collectively (Jubilee Centre, 2017) – has been central to many academic and 
other publications since the technology was invented decades ago. Recently, Sir 
Tim Berners-Lee, credited with inventing what is known as the Web, has spoken 
about his hope that the technology can improve the world, yet acknowledged 
that “it’s understandable that many people feel afraid and unsure if the Web is 
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really a force for good” (World Wide Web Foundation, 2019, para. 4). Sir Bern-
ers-Lee’s assessment is not surprising given the prevalence of media, academic, 
policy and lay commentators who point out online harms and moral misdemean-
ors as an indication that using the Internet has made us increasingly unkind and 
uncivilized (see, e.g., Cocking & van den Hoven, 2018). However, the Internet is 
also a positive addition to our lives as it presents considerable opportunities for 
learning, socializing, participation and entertainment (Livingstone et al., 2018).

For good or for bad, we live in societies that are increasingly saturated with 
digital technologies. Amid concerns about the risks that the Internet presents, 
policymakers in the UK have been discussing solutions, including the regula-
tion of online platforms (UK Government, 2019) and the promotion of digital 
literacy, understood as the functional and critical skills and knowledge that users 
need to use digital technologies (Polizzi, 2020). However, to inform new pol-
icy and educational practice, we also need to know what informs individuals’ 
moral decision making online, and particularly in relation to issues of (in)civil-
ity such as cyberbullying. Addressing this question, which has remained under-
researched, is the purpose of the research reported in this article. This question 
is important not only for promoting what is commonly called digital citizenship 
education – the teaching of how to use digital technologies responsibly to par-
ticipate in society (Ribble, 2007) – but also for understanding how moral theory 
should underpin this form of education.

We commenced our study with a belief that adolescents’ online actions may 
be guided by reasons that align with deontological (following rules), utilitar-
ian (evaluating consequences), and/or virtue ethical (deploying character virtues 
such as honesty and compassion) moral theories. It was not our contention that 
adolescents explicitly think about these moral theories when interacting with 
someone online. Rather, the idea was that these moral theories might be help-
ful for understanding moral decision making online. The aim of our research 
was therefore to explore the moral reasons that 13–16  year-olds use to justify 
the decisions they make when faced with a dilemma relating to online (in)civil-
ity. Surprisingly, there has been a dearth of academic literature addressing this 
important question.

This article fills this gap by reporting findings from a survey conducted with 
1947 13–16  year-olds in England. The research focused on first finding out if 
the participants were more likely to make morally engaged or morally disen-
gaged actions (Bandura, 1999) when presented with an instance of online inci-
vility that targets a classmate. After this initial analysis had been conducted we 
then looked at those who gave a morally engaged response and sought to find 
out if this decision was informed predominantly by rules (deontological rea-
sons), consequences (utilitarian reasons) or character (virtue ethical reasons). A 
better understanding of whether, how and why adolescents take moral actions 
online is crucial if we are to target educational policy and practice promoting 
digital citizenship education in order to address issues of online incivility that 
undermine our collective wellbeing, happiness and flourishing. The article starts 
with highlighting research relating to online incivility, showing why the study is 
significant.
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2  Theoretical background

2.1  (In)civility, social media and adolescents

Most adolescents in the UK use social media, understood by Ofcom (2020) as 
networking systems that include platforms like Facebook and Instagram as well 
as messaging services like WhatsApp. According to Ofcom (2020), “by the age 
of 13 (the minimum age restriction on most social media platforms) more than 
half have a profile; and by the age of 15, almost all have one” (p. 19). WhatsApp, 
for example, is used by 62% of 12–15 year-olds, who also use Facebook (69%), 
Snapchat (68%) and Instagram (66%) (p. 20). Social media are designed to afford 
users the ability to communicate with others and act not just as consumers but 
as producers of information. This allows adolescents to benefit from using the 
Internet for gaming, socializing and studying, among other activities. However, it 
also increases risks of online abuse (e.g., cyberbullying, trolling, sexting, online 
humiliation, revenge porn) to which they might be exposed. Given the level and 
potential severity of these risks, it is not surprising that the issue of online (in)
civility has attracted much attention in recent years.

Civility can be broadly defined as “the codes of behavior that allow us to share 
public spaces” (Griffith et al., 2011, p. 10). The question of whether it applies to 
public contexts of collective resistance that rely on political dissensus is beyond 
the scope of this article. Rather, we are concerned with online incivility – which 
we define broadly as the use of the Internet to bully, hurt or abuse others – in rela-
tion to how adolescents use social media on a daily basis. A new language has 
grown up to describe specific types of online incivility (including terms such as 
doxing, dogpiling, flaming and fraping) that can have serious repercussions on 
the wellbeing of young people. This is why, since the 1990s commentators have 
charted a litany of teenage suicides (such as those of Tina Meier, Tyler Clementi 
and Amada Todd) that are linked to online abuse. Similarly, Cocking and van den 
Hoven (2018) describe in their book “Evil Online” the worst aspects of the Inter-
net through stories of online abuse.

Research into online civility shows why this is an issue that requires attention 
from academics, policymakers, educators and parents alike. Reported rates of 
online incivility vary across studies depending on how it is defined and on the age 
of respondents (Whittaker & Kowalski, 2014). Most studies show that between 
10% and 40% of children and young people report being victims of cyberbullying, 
both in the UK and elsewhere (see Patchin & Hinduja, 2015). Those who experi-
ence online abuse are 2.3 times more likely to self-harm and 2.5 times more likely 
to attempt suicide than those who do not (John et al., 2018). Ofcom (2020) found 
that three out of ten 8–15 year-olds think that “people are mean to each other on 
social media all or most of the time” (p. 21). More problematically, “while almost 
half of 12-15s feel it is not OK for people to … say what they want online if it 
is hurtful to others, three in ten are unsure, suggesting a degree of uncertainty 
around what is and isn’t acceptable” (p. 21). It is not surprising therefore that aca-
demic research on how to deal with online abuse such as cyberbullying is on the 
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increase (Smith & Berkkun, 2017). This and similar research has informed policy 
documents in the UK about the impact of the Internet on young people’s wellbe-
ing, mental health and potential to flourish online (see, e.g., UK Government, 
2019). Relatedly, it is the backdrop against which we conducted our research to 
inform educational approaches that might reduce online incivility and abuse.

2.2  Moral decision making online

Most adolescents in the UK make moral decisions everyday about how they behave 
online and what they post, share, like and comment on (Harrison, 2016b). Do they 
decide to forward an unkind post or report it, or to post an unfavorable picture or 
trash it? In practice, moral decision making (i.e., the decisions that individuals 
make to navigate the ethical implications of a given situation) has many faces to it. 
Sometimes it will be instant, other times it will be muddled and extended over time. 
Sometimes it will be undertaken more consciously, and other times more implicitly 
(Haidt & Joseph, 2008). Moral decisions depend on context – they are influenced 
by perceptions of situations, who is involved, personal values and judgements, rules 
and consequences. Of course, however, not all decisions will be acted upon. Aware-
ness of what the right course of action might be does not necessarily equate with 
taking that course of action, or any action at all.

In this article we draw on Bandura’s (1999) theory of moral disengagement 
(which refers to the belief that the ethical features of a situation do not apply to 
oneself) to classify how adolescents respond to incivility online in either morally 
engaged or morally disengaged ways. According to Bandura, individuals separate 
their thoughts and actions in order to rationalize and justify their engagement in (im)
moral acts. Bandura (2001) argues that the moral self is “embedded in … self-regu-
lative mechanisms” (p. 102). As explained later in the article, we used the concepts 
of moral engagement and disengagement to classify how 13–16 year-olds respond 
to coming across a post on social media that is unkind to one of their classmates. 
There is a debate in the literature about how inaction when witnessing an immoral 
act, the so-called bystander effect, should be classified. Some (e.g., Kyriacou et al., 
2018; Machakova et al., 2018) have categorized bystander behavior online as hos-
tile, defensive, or passive. Others like DeSmet et al. (2015) have categorized it, more 
simply, as either “positive” (e.g., defending victims, reporting abuse) or “negative” 
(e.g., passive or reinforcing hostile behavior). In short, while bystander behavior 
(when it is not defensive) can be either hostile (e.g., posting a comment online in 
support of an abusive post) or passive (doing nothing), not just the former but also 
the latter may be framed as something questionable, since they both fuel online 
incivility and abuse such as cyberbullying. This is why Benzmiller (2013) has even 
argued that the passive role of bystanders online should be criminalized. It is worth 
noting, however, that bystander behavior online is amplified by the nature of the dig-
ital environment and the affordances of digital technologies, including the fact that 
the Internet is under-regulated and allows online anonymity (Runions & Bak, 2015).

In our study we were primarily interested in how 13–16 year-olds justify their 
morally engaged or disengaged actions, and how their reasons align with different 
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moral theories. This article draws on the three most prominent moral theories 
to categorize moral decision making as underpinned by reasons that may be: 1) 
deontological (i.e., based on the recognition of normative rules as to what the 
right behavior should be), 2) utilitarian (i.e., based on the idea that the moral 
value of an action depends on the consequences of that action), and/or 3) vir-
tue ethical (i.e., based on the belief that individuals should possess virtues such 
as honesty and compassion and know, as theorized by Aristotle, how to deploy 
the right virtues depending on context) (LaFollette and Persson, 2013). Tradition-
ally, research informed by moral theory, which is often treated monolithically and 
with little attention to virtue ethics (Frímannsson, 2021), has prioritized inves-
tigations of deontological and utilitarian judgments by examining responses to 
moral dilemmas designed to pit one course of action against another (e.g., Bartels 
& Pizarro, 2011). The classic example involves the task of presenting participants 
with hypothetical scenarios such as that of a runaway trolley that will kill five 
people unless participants intervene by causing the death of another individual 
(Foot, 1978). Recently, there has been a resurgence in contemporary moral phi-
losophy of virtue ethics widely believed to be inspired by Elizabeth Anscombe 
(1958). Advocates for virtue ethics claim that this brings more attention to how 
character and virtues influence individuals’ decisions and actions and, as such, 
is more contextually sensitive (Kristjánsson, 2015). Importantly, the three moral 
theories above are not mutually exclusive, which raises the question of what their 
interplay consists of in the context of how adolescents use digital technologies. 
An understanding of how these theories play out in the real world of 13–16 year-
olds making decisions when confronted with online abuse may inform what edu-
cators, parents and policymakers can do to reduce online incivility. It can help 
them decide if they should place more emphasis on imposing rules that limit 
adolescents’ use of the Internet, on encouraging them to think about the conse-
quences of their own actions, and/or on cultivating virtues such as compassion, 
wisdom and honesty.

A few studies informed by moral psychology have explored the extent to which 
users make morally engaged or disengaged decisions online, depending on their 
emotions or on their perceptions of the ethical features of different online con-
texts (D’Errico & Paciello, 2018; Ge, 2020). What is lacking, however, is research 
exploring moral decision making online through a multifaceted moral theoretical 
lens. Indeed, we do know to what extent adolescents make decisions online that 
can be classified against the moral theories of deontology, utilitarianism and vir-
tue ethics. There is some research that has investigated online interactions through 
one of these lenes. For example, adopting a deontological frame, Selwyn & Aagaard 
(2021) have researched how countries impose rules on smartphone use in schools, 
while others have considered the rights and duties of Internet users (e.g., Lievens 
2011; Lyu 2012). The preponderance of deontological approaches is not surpris-
ing, since Kantianism (which is what deontology stems from) is the moral theory of 
choice in many areas of applied ethics. Meanwhile, articles that explore happiness 
or wellbeing as a consequence of online interactions, thus adopting consequentialist 
lines of enquiry, are also common (e.g., Stauffer et al., 2012). Recently, furthermore, 
there has been more focus on virtue ethics, with Harrison (2016a; 2021) and Vallor 
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(2016), amongst others, stressing the importance of adopting such a focus when 
researching digital technologies.

Despite calls that ethics in everyday life should not be codified into discreet moral 
theories (Williams, 1985), researchers rarely draw on more than one moral theory 
when considering moral decision making online. Of all the studies that we assessed, 
only one conducted by Cheolo Yoon (2011) proposes a moral decision-making 
model for the Internet that is based on five moral philosophies – justice, relativism, 
egoism, deontology and utilitarianism. Yoon draws on Reidenbach and Robin (1990) 
to define 1) justice as the principles that promote equality, 2) relativism as morality 
that is relative to culture, 3) egoism as the idea that the self should be the goal of 
one’s own actions, 4) deontology as the expectation that acts are inherently right 
or wrong, and 5) utilitarianism as the conviction that moral action should be deter-
mined solely by its contribution to happiness (p. 2402). Yoon’s model, tested among 
university students in South Korea, suggests that their moral judgments align with 
these theories, affecting, in turn, their behavioral intentions. Except for his study, 
however, there is a lacuna in the literature, which is addressed by the present study.

2.3  Moral decision making and digital citizenship education

What is clear from the literature is that there is a lack of research, both in the UK 
and elsewhere, on adolescents’ moral decision making online, and particularly in 
relation to (in)civility on social media. Despite this gap in the literature, we know 
that many schools, in practice, employ strategies to teach young people elements of 
moral education as part of what is commonly known as digital citizenship education 
(DCE) and in ways that are coupled with digital literacy education. Although digital 
citizenship is a contested term, it is often understood as the wise and responsible 
use of digital technologies in line with norms of appropriate behavior, and with a 
view to participating in society (Ribble, 2007). A recent OECD report (Burns & 
Gottschalk, 2020, p. 46) shows that promoting DCE is perceived across multiple 
countries in the world as the most pressing global challenge of the digital age, over 
both the tackling of online risks such as cyberbullying and issues of digital divide. 
Meanwhile, beyond formal education, the task of cultivating digital citizenship in 
young people lies also in the hands of parents, whose parental strategies are inher-
ently informal and more dispersed. Most parents take steps to encourage their chil-
dren to act with civility online, and a recent survey found that in the UK parents 
prioritize cultivating character and virtues (44%) over trying to teach children about 
the consequences of their online actions (27%) or making rules (19%) (Harrison & 
Polizzi, 2021). Parents are often regarded as primarily responsible for educating 
their children about how to minimalize the risks and maximize the opportunities of 
being online. This article, however, is primarily concerned with how schools and 
teachers approach DCE. This is because we believe that our study can be particu-
larly helpful for educators in terms of developing a planned and reflective approach 
to digital citizenship, one that should be embedded more systematically within for-
mal education in ways that are underpinned by moral theory.
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In the UK, most schools offer some form of DCE through assemblies, Per-
sonal, Social, Health Education (PSHE), Citizenship and Computing classes, and 
through advice and communications addressed to parents. In some cases, these 
activities can be broadly classified against one of the three prominent moral theo-
ries outlined above. For example, banning phones in classrooms or implement-
ing codes of conduct for smartphone use might be considered deontological in 
nature, since these strategies rely on adults instructing children to respect rules 
(Diamantes, 2010; Tandon et  al., 2020). What is not clear, however, is whether 
or how these rules influence young people’s moral decision making when they 
interact online – do these rules register and matter to them? Likewise, some 
approaches that schools follow are more utilitarian (Stauffer et al., 2012) – these 
include, for instance, showing students films about the effects of cyberbullying or 
sexting. These approaches aim at providing young people with an ethical know-
how derived from developing an empathetic understanding of the negative conse-
quences of online interactions. Again, little is known, however, about the extent 
to which these kinds of interventions are effective in shaping adolescents’ moral 
decision making online. Increasingly, schools are adopting strategies that pro-
mote character education in line with neo-Aristotelian virtue ethics by encourag-
ing adolescents to engage in conversations about the qualities necessary for using 
digital technologies as citizens of the digital age. For example, international gov-
ernment bodies such as the Council of Europe (2019), as well as international 
organizations like Common Sense Media (James et al., 2019) have provided use-
ful resources to promote both a character and a competencies approach to digital 
citizenship education. Nevertheless, there is little evidence about whether or how 
these activities are effective in informing the moral decisions that young people 
make in their everyday online interactions.

In reality, many schools and educators develop approaches that combine deon-
tological, utilitarian and virtue ethical strategies, but few, arguably, do so in ways 
that are conscious of these underlying moral theories (Harrison, 2021). Further, 
the impact of these strategies on reducing online incivility and abuse is largely 
unknown. Although evaluations of educational interventions are important, we 
argue that trials that assess the impact of such interventions equate with putting 
the cart before the horse. Rather, it is essential to first understand how adolescents 
make moral decisions online, with a view to then informing how schools and 
educators might draw on different moral theories. This is why the research that 
we present here is not concerned with which educational strategies informed by 
deontological, utilitarian or virtue ethics work best. By contrast, we are interested 
in which of these theories most underpins adolescents’ moral thinking and actions 
when faced with an online dilemma. This, in turn, may inform those tasked with 
implementing policies and strategies designed to reduce online incivility.

2.4  The present study

This study was focused on answering the following research questions:
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RQ1: What moral decisions do 13–16 year-olds in England make when interact-
ing with others on social media, and particularly in relation to issues of incivility 
and abuse?
RQ2: To what extent do their moral decisions align with deontological, utilitarian 
or virtue ethical theories?

3  Methods

As we began our study our hypothesis was that, when faced with an online dilemma, 
the decisions that 13–16 year-olds make are guided primarily by their perceptions 
of the rules behind or likely consequences of their actions, with character virtues 
informing, to some extent, their decisions. To answer RQs1 and 2 above, a survey, 
which was considered ideal for capturing patterns across a large sample of adoles-
cents, was designed and administered by the research team among 13–16 year-olds 
in England. After reviewing relevant literature, a self-report questionnaire was first 
designed and piloted through cognitive interviews with four 14–15 year-olds. The 
interviews, along with feedback on the questionnaire from three secondary school 
teachers, led to minor adjustments to the questions.

3.1  Measures

The final version of the questionnaire included:

i) Socio-demographic questions: The first three questions asked adolescents about 
their age, gender and time spent on social media in an ordinary day. The latter 
question, which was adapted from the Global Kids Online survey (2021), included 
eight responses ranging from “little or no time” to “more than 5 hours”.

ii) Reactions, and reasons for reacting, to an abusive post on social media: The next 
question asked adolescents what they would do if they came across an abusive 
post on social media, sent by one of their classmates to someone else in their 
class, in which they were tagged. Adolescents were asked to provide one response 
out of eight options, ranging from “do nothing” along with morally disengaged 
reactions such as “forward it to others in my school” to morally engaged reactions, 
including, for instance, “send a nice message to the person insulted to check how 
they feel”, “report it to the social media company”, and “post my own comment 
that criticizes the original post”. If they answered “do nothing” or “something 
else”, which prompted them to provide an open-ended response, they were asked 
to go straight to the next section of the survey. If not, they were first asked a ques-
tion exploring the reason either behind their morally disengaged reactions (e.g., 
“because insulting posts are normal on social media”) or behind their morally 
engaged reactions. In the latter case, responses included three deontological rea-
sons (e.g., “because of the rules of the social media company”), three virtue-based 
reasons (e.g., “because it is the kind/thoughtful thing to do”) and three utilitarian 
reasons (e.g., “because I might be punished if I don’t”). While acting on kind-
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ness can be seen as a condition for the utilitarian project of promoting flourish-
ing and happiness (see, for example, Mill, 1998), it was classified here, in line 
with Aristotelian virtue ethics, as a form of action that is primarily grounded in 
kindness as a character virtue. Meanwhile, whilst some would frame individuals’ 
worries about punishment as self-serving and concerned primarily with politics 
rather than morality (see, for example, Binder, 2002), these were classified here 
as utilitarian because of their consequentialist nature.

In the limitations section of the paper below we outline the principal concerns 
about the validity and reliability of the measures. These primarily relate to issues 
of i) self-deception, 2) social desirability, and 3) self-confirmation bias due to the 
survey being self-report. Further questions on 1) the qualities that participants most 
want their friends to show on social media, 2) what qualities they think their friends 
show the least on social media, and 3) who taught them how to use social media 
wisely, were included in the survey but are not reported here. The findings from 
these measures can be found in Harrison & Polizzi (2021).

3.2  Participants

Both convenience and purposive sampling was used to recruit eight secondary 
schools in England from 15 schools that were initially contacted through previous 
contacts known to the researchers, with a view to maximizing diversity in terms of 
1) geographical location and 2) type of school – i.e., academy (independent, state-
funded), community (run by local authorities) or Catholic. The questionnaire, which 
the schools administered among their students in Years 9, 10 and 11 between Sep-
tember and November 2020, was offered in two formats: online through Qualtrics, 
and via hard copy.

Whilst the original sample included 2067 responses, the final sample consisted 
of 1947 responses, as 120 responses were excluded due to missing data in all the 
self-reported measures beyond the socio-demographic questions. Table 1 provides 
an overview of the sample. 32% of the sample were 13 years old, 38% were 14 years 
old, 25% 15 years old and 5% 16 years old. 52% of the participants were male and 
46% female. The total number of responses under “age” and “gender” in the table 
does not add up to the number of valid responses to the survey (i.e., 1947) because 
of missing responses. Meanwhile, the percentages add up to 100 since they refer to 
the number of participants who did report their age and gender.

3.3  Data analysis

Once the data was cleaned and organized using Excel, it was imported into, and 
analyzed on, SPSS (version 22). First, descriptive analysis was performed to exam-
ine frequencies and distributions in relation to each of the measures above. When 
cross-tabulating the data by participants’ age and gender and by time spent on social 
media, chi-square tests at 95% confidence level were performed to test for associa-
tion. In addition, we used a binary logistic regression employing a .05 criterion of 
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statistical significance in order to test the association between adolescents’ age, gen-
der and time spent on social media and their selection of morally engaged reactions. 
Finally, participants’ open-ended responses were examined by generating word 
clouds on NVivo (version 12), which were used to identify patterns across partici-
pants’ responses and the key terms that they used.

3.4  Ethical considerations

The study was approved by the Ethics Committee of the University of Birmingham. 
All participants were fully informed about the purpose of the research and given the 
opportunity to withdraw at any point during the completion of the questionnaire. 
Prior to administering the survey, schools were sent an information sheet along with 
an opt-out consent form for those parents who did not wish for their children to take 
part in the survey.

4  Results

This section describes the findings from the survey. All chi-square test results 
reported below are statistically significant (p < .05). All percentages in the charts 
have been rounded to the nearest whole number.

4.1  Adolescents’ reactions to an abusive post on social media

As shown in Fig.  1, the reaction that most adolescents aged 13–16 reported hav-
ing in response to coming across an abusive post on social media was “do nothing” 
(21%), followed by “send a nice message to the person insulted to check how they 
feel” (19%), then “tell my friend to stop tagging me in such messages” (17%), and 

Table 1  Overview of the 
Sample

Participants No. (%)

Age
13 618 (32%)
14 712 (38%)
15 481 (25%)
16 90 (5%)
Gender
Male 991 (52%)
Female 867 (46%)
Other 30 (2%)
Format used
Online 955 (49%)
Hard copy 992 (51%)
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then “tell my parents/teachers about it” (14%). Most of those who chose “something 
else” (13%) reported in their open-ended responses that they would react by combin-
ing responses, thus having more than one reaction, such as reporting the abusive 
post to parents or teachers before sending a nice message to the person insulted, or 
before asking their friend to stop tagging them in their posts.

Interestingly, adolescents’ reactions differed by age group [X2 (24, 
N = 1843) = 52.189, p < .01]. More specifically, 13  year-olds were both the most 
likely to “send a nice message to the person insulted” (23%) and the least likely 
to “do nothing” (17%). By contrast, 15 year-olds were both the most likely to “do 
nothing” (24%) and, together with 16 year-olds, the least likely to “send a nice mes-
sage to the person insulted” (16% each). Similarly, when it comes to gender, adoles-
cents’ reactions were also different [X2 (8, N = 1805) = 110.46, p < .01]. Compared 
to their male counterparts, female adolescents were more likely to choose the fol-
lowing reactions: “report it to social media company” (13% versus 9%), “send a nice 
message to the person insulted to check how they feel” (22% versus 17%) and “tell 
my parents/teachers about it” (22% versus 9%). By contrast, male adolescents were 
more likely to choose “post my own comment that criticizes the original post” (5% 
versus 3%) and “do nothing” (26% versus 15%).

Once reactions were grouped (Fig.  2) into either “morally disengaged reac-
tions” (including “post my own comment that supports the original post”, “for-
ward it to others in my school” and “do nothing”) or “morally engaged reac-
tions” (including all other responses except “something else”), what stood out 
is that most adolescents chose morally engaged reactions (74%) as opposed to 
morally disengaged reactions (26%). Also, what Fig. 2 shows is that, as their age 
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increases, they become less likely to have morally engaged reactions (79% at the 
age of 13 versus 65% at the age of 16) and more likely to have morally disen-
gaged reactions (21% at the age of 13 versus 35% at the age of 16).

A binary logistic regression was carried to test the association between partici-
pants’ age, gender and time spent on social media and their selection of a mor-
ally engaged reaction. The results evidenced a significant association between the 
variables and the outcome X2 (3, N = 1553) = 94.923, p < .001. Employing a .05 
criterion of statistical significance, gender, time spent on social media and age 
had significant partial effects. As captured by Table 2, the odds ratio for gender 
indicates that when holding all other variables constant, females are 2.7 times 
more likely to choose a morally engaged reaction (once interacting with an abu-
sive post) than males. Inverting the odds ratio for age and time spent on social 
media reveals that for each one-point increase on the eight-point time scale there 
are approximately 15% less chances of engaging in moral reactions. Similarly, 
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for one unit increase in the four-point age scale there are approximately 20% less 
chances of engaging in a moral reaction.

4.2  Reasons behind adolescents’ reactions

In total, as shown in Table 3, the reasons that most adolescents chose in support of 
their morally engaged reactions were virtue-based (68%) as distinct from utilitar-
ian (21%) or deontological (11%). More precisely, the reason that most adolescents 
chose was “because it is the kind/thoughtful thing to do” (37%), followed by 25% 
who chose “because it is the just/fair thing to do”, followed, in turn, by 13% who 
chose “because the same thing might happen to me”. Their grouped reasons differed 
by gender [X2 (2, N = 992) = 5.64, p < .05]. Female adolescents were more likely to 
choose deontological reasons than their male counterparts (13% versus 8%), with 
7% choosing “because of the rules of the social media company” as opposed to 5% 
of male participants. By contrast, while the extent to which both females and males 

Table 2  Association Between 
Participants’ Age, Gender and 
Time Spent on Social Media 
and Their Selection of a Morally 
Engaged Reaction

Variables in the Equation

B S.E. Wald df Sig.

Time −.169 .029 34.352 1 .000 .844
Age −.225 .069 10.532 1 .001 .799
Gender 1.013 .129 62.107 1 .000 2.754
Constant 1.924 .212 82.698 1 .000 6.852

Table 3  Adolescents’ Reasons Behind their Morally Engaged Reactions

Reasons Count Column N %

Virtue-based
Because it is the kind/thoughtful thing to do 379 37%
Because it is the just/fair thing to do 258 25%
Because it is the brave/courageous thing to do 59 6%
Total 739 68%
Utilitarian
Because the same thing might happen to me 128 13%
Because I might be punished if I don’t 43 4%
Because I might be criticised for doing otherwise 43 4%
Total 171 21%
Deontological
Because of the rules of the social media company 65 6%
Because of my school’s rules 26 3%
Because of my parents’ rules 21 2%
Total 112 11%
Sum of totals 1022 100%
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chose utilitarian reasons was similar (17% each), male adolescents were more likely 
to choose virtue-based reasons than their female counterparts (75% versus 70%). 
This includes 38% of males who chose “because it is the kind/thoughtful thing to 
do” as opposed to 34% of their female counterparts.

Once adolescents’ reasons were matched with their reactions, what stood out 
was that most adolescents who would react to an abusive post on social media by 
“send[ing] a nice message to the person insulted” justified this reaction by choosing 
the reason “because it is the kind/thoughtful thing to do” (75%). This is followed by 
27% of adolescents choosing this reason to justify, rather, the fact that they would 
“report [the abusive post] to the social media company”. By contrast, most adoles-
cents who would react to an abusive post on social media by “post[ing] their own 
comment that criticizes the original post” justified this reaction by choosing the rea-
son “because it is the just/fair thing to do” (44%). This was followed by 35% choos-
ing this reason to justify the fact that they would “tell their parents/teachers about 
it”. Meanwhile, among those few adolescents who would react to an abusive post 
on social media by either forwarding it to others in school (1%) or by posting their 
own comment in support of the original post (1%), most of them (i.e., 29% and 33%, 
respectively) justified either of these morally disengaged reactions by choosing the 
reason “because in general I find these posts funny”.

5  Discussion

In this article we have presented data that shows what moral decisions 13–16 year-
olds in England make when presented with an issue of incivility on social media 
(RQ1), and the extent to which their decisions align with deontological, utilitar-
ian or virtue ethical theory (RQ2). The purpose of this research was to reflect on 
how approaches to digital citizenship education might be adapted to take account of 
moral theory. In this section, the findings reported above are discussed in relation to 
the broader literature, with emphasis on their implications for research and practice.

Significantly, we found that most participants, if they were tagged into an abu-
sive social media post about someone in their class, would be more likely to choose 
morally engaged reactions (74%) rather than morally disengaged reactions (26%). 
This finding is based on a classification of participants’ reactions that is grounded in 
Bandura’s (1999) theory of moral disengagement. The present research builds on a 
few studies that have drawn on this theory to explore the extent to which users make 
morally engaged or disengaged decisions online (e.g., D’Errico & Paciello, 2018; 
Ge, 2020; Kyriacou & Zuin, 2018; Price et  al., 2013). These studies have argued 
that using social media within different contexts (from discussing climate change 
or migration to witnessing to cyberbullying) contribute primarily to forms of moral 
disengagement than of moral engagement. By contrast, as found here, the fact that 
almost eight in ten adolescents aged 13–16 in England would react to an abusive 
post in ways that, when grouped together, are morally engaged, is both reassuring 
and promising. It is of note, however, that their most reported individual reaction 
was in fact to “do nothing” (21%), which was classified as form of moral disen-
gagement. This reaction, which has been widely discussed in the literature on moral 
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reasoning and (in)action (see, for example, Abbot & Cameron, 2014), is an exam-
ple of passive bystander behavior; one that is not necessarily hostile (as in posting 
a comment on social media that reinforces an abusive post) but is still “negative” 
since it contributes to spread of online abuse (Machakova et al., 2018). Indeed, as 
remarked by DeSmet et al. (2015), “passive bystanding provides positive feedback 
to the bully, since the bully and victim may consider this as a silent form of approval 
of the bullying” (p. 399). What we were not able to tell from the survey is what 
motivates adolescents to do nothing when coming across an abusive post on social 
media. This is a question that requires further research, as does whether users might 
do nothing as a way of perpetuating incivility. Nevertheless, what is clear from the 
literature is that, because of the nature of the digital environment and the affor-
dances of the Internet, bystander behavior might be more extreme or likely online 
than offline (e.g., Runions & Bak, 2015). Witnesses to online abuse might be less 
likely to respond positively because the Internet is subject to reduced rules, monitor-
ing and regulation, which means that online incivility may be more accepted online 
than offline. In addition, communicating at a distance reduces sensitivity towards 
victims. That is, because of limited synchronous feedback or visual clues (Suler, 
2004), witnesses to online abuse are less likely to develop an emotional response 
that might make them change their behavior. Furthermore, a decrease in “social 
presence” within online settings can reduce empathy (Malti et al., 2010).

Not only was adolescents’ most reported individual reaction to “do nothing” 
when coming across an abusive post, but we also found that, as age increases, they 
are less likely to have morally engaged reactions (79% at the age of 13 versus 65% 
at the age of 16) and more likely to have morally disengaged reactions, including 
passive behavior, such as doing nothing, as well as reinforcing hostile behavior, such 
as posting their own comment in support of the abusive post or forwarding this to 
others (21% at the age of 13 versus 35% at the age of 16). This finding suggests 
that age plays an important role in the context of moral development. Relatedly, it 
echoes previous research conducted by the Jubilee Centre for Character and Vir-
tues (Arthur et al., 2015) arguing that adolescents, especially when turning 14 and 
15, tend to experience a dip in their moral development. This “moral dip” was also 
noted in some of the experiments conducted by Kohlberg (e.g., Kohlberg & Kramer, 
1969). It is not clear why this dip occurs, but it has been suggested that adolescents 
lose some of their moral compass once they question their upbringing (Arthur et al., 
2015).

Another key finding that emerged from the survey is that adolescents in England 
value the importance of using digital technologies in ways that are virtuous. In total, 
the explanations that most adolescents chose in support of their morally engaged 
reactions were virtue-based (68%) as distinct from utilitarian (21%) or deontologi-
cal (11%). As noted earlier when reviewing the literature, this is an area that has 
remained under-studied. The closest study to the present one that we could find was 
conducted by Yoon in 2011. The current study brings this research up to date and 
was conducted with a larger sample (1947 participants compared to 111). Yoon’s 
(2011) study was also conducted in South Korea rather than England, and with uni-
versity students rather than 13–16 year-olds. Yoon found that his participants’ moral 
judgments and behavior align with the five moral philosophies in his investigation 
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(i.e., justice, relativism, egoism, deontology and utilitarianism). This finding con-
firms what our study found: adolescents justify their moral decisions online in ways 
that resonate with different moral theories, including, primarily, virtue ethics. In the 
Yoon study, university students’ moral decision making aligns predominantly with 
principles of justice. To the extent that justice is widely considered a moral virtue 
(Jubilee Centre for Character and Virtues, 2017), his findings mirror ours. Yoon also 
found that his participants’ moral judgements incorporate elements of deontology, 
but only in the context of some moral dilemmas and not others. This finding has 
implications for the present research as the dilemma used (deciding what to do when 
coming across an abusive post on social media) may have favored responses that 
may be more virtuous or utilitarian. While we believe that this was not necessarily 
the case, in future research it would be good to include multiple dilemmas to test 
this claim. What is also not known from the present or from Yoon’s research is how 
explicitly or implicitly these moral theories align with users’ moral decision making 
online. That is, do they operate somewhat subconsciously as part of users’ moral 
schemas, or more in the foreground? This is a complex question that is ripe for fur-
ther research.

What our study also found is that, when holding other variables constant, female 
adolescents aged 13–16 in England are 2.7 times more likely to choose a morally 
engaged reaction in response to online abuse on social media than their male coun-
terparts. On the one hand, this finding resonates with previous literature that has 
argued that male users are not as morally engaged on social media as female users 
(e.g., Jackson et al., 2008). On the other hand, what this study adds is that, while 
male adolescents were found to be more likely than female adolescents to choose 
virtue-based reasons (75% versus 70%), female adolescents were more likely than 
their male counterparts to choose deontological reasons (13% versus 8%), with 7% 
choosing “because of the rules of the social media company” as opposed to 5% of 
male participants. This finding requires further research into whether gender differ-
ences apply to how adolescents justify their moral decisions online. But insofar as 
both male and female adolescents were found to largely favor virtue ethical (over 
deontological and utilitarian) reasons for responding to online incivility, we argue 
that more attention could be paid, in the context of formal education, to the provi-
sion of virtue-based character education.

This form of education has been somewhat neglected (Harrison, 2021) and would 
demand both school and classroom activities that prioritize character, virtue and 
the development of cyber-wisdom as part of digital citizenship education (Harri-
son, 2016a; Harrison & Polizzi, 2021). This approach is timely and promising as 
there has been a renaissance of research into character and the virtue of wisdom 
in recent years, including an influential paper that establishes a common wisdom 
model (Grossmann et al., 2020) and a paper on phronesis (i.e., practical wisdom) as 
a multicomponent construct (e.g., Darnell et al., 2019). In other words, of particular 
importance will be to educate adolescents though character education that frames 
moral decision making in ways that are grounded primarily in Aristotelean virtue 
ethics, which prioritizes autonomous decision making. This has significant implica-
tions for how schools and educators develop and deliver digital citizenship educa-
tion in ways that are underpinned by moral theory, not just among 13–16 years-old 
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but among pupils of all ages. The findings of our research provide evidence that 
it would be beneficial for research to test interventions that place the cultivation 
of character virtues at the heart of digital citizenship education delivered formally 
across different schools and in-class activities. We believe that it is important to take 
such an evidence-based approach to bolster not only widely adopted frameworks for 
teaching digital citizenship (e.g., Ribble, 2007) but also wider policy developments 
around this form of education and the subjects through which, in the case of the 
national curriculum for England, it is generally taught (i.e., PSHE, Citizenship and 
Computing) (Polizzi & Harrison, 2020).

6  Limitations

We believe that our research has meaningful implications and addresses a lacuna in 
the field, but it is not without limitations. Firstly, the current study presents limita-
tions in relation to the sample and measures used. The fact that the sampling strat-
egy was non-probabilistic means that the data is likely to contain some bias. Relat-
edly, the findings cannot be reliably generalized to the broader population. Schools, 
furthermore, were recruited only across England, and not from across the UK or 
globally. Finally, all the measures used were based on self-reporting, which may 
have caused issues of self-deception, social desirability and self-confirmation bias. 
This means that participants may have provided responses that were not accurate, 
or that were dictated by a desire to be viewed favorably or to please the researcher 
(Weber & Cook, 1972). Given the moral dilemma used in the survey, which related 
to someone being unkind online, it is also possible that the survey favored responses 
that were more virtuous. For this reason, we cannot state that morally engaged, and 
specifically virtue-based, responses are most likely for all the moral dilemmas that 
13–16 year-olds might face online. This is why the methodology used in this study 
could be strengthened in future research by presenting participants with multiple 
dilemmas. Furthermore, the possibility that adolescents’ moral decisions are inde-
pendent or positively related was not examined, which is why further analysis is 
needed to explore the relationships between their reasons. Finally, we were unable to 
capture the reasons why most participants chose ‘do nothing’, since we did not ask 
them this question.

7  Conclusion

For many children the Internet has improved their lives; it has offered them 
opportunities for entertainment, learning, socialization and participation in soci-
ety. But it has also exposed them to risks, including, most prominently, privacy 
constraints, misinformation, inappropriate content and online abuse such as 
cyberbullying. In an age in which children are both the Internet’s most vulner-
able users and its pioneers it is important to understand how the technology con-
tributes to and/or diminishes human flourishing. The task of promoting Internet 
safety and human flourishing online is an important one that lies in the hands of 
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multiple stakeholders, not just children and their parents but also educators and, 
when it comes to managing the digital environment, policymakers and Internet 
corporations. This is why promoting digital citizenship education is one of the 
most pressing global challenges of the digital age (Burns & Gottschalk, 2020, p. 
46).

The key findings from the present study that should inform these stakeholders 
suggest that 1) 13–16 year-olds prioritize morally engaged decisions when presented 
with a dilemma associated with (in)civility online, and 2) their moral reactions are 
more likely to be informed by virtue ethical moral thinking rather than deontologi-
cal or utilitarian thinking. These findings invite researchers to look more closely 
at the importance of virtue ethics in shaping moral behavior online. Furthermore, 
they invite policymakers, educators and parents as well as those who design social 
media platforms to think about how to prioritize young people’s ability to develop 
and deploy virtues in the context of their online interactions, and in synergy with 
both utilitarian and deontological principles. When it comes to formal education, the 
next key consideration is how the findings of this study might inform revised digital 
citizenship curricula and teaching resources. Relatedly, while intervention research 
is needed on this topic, a pragmatic and non-reductionist approach to digital citizen-
ship education is necessary, one that may enable educationalists to develop strate-
gies informed by an understanding of how adolescents make moral decisions online. 
Meanwhile, more research is needed into why young people experience a moral dip 
as part of their development.
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