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Abstract

Many studies have focused on Arabic sentiment or emotion classification tasks. However, research on alternative aspects of affect,
such as emotional intensity and sentiment strength tasks, has been somewhat limited. In this paper, we propose a method for
enriching a contextualised language model that incorporates static character and word embeddings for emotional intensity and
sentiment strength in Arabic tweets. We examine the assumption that models using static embeddings that are trained specifically on
a corpus containing extensive Arabic affect-related words can boost the performance of language models. Through the development
of character-level embeddings, we have found that our method is able to overcome the limitations associated with out-of-vocabulary
words, which is a common problem when dealing with Arabic informal text. Given this, the method that we have developed achieves
state-of-the-art results for the detection of the intensity of emotion and sentiment strength in Arabic social media.
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1. Introduction

Social media channels produce a significant amount of user-generated content that can form the basis for models
developed to predict people’s emotions, sentiments and opinions. In addition to employing language to share their
emotions and sentiments, people also use what they write to communicate the intensity of their emotions. The term
’affect’ is adopted as a reference to various categories of emotion. These categories typically range from classification
of sentiment (from positive to negative) to classification of finer-grained sentiment strength (e.g. high positive to low
positive) and emotional intensity (e.g. high anger to low anger). A number of studies have analysed Arabic sentiment
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classification; however, studies on alternative aspects of affect (sentiment strength and emotional intensity) are limited
[30].

Detecting affect from text can be challenging, particularly in the context of social media microblogs. This is primar-
ily because of the challenges associated with the use of informal language, character limitations and use of symbols
and slang. This task becomes even more complicated when morphology-rich languages, such as Arabic, are involved
[6]. Social media communications typically consist of a range of dialects and sub-dialects that are not ruled by consis-
tent standards. As such, there is a need for effective methods and resources that can be adopted to better comprehend
and treat a variety of linguistic forms when seeking to understand affect in Arabic tweets.

Traditional or static word embedding has been used effectively for a range of natural language processing (NLP)
tasks [22, 41, 27, 19]. It uses dense vectors to represent words projecting into a continuous vector space, thereby
decreasing the number of dimensions. Most works on affect tasks were derived from static word embedding mod-
els, such as word2vec [28], GloVe [33] and fastText [18]. However, although these early frameworks have achieved
some significant advances, they lack contextualised information. Recently, Bidirectional Encoder Representations
from Transformer (BERT) [21] have been shown to be able to generate effective representation for NLP tasks in var-
ious contexts. These dynamic language models provide words with different representations based on the contexts of
these words. Transformer-based language models are particularly useful for Arabic sentiment and emotion classifica-
tion tasks [5, 7]. However, to the best of our knowledge, no work has employed contextualised word embeddings for
Arabic emotional intensity and sentiment strength.

Recent research shows that the combination of static and dynamic word embeddings can benefit downstream tasks
[37, 34, 42, 8]. In our work, we propose an approach to enhancing a contextualised language model [2] with the
integration of static character and word embeddings [9] for affect in Arabic tweets. We expect that static embed-
ding models trained specifically on a corpus that is rich in Arabic-affect-related words can boost the performance of
language models. Furthermore, character-level embedding (CE) has been approved to overcome out-of-vocabulary
(OOV) words [9]. Our proposed method achieves state-of-the-art results for Arabic emotional intensity and sentiment
strength tasks.

The rest of this paper is organised in the following manner. Section 2 provides an overview of the related literature.
The methodology for our proposed approach is summarised in Section 3. Section 4 explains the experimental setup
(through which the proposed system was tested), the experimental results and a discussion of the outcomes. Section 5
ends the paper by presenting recommendations for future studies.

2. Related Works

2.1. Sentiment and Emotion Analysis Tasks

Over the last decade, Arabic Sentiment Analysis (SA) has attracted considerable attention due to the prevalence
of opinions and sentiments in social media posts. The primary SA studies on Arabic have typically focused on the
production of expensive resources that required human input to achieve acceptable levels of accuracy [24, 31, 16].
More recently, the standard of SA in Arabic has been enhanced by using different pre-trained language models [5].
The task of Arabic emotions classification followed the efforts spent in SA, trying to discover basic emotions conveyed
within a given text; for instance, surprise, disgust, happiness, and anger [12, 25]. Such attempts have evolved in ways
similar to the models and resources of SA.

While many studies have focused on sentiment and emotions classification tasks, research that aims to detect
emotional intensity or sentiment strength is somewhat less common [29]. One notable study that focused on emotional
intensity was the SemEval 2018 Task 1 (Affect in Tweets) [30]. The majority of the teams who performed effectively
on the task used a combination of features originating from the existing lexicons associated with sentiments and
emotions and different static word representations. The most effective method for Arabic emotional intensity proposed
by AffecThor [1]. The researchers developed a system that employed various handcrafted lexicons in combination
with a pre-trained word-level embedding framework that was based on a dataset consisting of 4 million tweets. These
feature representations were used as an input features. They entered these features in a supervised learning framework
accomplished with ensemble deep network architectures (Bidirectional Long-Short Term Memory (BiLSTM) with
attention and convolutional neural network (CNN).

http://crossmark.crossref.org/dialog/?doi=10.1016/j.procs.2021.05.089&domain=pdf
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classification; however, studies on alternative aspects of affect (sentiment strength and emotional intensity) are limited
[30].

Detecting affect from text can be challenging, particularly in the context of social media microblogs. This is primar-
ily because of the challenges associated with the use of informal language, character limitations and use of symbols
and slang. This task becomes even more complicated when morphology-rich languages, such as Arabic, are involved
[6]. Social media communications typically consist of a range of dialects and sub-dialects that are not ruled by consis-
tent standards. As such, there is a need for effective methods and resources that can be adopted to better comprehend
and treat a variety of linguistic forms when seeking to understand affect in Arabic tweets.

Traditional or static word embedding has been used effectively for a range of natural language processing (NLP)
tasks [22, 41, 27, 19]. It uses dense vectors to represent words projecting into a continuous vector space, thereby
decreasing the number of dimensions. Most works on affect tasks were derived from static word embedding mod-
els, such as word2vec [28], GloVe [33] and fastText [18]. However, although these early frameworks have achieved
some significant advances, they lack contextualised information. Recently, Bidirectional Encoder Representations
from Transformer (BERT) [21] have been shown to be able to generate effective representation for NLP tasks in var-
ious contexts. These dynamic language models provide words with different representations based on the contexts of
these words. Transformer-based language models are particularly useful for Arabic sentiment and emotion classifica-
tion tasks [5, 7]. However, to the best of our knowledge, no work has employed contextualised word embeddings for
Arabic emotional intensity and sentiment strength.

Recent research shows that the combination of static and dynamic word embeddings can benefit downstream tasks
[37, 34, 42, 8]. In our work, we propose an approach to enhancing a contextualised language model [2] with the
integration of static character and word embeddings [9] for affect in Arabic tweets. We expect that static embed-
ding models trained specifically on a corpus that is rich in Arabic-affect-related words can boost the performance of
language models. Furthermore, character-level embedding (CE) has been approved to overcome out-of-vocabulary
(OOV) words [9]. Our proposed method achieves state-of-the-art results for Arabic emotional intensity and sentiment
strength tasks.

The rest of this paper is organised in the following manner. Section 2 provides an overview of the related literature.
The methodology for our proposed approach is summarised in Section 3. Section 4 explains the experimental setup
(through which the proposed system was tested), the experimental results and a discussion of the outcomes. Section 5
ends the paper by presenting recommendations for future studies.

2. Related Works

2.1. Sentiment and Emotion Analysis Tasks

Over the last decade, Arabic Sentiment Analysis (SA) has attracted considerable attention due to the prevalence
of opinions and sentiments in social media posts. The primary SA studies on Arabic have typically focused on the
production of expensive resources that required human input to achieve acceptable levels of accuracy [24, 31, 16].
More recently, the standard of SA in Arabic has been enhanced by using different pre-trained language models [5].
The task of Arabic emotions classification followed the efforts spent in SA, trying to discover basic emotions conveyed
within a given text; for instance, surprise, disgust, happiness, and anger [12, 25]. Such attempts have evolved in ways
similar to the models and resources of SA.

While many studies have focused on sentiment and emotions classification tasks, research that aims to detect
emotional intensity or sentiment strength is somewhat less common [29]. One notable study that focused on emotional
intensity was the SemEval 2018 Task 1 (Affect in Tweets) [30]. The majority of the teams who performed effectively
on the task used a combination of features originating from the existing lexicons associated with sentiments and
emotions and different static word representations. The most effective method for Arabic emotional intensity proposed
by AffecThor [1]. The researchers developed a system that employed various handcrafted lexicons in combination
with a pre-trained word-level embedding framework that was based on a dataset consisting of 4 million tweets. These
feature representations were used as an input features. They entered these features in a supervised learning framework
accomplished with ensemble deep network architectures (Bidirectional Long-Short Term Memory (BiLSTM) with
attention and convolutional neural network (CNN).
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The second-best performing model was the EiTAKA system [26]. They proposed an ensemble model which com-
bined N-Channels ConvNet, a deep learning approach, and XGBoost regressor, which focuses on a compilation of
features based on embedding and lexicons. These integrated models assisted in delivering improved performance for
the affect downstream tasks. The third best performing emotional intensity regression was the system proposed by
the UNCC [3], while the third-best performing emotional intensity classification system was the EMA system [17].
These proposed methods used static pre-trained word-level embeddings within supervised learning models. The EMA
system used applied stems as their processing techniques as opposed to lemmas because Arabic Twitter users typically
use dialectical Arabic, and the majority of Arabic morphological analysers are trained using MSA data.

2.2. Pre-trained Arabic Language Models

The majority of the existing studies on Arabic static word embedding have focused on the use of word-level models
[40, 39, 4, 14] and, to a lesser degree, character-level models [13, 9]. AraVec [39] is considered as one of the most
popular static word embeddings that span six distinct word embedding frameworks for use with the Arabic language.
The training data used to develop AraVec was extracted from three main sources: Wikipedia, Twitter, Common Crawl.
They utilised skip-gram and CBOW to learn word representations for general Arabic natural language processing
purposes. Mazajak [4] used over 250 million Arabic tweets to produce the largest word-level embedding model.
Although they utilised a significant number of words to train the models, they were unable to identify the same words
in alternative forms as employed within everyday speech due to the limitations of these word-level models. Generally
speaking, the embedding effectiveness is largely dependent on the task [35] and is greatly affected by the range of
words used to perform a given task [20].

Recently, [9] has created two static language models at different levels (character and word) to specifically target
affect tasks. They collected 10 million tweets using a strategy to ensure the corpus was enriched with a variety of affect-
related words from different Arabic variations. They employed Word2vec [28] for generating word-level embedding,
and FastText [18] for the character-level embedding model. Finally, they proposed an approach to combine these
models, that they refer to as Affect Character Word Embeddings (ACWE).

Static word embeddings take into consideration a full array of sentences in which a word is used as a means of
generating a universal vector representation of it. However, the meaning of a given word can vary according to the
context within which it is used. This led to generate contextualised word embeddings specifically for Arabic such as
AraBERT [15] and MARBERT [2]. Both models have been applied to varied sentiment and emotion classification
task, achieving the most effectiveness performance cross a number of benchmark datasets [11, 32, 36, 10]. However,
we are not aware of any existing work that employs contextualised word embeddings for Arabic emotional intensity
and/or sentiment strength.

3. Methodology

Our proposed methodology integrates static character and word embeddings (CE and WE) and contextualised
embeddings (MARBERT). We combine these models at the sentence level, following a similar approach proposed by
[8]. However, instead of using static word-level embeddings (WE) only, we incorporated CE to overcome the OOV
problem. An overview of our proposed approach is illustrated in Figure 1. The following subsections explain each one
of these models and how our proposed approach incorporates them.

3.1. Pre-processing

We used pre-processing techniques that have been employed in a range of studies [4, 23]. We started by removing
unrecognisable symbols and any character that is not useful or used in Arabic, such as diacritics and punctuation
marks. We did not remove the emojis because they are often of value in sentiment and emotion analysis tasks. More-
over, we normalised letters that appeared in different forms and re-rendered them in a single expression. For instance,
the ‘hamza’on characters ( �� ,

�
� ) was replaced with the ( � ), and the ’t marbouta’ ( �

� ) was replaced with ( � ).
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Fig. 1. The proposed system architecture.

3.2. Static Word Embeddings

Word embedding is a process by which text is represented in the form of a dense vector that represents how sets of words are
semantically similar by positioning them near each other within the vector. Every word is encoded in a real-valued vector that
consists of a large number of dimensions. Two word embedding levels were used in this study: WE and CE.

• WE: we employed a pre-trained WE model generated by [9]. This model was trained on a massive number of Arabic tweets
that are rich in affect-related words from a variety of Arabic dialects. It was built by using the word2vec algorithm [28]
to learn individual words and their representations. We used a large number of words to train the ara2vec model; however,
a model of this nature cannot feasibly process every single word that is used in an everyday setting. Therefore, the OOV
problem, in which WE cannot identify uncommon words, is expected to arise. This is one of the disadvantages of using a
WE model.

• CE: Since a significant number of different dialects are spoken in Arabic, more significant OOV issues can develop with
this language than with other languages. Alharbi and Lee [9] stated that WE can deliver high value in terms of semantic
similarities; however, CE can more efficiently encode variations in word morphology and align them better within vector
representations. Therefore, we employed their pre-trained character representation model (CE), which has been proven to
perform well in Arabic affect tasks. Their CE was produced by training fastText [18] on a dataset containing 10 million
tweets. This corpus included multiple affect words (i.e. words that express emotions and sentiments of varying intensity
levels) from numerous Arabic dialects.

To this end, we followed [9] in that we combined static character- and word-level models to take advantage of each of them
and to semantically and morphologically represent words in our Arabic affect tasks. The model resulting from this integration is
called Affect Character and Word Embeddings (ACWE). Hence, we employed the convolutional neural network (CNN) proposed
by [23] and using ACWE to set the weights of the embedding layer. These weights were subsequently modified during the training
process to ensure that they are suitable for the tasks before different kernels and filters were used to produce max pooled features.
Finally, these features were concatenated with the output representations of the contextualised embedding model explained in the
following subsection.

3.3. Contextualised Embedding Model

One popular model of contextualised or dynamic language models is BERT, which was created by the Google research team
and has been proven to be highly effective in a myriad of NLP tasks [21]. Given that the dataset involved in our downstream
tasks consisted of multiple Arabic dialects, we chose to use a pre-trained model that was specifically created for Arabic dialect
tasks: MARBERT [2]. Pre-trained on a vast dataset containing 6 billion tweets, MARBERT produces state-of-the-art outcomes
in numerous tasks involving Arabic-language NLP. This model employs 12 attention headers, 12 encoder blocks and 768 hidden
dimensions. It can process sequences of up to 512 tokens. When input into a model, these tokens create a sequence representation.
The first token in the sequence token is [CLS], which comprises targeted classification embedding. Following the authors, we
implemented the model and fine-tuned it in accordance with each downstream task.
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generating a universal vector representation of it. However, the meaning of a given word can vary according to the
context within which it is used. This led to generate contextualised word embeddings specifically for Arabic such as
AraBERT [15] and MARBERT [2]. Both models have been applied to varied sentiment and emotion classification
task, achieving the most effectiveness performance cross a number of benchmark datasets [11, 32, 36, 10]. However,
we are not aware of any existing work that employs contextualised word embeddings for Arabic emotional intensity
and/or sentiment strength.

3. Methodology

Our proposed methodology integrates static character and word embeddings (CE and WE) and contextualised
embeddings (MARBERT). We combine these models at the sentence level, following a similar approach proposed by
[8]. However, instead of using static word-level embeddings (WE) only, we incorporated CE to overcome the OOV
problem. An overview of our proposed approach is illustrated in Figure 1. The following subsections explain each one
of these models and how our proposed approach incorporates them.

3.1. Pre-processing

We used pre-processing techniques that have been employed in a range of studies [4, 23]. We started by removing
unrecognisable symbols and any character that is not useful or used in Arabic, such as diacritics and punctuation
marks. We did not remove the emojis because they are often of value in sentiment and emotion analysis tasks. More-
over, we normalised letters that appeared in different forms and re-rendered them in a single expression. For instance,
the ‘hamza’on characters ( �� ,

�
� ) was replaced with the ( � ), and the ’t marbouta’ ( �

� ) was replaced with ( � ).
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Fig. 1. The proposed system architecture.

3.2. Static Word Embeddings

Word embedding is a process by which text is represented in the form of a dense vector that represents how sets of words are
semantically similar by positioning them near each other within the vector. Every word is encoded in a real-valued vector that
consists of a large number of dimensions. Two word embedding levels were used in this study: WE and CE.

• WE: we employed a pre-trained WE model generated by [9]. This model was trained on a massive number of Arabic tweets
that are rich in affect-related words from a variety of Arabic dialects. It was built by using the word2vec algorithm [28]
to learn individual words and their representations. We used a large number of words to train the ara2vec model; however,
a model of this nature cannot feasibly process every single word that is used in an everyday setting. Therefore, the OOV
problem, in which WE cannot identify uncommon words, is expected to arise. This is one of the disadvantages of using a
WE model.

• CE: Since a significant number of different dialects are spoken in Arabic, more significant OOV issues can develop with
this language than with other languages. Alharbi and Lee [9] stated that WE can deliver high value in terms of semantic
similarities; however, CE can more efficiently encode variations in word morphology and align them better within vector
representations. Therefore, we employed their pre-trained character representation model (CE), which has been proven to
perform well in Arabic affect tasks. Their CE was produced by training fastText [18] on a dataset containing 10 million
tweets. This corpus included multiple affect words (i.e. words that express emotions and sentiments of varying intensity
levels) from numerous Arabic dialects.

To this end, we followed [9] in that we combined static character- and word-level models to take advantage of each of them
and to semantically and morphologically represent words in our Arabic affect tasks. The model resulting from this integration is
called Affect Character and Word Embeddings (ACWE). Hence, we employed the convolutional neural network (CNN) proposed
by [23] and using ACWE to set the weights of the embedding layer. These weights were subsequently modified during the training
process to ensure that they are suitable for the tasks before different kernels and filters were used to produce max pooled features.
Finally, these features were concatenated with the output representations of the contextualised embedding model explained in the
following subsection.

3.3. Contextualised Embedding Model

One popular model of contextualised or dynamic language models is BERT, which was created by the Google research team
and has been proven to be highly effective in a myriad of NLP tasks [21]. Given that the dataset involved in our downstream
tasks consisted of multiple Arabic dialects, we chose to use a pre-trained model that was specifically created for Arabic dialect
tasks: MARBERT [2]. Pre-trained on a vast dataset containing 6 billion tweets, MARBERT produces state-of-the-art outcomes
in numerous tasks involving Arabic-language NLP. This model employs 12 attention headers, 12 encoder blocks and 768 hidden
dimensions. It can process sequences of up to 512 tokens. When input into a model, these tokens create a sequence representation.
The first token in the sequence token is [CLS], which comprises targeted classification embedding. Following the authors, we
implemented the model and fine-tuned it in accordance with each downstream task.
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3.4. Combining MARBERT and ACWE

We integrated static ACWE models and contextualized MARBERT at the tweet level. Figure 1 presents the overview architec-
ture of our proposed method. After fine-tuning MARBERT on the training dataset for each task, we retrieved the contextualised
vectors (each having average of 12 hidden layers). For ACWE, we obtained the feature vector after the CNN model training
(explained in section 3.2). We simply concatenated both obtained vectors which were linked with the remaining network layers.
Finally, after applying a dropout, the final concatenated vectors were forwarded to a dense layer with Mean Square Error activation
function for regression tasks and Softmax activation for classification tasks.

4. Experiments

4.1. Datasets

Our proposed method was evaluated using four affect datasets released by the organisers in the SemEval 2018 shared task
(Affect in Tweets) [30]. The four datasets used in our experiments are described as follows:

• Emotion Intensity Regression Task (EI-reg ): This task involves the use of four sub-sets, one to represent each emotion:
joy, sadness, fear, and anger. The aim is to identify the emotional intensity (EI) expressed within a given tweet. The data
consists of 1800 Arabic tweets separated into three sets for each emotion: a training, development, and test set. The EI-reg
task was annotated by a real-value score that varied from zero (lowest intensity) to one (highest intensity). The details of the
EI-reg dataset can be observed in Table 1.

• Emotion Intensity ordinal classification Task (EI-oc): This task is similar to EI-reg. However, its main objective is to
predict EI classes using a value between 0 and 3. 0 represents an unrelated emotion, 1 signifies the lowest EI, and 3 signifies
the highest EI. The details of the EI-oc dataset can be observed in Table 1.

• Valence Intensity regression Task (V-reg ): The aim of the task is to use a real-value score to predict the valence (V) that
is best aligned with the sentiment strength or valance represented within a given tweet. The V-reg task scores range from 0
(most negative) to 1 (most positive). The details of the V-reg dataset can be observed in Table 1.

• Valence Intensity ordinal classification Task (V-oc): The goal of this task is to classify a given tweet using one of seven
class labels, which range from -3 (very negative) to +3 (very positive). Neutral class is represented by a 0 score. The details
of the V-oc dataset can be observed in Table 1.

Table 1. Number of tweets in EI-reg, EI-oc, V-reg and V-oc datasets and the statistics of the datasets splits.

Task Emotion Labels Train Dev Test Total

EI-reg/
EI-oc

anger o to 1
(real-value)/

0,1,2,3
(classes)

877 150 373 1,400
fear 882 146 372 1,400
joy 728 224 448 1,400

sadness 889 141 370 1,400
V-reg/V-oc - real-value/ 7 classes 932 138 730 1,800

4.2. Results

To evaluate the outcomes of our experiments we utilised Pearson’s correlation coefficient, which measures a bivariate linear
correlation between two given variables. Pearson’s was used as an evaluation metric as it is the official measurement metric for the
benchmark datasets. The coefficient showed a link between the score expected by our systems and the score provided by the test
results in our experiments.

Table 2 summarises the performance of ACWE and MABERT when they were used individually and of our proposed approach
when they were combined. The Pearson correlation result for the dynamic MARBERT model significantly outperformed that of the
static ACWE model. This outcome confirms that contextualised word embedding models can also provide outstanding performance
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in emotional intensity and sentiment strength tasks, as demonstrated in previous studies on sentiment polarity or basic emotion
classification tasks. Moreover, the proposed method revealed an improvement from about 1% to 3% cross all four tasks. This result
demonstrates the performance of the proposed method and the importance of leveraging dynamic and static word embeddings in
Arabic affect tasks within the context of social media microblogs.

Overall, the proposed approach improved the effectiveness across all four affect tasks. The enhanced results can be explained by
the fact that ACWE trained on a large corpus that was built specifically for the domain of affect tasks, whereas MARBERT trained
on an enormous dataset for a general domain. Therefore, the combination approach enhances the quality of the final representations
with additional information. A recent study [38] also found that contextualised language models still struggle to understand rare
words even though they trained with vast data. Thus, leveraging these models with a combination of character and word embeddings
can enhance the performance across all affect tasks.

Table 2. Pearson correlation coefficient results using MARBERT alone and the proposed combination method cross four affect datasets.

Model EI-reg EI-oc V-reg V-ocanger fear joy sad avg anger fear joy sad avg
Previous SOTA 64.7 64.2 75.6 69.4 68.5 55.1 55.1 63.1 61.8 58.7 82.8 80.9

MARBERT 69.0 70.6 78.4 70.6 72.1 56.0 64.4 68.9 65.6 63.7 85.4 81.2
ACWE+MARBERT 69.9 70.9 79.9 71.1 73.0 57.4 67.8 70.9 66.6 65.7 86.1 83.1

5. Conclusion

In this paper, we propose a method for enhancing a contextualised language model by incorporating static character and word
embeddings for affect tasks, particularly emotional intensity and sentiment strength identification. We obtain outstanding results,
significantly outperforming previous state-of-the-art cross four affect tasks. Our proposed method indicates the importance of
leveraging static affect-specific representations and dynamic language models. Training BERT on large datasets from scratch is
time-consuming and requires high-performance hardware that is not always available. Alternatively, statistic word embedding
algorithms can be used at two levels (character and word embeddings) and then combined with pre-trained BERT models. In future
work, we will explore more advanced approaches to combine static and dynamic language models. Moreover, given the fact that
the dataset is a small size , we will investigate data augmentation strategies to enable deep neural network learning from more
samples during the training stage.

References
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3.4. Combining MARBERT and ACWE

We integrated static ACWE models and contextualized MARBERT at the tweet level. Figure 1 presents the overview architec-
ture of our proposed method. After fine-tuning MARBERT on the training dataset for each task, we retrieved the contextualised
vectors (each having average of 12 hidden layers). For ACWE, we obtained the feature vector after the CNN model training
(explained in section 3.2). We simply concatenated both obtained vectors which were linked with the remaining network layers.
Finally, after applying a dropout, the final concatenated vectors were forwarded to a dense layer with Mean Square Error activation
function for regression tasks and Softmax activation for classification tasks.

4. Experiments

4.1. Datasets

Our proposed method was evaluated using four affect datasets released by the organisers in the SemEval 2018 shared task
(Affect in Tweets) [30]. The four datasets used in our experiments are described as follows:

• Emotion Intensity Regression Task (EI-reg ): This task involves the use of four sub-sets, one to represent each emotion:
joy, sadness, fear, and anger. The aim is to identify the emotional intensity (EI) expressed within a given tweet. The data
consists of 1800 Arabic tweets separated into three sets for each emotion: a training, development, and test set. The EI-reg
task was annotated by a real-value score that varied from zero (lowest intensity) to one (highest intensity). The details of the
EI-reg dataset can be observed in Table 1.

• Emotion Intensity ordinal classification Task (EI-oc): This task is similar to EI-reg. However, its main objective is to
predict EI classes using a value between 0 and 3. 0 represents an unrelated emotion, 1 signifies the lowest EI, and 3 signifies
the highest EI. The details of the EI-oc dataset can be observed in Table 1.

• Valence Intensity regression Task (V-reg ): The aim of the task is to use a real-value score to predict the valence (V) that
is best aligned with the sentiment strength or valance represented within a given tweet. The V-reg task scores range from 0
(most negative) to 1 (most positive). The details of the V-reg dataset can be observed in Table 1.

• Valence Intensity ordinal classification Task (V-oc): The goal of this task is to classify a given tweet using one of seven
class labels, which range from -3 (very negative) to +3 (very positive). Neutral class is represented by a 0 score. The details
of the V-oc dataset can be observed in Table 1.

Table 1. Number of tweets in EI-reg, EI-oc, V-reg and V-oc datasets and the statistics of the datasets splits.

Task Emotion Labels Train Dev Test Total

EI-reg/
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anger o to 1
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(classes)
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fear 882 146 372 1,400
joy 728 224 448 1,400

sadness 889 141 370 1,400
V-reg/V-oc - real-value/ 7 classes 932 138 730 1,800

4.2. Results

To evaluate the outcomes of our experiments we utilised Pearson’s correlation coefficient, which measures a bivariate linear
correlation between two given variables. Pearson’s was used as an evaluation metric as it is the official measurement metric for the
benchmark datasets. The coefficient showed a link between the score expected by our systems and the score provided by the test
results in our experiments.

Table 2 summarises the performance of ACWE and MABERT when they were used individually and of our proposed approach
when they were combined. The Pearson correlation result for the dynamic MARBERT model significantly outperformed that of the
static ACWE model. This outcome confirms that contextualised word embedding models can also provide outstanding performance
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in emotional intensity and sentiment strength tasks, as demonstrated in previous studies on sentiment polarity or basic emotion
classification tasks. Moreover, the proposed method revealed an improvement from about 1% to 3% cross all four tasks. This result
demonstrates the performance of the proposed method and the importance of leveraging dynamic and static word embeddings in
Arabic affect tasks within the context of social media microblogs.

Overall, the proposed approach improved the effectiveness across all four affect tasks. The enhanced results can be explained by
the fact that ACWE trained on a large corpus that was built specifically for the domain of affect tasks, whereas MARBERT trained
on an enormous dataset for a general domain. Therefore, the combination approach enhances the quality of the final representations
with additional information. A recent study [38] also found that contextualised language models still struggle to understand rare
words even though they trained with vast data. Thus, leveraging these models with a combination of character and word embeddings
can enhance the performance across all affect tasks.

Table 2. Pearson correlation coefficient results using MARBERT alone and the proposed combination method cross four affect datasets.

Model EI-reg EI-oc V-reg V-ocanger fear joy sad avg anger fear joy sad avg
Previous SOTA 64.7 64.2 75.6 69.4 68.5 55.1 55.1 63.1 61.8 58.7 82.8 80.9

MARBERT 69.0 70.6 78.4 70.6 72.1 56.0 64.4 68.9 65.6 63.7 85.4 81.2
ACWE+MARBERT 69.9 70.9 79.9 71.1 73.0 57.4 67.8 70.9 66.6 65.7 86.1 83.1

5. Conclusion

In this paper, we propose a method for enhancing a contextualised language model by incorporating static character and word
embeddings for affect tasks, particularly emotional intensity and sentiment strength identification. We obtain outstanding results,
significantly outperforming previous state-of-the-art cross four affect tasks. Our proposed method indicates the importance of
leveraging static affect-specific representations and dynamic language models. Training BERT on large datasets from scratch is
time-consuming and requires high-performance hardware that is not always available. Alternatively, statistic word embedding
algorithms can be used at two levels (character and word embeddings) and then combined with pre-trained BERT models. In future
work, we will explore more advanced approaches to combine static and dynamic language models. Moreover, given the fact that
the dataset is a small size , we will investigate data augmentation strategies to enable deep neural network learning from more
samples during the training stage.
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[1] Abdou, M., Kulmizev, A., Ginés i Ametllé, J., 2018. AffecThor at SemEval-2018 task 1: A cross-linguistic approach to sentiment inten-
sity quantification in tweets, in: Proceedings of The 12th International Workshop on Semantic Evaluation, Association for Computational
Linguistics, New Orleans, Louisiana. pp. 210–217.

[2] Abdul-Mageed, M., Elmadany, A., Nagoudi, E.M.B., 2020. ARBERT & MARBERT: Deep bidirectional transformers for Arabic.
arXiv:2101.01785.

[3] Abdullah, M., Shaikh, S., 2018. TeamUNCC at SemEval-2018 task 1: Emotion detection in English and Arabic tweets using deep learning, in:
Proceedings of The 12th International Workshop on Semantic Evaluation, Association for Computational Linguistics, New Orleans, Louisiana.
pp. 350–357.

[4] Abu Farha, I., Magdy, W., 2019. Mazajak: An online Arabic sentiment analyser, in: Proceedings of the Fourth Arabic Natural Language
Processing Workshop, Association for Computational Linguistics, Florence, Italy. pp. 192–198.

[5] Abu Farha, I., Magdy, W., 2021. A comparative study of effective approaches for Arabic sentiment analysis. Information Processing Manage-
ment 58, 102438.

[6] Al-Ayyoub, M., Khamaiseh, A.A., Jararweh, Y., Al-Kabi, M.N., 2019. A comprehensive survey of Arabic sentiment analysis. Information
Processing & Management 56, 320–342.

[7] Al-Twairesh, N., 2021. The evolution of language models applied to emotion analysis of arabic tweets. Information 12, 84.
[8] Alghanmi, I., Espinosa Anke, L., Schockaert, S., 2020. Combining BERT with static word embeddings for categorizing social media, in:

Proceedings of the Sixth Workshop on Noisy User-generated Text (W-NUT 2020), Association for Computational Linguistics, Online. pp.
28–33.

[9] Alharbi, A.I., Lee, M., 2020. Combining character and word embeddings for affect in Arabic informal social media microblogs, in: Métais,
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