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Abstract— This paper develops and examines methods for the 

production of real-world, very high-resolution imagery using a 

high-frequency drone-borne synthetic aperture radar (SAR) 

operating at short-ranges. The significance of motion errors which 

lead to space-invariant/variant phase errors is discussed. 

Subsequently, an imaging algorithm capable of handling these 

errors is proposed and presented. The validity of the approach is 

tested through both simulation and experiment. We present novel 

short-range, fine-resolution imagery (less than 2 cm in cross-

range) of an extended target area generated using a low-cost drone 

borne vehicular frequency-modulated continuous-wave (FMCW) 

radar operating at 77 GHz, without employing a dedicated inertial 

navigation system (INS) or global positioning system (GPS). 

 

Index Terms—Drone SAR, mini-UAV SAR, high-resolution 

imagery. 

I. INTRODUCTION 

YNTHETIC Aperture Radar (SAR) has been extensively 

developed and, subsequently, widely used as a remote 

sensing tool [1], [2]. Previous research has, almost exclusively, 

used airborne and spaceborne platforms to carry the radar 

sensor. As a new platform, drones have a number of unique 

characteristics, which are already opening up new applications 

for SAR imaging. Drones are cheap, easily accessible and 

rapidly deployable. Drones can follow trajectories and fly into 

areas which are otherwise difficult for conventional air or 

space-craft, if possible at all. However, they can only carry 

compact light-weight payloads and the prime power available 

to a radar sensor is severely restricted. This means that drone 

borne SAR imaging is more suitable for operating at relatively 

short ranges, in many instances, consistent with difficult to 

access areas of air-space. Further, drones are more prone to 

flight irregularities due to wind and turbulence, which, 

combined with inaccuracies of modern on-board inertial 

navigation system (INS) or global positioning system (GPS), 

potentially, makes image formation more challenging.  

Typically, the accuracy of a GPS on a drone is between 0.5 m 

and 2 m. This can be increased to centimetre level by using real-

time-kinematic (RTK) or differential systems. However, this 

would begin to make the SAR system expensive. 

There are systems that can rely on capable positional 

instrumentation, where the spatial variance of errors is low in 

both range and azimuth. For example, in [3] – [6], drone-borne 

SAR systems using ground penetrating radar (GPR) were 
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introduced with the aim of underground imaging for landmine 

detection. Undesired motion errors were compensated by using 

GPS-RTK systems. In these reports, due to the low operating 

frequencies, the GPS-RTK system provides sufficiently 

accurate positional data to compensate for motion errors.  Some 

systems use dedicated GPS/INS to ease the implementation of 

the autofocus algorithms. As an example, in [7], a high-

resolution SAR image was generated using a Ku-band radar. A 

differential-GPS was employed to give high accuracy positional 

data. After, motion compensation (MoCo) with GPS data, the 

phase gradient algorithm (PGA) and minimum entropy 

algorithm (MEA) are implemented to compensate residual 

phase errors. Back-projection (BP) was used as an imaging 

algorithm. The reported W-band mini-SAR system in [8] uses 

a motion compensation method based on fusing a combination 

of the inertial measurement unit (IMU) and SAR data. In 

experimentation, the maximum imaging range was set at 600 

m. Imagery with 4.5 cm range and 3.5 cm cross-range 

resolution was produced. Systems that do not rely on dedicated 

positioning systems have also been reported. For example, in 

[9], horizontal, vertical, and circular trajectories and repeat-pass 

interferometry using a drone-based system were investigated. 

The experiments were carried out using a 10 GHz radar. Phase 

errors were compensated using the phase history of point-like 

scatterers and polarimetric active radar calibrators. The 

resolution achieved was approximately 30 cm. However, space-

variant phase errors were not apparent. In [10], a method was 

proposed to deal with range-azimuth coupling using a squint 

minimization technique. Squinted Azimuth-dependent PGA 

and MEA were used as autofocus algorithms. As a result, 

imagery with a resolution of 20 cm in cross-range was obtained 

using a 35 GHz radar. Employing the same SAR system as [7], 

[11] made the phase errors spatially invariant and formed 

imagery without using navigational data. A Quasi-Polar-Based 

fast factorized back-projection (FFBP) algorithm was proposed 

that also terminates the dependency on navigational data. 

Although FFBP is computationally less expensive than BP, it is 

not as fast as frequency domain algorithms. Approximately, a 4 

cm cross-range resolution was achieved. In [12] and [13], a 

drone-borne SAR system was reported using a 9.7 GHz radar. 

A 10 cm resolution was reported using a 2D autofocus method 

after application of a polar format algorithm (PFA). In the 

experiment, the slant range to the scene center was around 2.5 
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km. In the case of finer resolutions at high-frequencies and 

shorter ranges, high degrees of spatial variance will exist, and 

methods will be needed to correct them without the use of a 

dedicated INS. 

    The objective of the research presented here, is to create an 

image formation algorithm that can push the spatial resolution 

limits for short-range, very high-resolution drone-borne SAR 

imaging without the use of an on-board dedicated INS. In the 

algorithm developed, some of the range walk and phase errors 

are compensated by the help of the positional information 

provided by the drone’s flight controller. Subsequently, local 

quadratic map-drift (LQMD) [14], [15] and PGA techniques are 

applied, respectively, to correct for residual range walk error 

and to compensate space-invariant phase errors. After range cell 

migration correction (RCMC), the image is divided into range 

and azimuth blocks and the residual phase errors are estimated 

and compensated within each local scene using PGA. Next, by 

applying another LQMD to each range block, discontinuities 

between azimuth blocks are reduced. The final image is formed 

using a Range Doppler Algorithm (RDA). The validity of the 

approach is tested through simulation and experiment. The 

experimental demonstrator built for this purpose comprised a 

hexacopter drone equipped with a low-cost, 77 GHz frequency-

modulated continuous-wave (FMCW) radar system 

(RadarBook from the INRAS Company) originally developed 

for advanced automotive applications. In this way, images with 

resolution that would otherwise require advanced, multi-

million airborne SAR, can now be formed with drone-borne 

SAR that costs orders of magnitude less (approximately £15k).   

    The rest of this paper is organized as follows. Section II 

explains the imaging geometry and the sources of motion error. 

Section III explains the imaging algorithm with simulation 

result shown in Section IV. The experimental setup and results 

are presented in Section V. Finally, discussion and conclusions 

are included in Section VI. 

II. IMAGING GEOMETRY AND MOTION ERROR 

        The imaging geometry is very similar to strip-map mode 

airborne SAR (Fig. 1). The differences arise due to the altitude, 

the platform velocity, and the motion characteristics of the 

platform. Drones have low altitude, low velocity, and generally, 

are less-stable platforms. Also, some of the assumptions made 

in airborne SAR such as narrow beam and constant target height 

may not be applicable for short-range operation. 

    Ideally, the platform moves on a straight line with a constant 

velocity 𝑣 and altitude h during the aperture time 𝑢𝑎. On the 

other hand, the actual trajectory has deviations due to 

turbulence. In Fig. 1, 𝑃 indicates the ideal position of the 

platform whereas �̃� shows its actual position. The instantaneous 

motion error consists of cross-range motion errors, ∆𝑒𝑥(𝑢), and 

down-range motion errors, ∆𝑒𝑦(𝑢) and ∆𝑒𝑧(𝑢), where 𝑢 is 

slow-time and between ∓
𝑢𝑎

2
. If the ideal sensor position is 

assumed as (𝑣𝑢, 0, ℎ), the ideal slant range, 𝑅𝑖, to the target 

located at the point, (𝑥𝑡 , 𝑦𝑡 , 𝑧𝑡), can be written as 
 

                 𝑅𝑖(𝑢) = √(𝑣𝑢 − 𝑥𝑡)2 + 𝑦𝑡
2

+ (ℎ − 𝑧𝑡)2                (1) 

Also, the closest approach to the target can be described as 
 

                               𝑅0 = √𝑦𝑡
2 + (ℎ − 𝑧𝑡)2                                 (2) 

 

 

The actual slant range, 𝑅(𝑢), is given as 
 

 𝑅(𝑢)

= √(𝑣𝑢 + ∆𝑒𝑥(𝑢) − 𝑥𝑡)2 + (∆𝑒𝑦(𝑢) − 𝑦
𝑡
)

2
+ (ℎ + ∆𝑒𝑧(𝑢) − 𝑧𝑡)2   (3) 

 

    The range error in the line-of-sight (LOS) direction, 𝑅𝑒𝑟(𝑢), 

is the difference between the actual and the ideal range histories 

𝑅(𝑢) −  𝑅𝑖(𝑢). If 𝑦𝑡>> ∆𝑒𝑦 and ℎ>> ∆𝑒𝑧, after Taylor 

expansion, 𝑅𝑒𝑟(𝑢) can be written as 
   

𝑅𝑒𝑟(𝑢) ≅
(𝑣𝑢 − 𝑥𝑡)

𝑅𝑖(𝑢)
∆𝑒𝑥(𝑢) −

𝑦
𝑡

𝑅𝑖(𝑢)
∆𝑒𝑦(𝑢) +

ℎ − 𝑧𝑡

𝑅𝑖(𝑢)
∆𝑒𝑧(𝑢)      (4) 

 

 

  
    To get a more realistic sense of motion errors and their 

dynamics, positional information extracted from the flight 

controller of our drone during flight was used. The trajectory 

itself is shown in the simulations in Section IV (Fig. 5 (a)). The 

Fig. 1. Drone-borne SAR image geometry 

(c)  
Fig. 2. (a) Residual phase error depending on ground range, 𝑦𝑡, for target 

position (0, 𝑦𝑡, 0), compensated based on target at (0, 40, 0). (b) Residual 

phase error depending on cross-range, 𝑥𝑡, for target position (𝑥𝑡, 40, 0), 

compensated based on target at (0, 40, 0). (c) Residual phase error 

depending on height, 𝑧𝑡, for target position (0, 40, 𝑧𝑡), compensated based 

on target at (0, 40, 0). Phase errors are shown in radians. 

 

(a)  (b)  
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resulting phase error,  
4𝜋

𝜆
𝑅𝑒𝑟(𝑢),  was evaluated using (4), and 

the phase error difference to a reference target located at 

(𝑥𝑡 , 𝑦𝑡 , 𝑧𝑡)   =  (0, 40, 0) (without linear term) is presented in 

Fig. 2. The figure shows how the phase errors (in radians) 

depend on the target’s position (𝑥𝑡 , 𝑦𝑡 , 𝑧𝑡)  at a frequency of 77 

GHz. Here, ℎ is assumed as 20 m whereas 𝑣 is 5 m/s. In Fig. 2 

(a), the phase error versus the target’s ground range is plotted, 

assuming (𝑥𝑡 , 𝑧𝑡) = (0, 0). The phase error is calculated for 

each slow-time position by changing the target’s ground range. 

The linear term is removed, and the phase error is compensated 

based on the reference target. As expected, the error increases 

further away from the center and reaches up to 120 radians at 

the edge. In Fig. 2 (b), after subtracting the linear phase error 

and the error of the reference target, the phase error change 

depending on the target’s cross-range position is demonstrated, 

assuming (𝑦𝑡 , 𝑧𝑡)  =  (40, 0). The resulting error is changing 

between +20 and −60 radians. Finally, in Fig. 2 (c), by 

assuming (𝑥𝑡 , 𝑦𝑡)  =  (0, 40), the phase error change is shown 

against the target’s height after subtracting the linear phase 

error and the reference target’s error. The resulting error can 

exceed 20 radians for a target which has 10 m height. As seen, 

the residual phase errors are high and changing non-linearly 

depending on the target position. Ultimately, this spatial 

variance limits the imaging capability even at short-ranges. 

III. IMAGING ALGORITHM 

    The flow-chart representing the algorithm is shown in Fig. 3.  

Fundamentally, after GPS/INS based MoCo, LQMD and PGA 

are implemented to compensate space-invariant errors. Then, 

based on azimuth and range blocking, space-variant errors are 

compensated locally. Although the accuracy of standard 

GPS/INS onboard drones is not as high as RTK measurements, 

it still has the potential to compensate at least some of the bulk 

motion errors.  Nonetheless, significant phase and range-walk 

errors remain after GPS/INS based MoCo. Therefore, autofocus 

algorithms must also be employed. PGA is widely used to form 

high resolution SAR imagery. However, its performance is 

degraded if the amount of range-walk is high. Therefore, an 

option is to apply LQMD before PGA. LQMD can make 

accurate phase error estimations despite range-walk error. Also, 

it can estimate higher order phase errors compared to the 

conventional MD. After LQMD phase error estimation, range 

walk error is corrected, and the phase error is compensated. 

Nevertheless, LQMD is not a perfect algorithm to estimate 

higher-order motion errors. Also, these types of error can 

degrade image quality. In most cases, the data is not still 

accurate enough for RCMC due to residual errors. 

Consequently, PGA is applied to correct residual errors. At the 

short-ranges considered here, the footprint of the beam is small. 

This leads to less prominent targets within the beam. Also, 

target location may affect the phase error as shown in Fig. 2. As 

a result, it is not always possible to compensate space-variant 

errors globally. Therefore, a strategy is followed that is based 

on range/azimuth blocks. The residual phase errors within the 

local scenes are estimated by PGA and then compensated. Also, 

by implementing another LQMD to each range-block, 

discontinuities between the azimuth blocks are reduced. This 

method does not promise a global solution, and the image 

quality may vary from one local image to another. On the other 

hand, the method is easy to implement and has the potential to 

give satisfying results, as will be shown later. 

    The received signal of an FMCW radar is given as 
 

  𝑠(𝑡, 𝑢)

= 𝐴 ∙ 𝑝(𝑡 −
2𝑅(𝑢)

𝑐
) . 𝑒

𝑗2𝜋𝑓𝑐(𝑡−
2𝑅(𝑢)

𝑐
) 

. 𝑒
𝑗𝜋𝛾(𝑡−

2𝑅(𝑢)
𝑐

)
2

    (5) 

where 𝐴 includes the antenna’s azimuth pattern, the second 

term is the envelope of the transmitted signal,  
−𝑇𝑚

2
≤  𝑡 <  

𝑇𝑚

2
 ,

−𝑢𝑎

2
≤  𝑢 <  

𝑢𝑎

2
  ,   𝑇𝑚 is the sweep time, 𝑓𝑐 is the center 

frequency, 𝑐 is the light speed and 𝛾 is the chirp rate. 

    After demodulation, the received signal can be represented 

by the below equation. 
 

�̃�(𝑡, 𝑢) = 

𝑠(𝑡, 𝑢) ∙ ℎ(𝑡)∗ = 𝐴 ∙ 𝑝 (𝑡 −
2𝑅(𝑢)

𝑐
) ∙ 𝑝(𝑡)∗ ∙ 𝑒−𝑗2𝜋𝑓𝑐

2𝑅(𝑢)
𝑐

∙ 𝑒
−𝑗2𝜋(𝛾

2𝑅(𝑢)
𝑐

)𝑡
∙ 𝑒

𝑗𝜋𝛾(
2𝑅(𝑢)

𝑐
)

2

                      (6) 
 

where ℎ(𝑡) is the transmitted signal and the symbol [∙]∗ denotes 

the complex conjugate. 

    As shown in Section II, 𝑅(𝑢) can be written as a summation 

of the ideal range history and the range error history. As a result, 

the signal which represents the two-dimensional error function, 

𝑠𝑒(𝑡, 𝑢), can be written as  
 

𝑠𝑒(𝑡, 𝑢) =  𝛷1(𝑢) ∙ 𝛷2(𝑡, 𝑢) ∙ 𝛷3(𝑢) 

               = 𝑒−𝑗2𝜋𝑓𝑐
2𝑅𝑒𝑟(𝑢) 

𝑐 ∙ 𝑒
−𝑗2𝜋(𝛾

2𝑅𝑒𝑟(𝑢)
𝑐

)𝑡 

∙ 𝑒
𝑗𝜋𝛾(

4𝑅𝑒𝑟(𝑢)(2𝑅𝑖(𝑢)+𝑅𝑒𝑟(𝑢))  

𝑐2 )
                      (7) 

    Here, the second term is both a fast and slow-time dependent 

error whereas the first and third terms are only slow-time 

dependent. These three terms are represented by 𝛷1(𝑢), 

𝛷2(𝑡, 𝑢), 𝛷3(𝑢), respectively. The contribution of 𝛷3(𝑢) is 

generally low enough to neglect it. The main phase error is 

caused by 𝛷1(𝑢), whereas 𝛷2(𝑡, 𝑢) results in range walk error 

in the image. 

A. GPS/INS Based MoCo  

   In the first step, GPS/INS data is used for coarse MoCo. At 

first, most of the range walk error is corrected using 𝛷2(𝑡, 𝑢), 
referenced to the scene centre, by exploiting the shift theorem. 

Next, the phase error, 𝛷1(𝑢), is compensated on the range- 

Fig. 3. The flow chart of the algorithm. 
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compressed data as shown in Fig. 4. The third term, 𝛷3(𝑢), is 

low and negligible because 𝛾/𝑐2 is very small. Also, the 

Doppler centroid is estimated and then shifted to zero Doppler. 

It is worth noting that the phase error function generated using 

the GPS/INS data cannot be used to compensate the range 

dependent errors as in the two-step MoCo [16] due to the low 

accuracy of GPS/INS. At the end of this stage, although less 

than 𝑠𝑒(𝑡, 𝑢), the error function, �̃�𝑒(𝑡, 𝑢), still includes both 

phase error and range walk error. The range compressed signal 

after GPS/INS based MoCo can be written as 
 

           �̃�(𝑓𝑟 , 𝑢) = ∫ �̃�𝑖(𝑡, 𝑢) ∙ �̃�𝑒(𝑡, 𝑢) ∙ 𝑒−𝑗2𝜋𝑓𝑟𝑡𝑑𝑡

𝑇𝑚
2

−
𝑇𝑚
2

            (8) 

where �̃�𝑖(𝑓𝑟 , 𝑢) represents the ideal range compressed signal 

and 𝑓𝑟 represents range frequency. The slant range, 𝑟, can be 

expressed as 𝑐𝑓𝑟 2𝛾⁄ . 

B. Space-Invariant Phase Error Estimation 

    In the second step, the residual space-invariant phase error is 

estimated in a similar way with LQMD [14]. However, before 

autofocusing, more suitable parts of the data must be 

determined for the error estimation process. This is because the 

antenna footprint is small, and there are limited prominent 

targets within the beam. Firstly, the positions of 

prominent/strong targets are determined in the coarse image 

generated after GPS/INS based MoCo. The range history of 

each target is limited by the target’s location and the beamwidth 

of the antenna. The length of the target’s range history in 

azimuth, 𝐿𝑡, is described as  
 

                                 𝐿𝑡 = 2𝑅0𝑡𝑎𝑛(𝜃
2⁄ )                                  (9) 

where 𝜃 is beamwidth of the antenna. 

    When targets are selected from a particular range, at least 𝑁𝑡 

targets, uniformly distributed along azimuth direction must 

exist. However, in most cases, strong targets are randomly 

distributed. To enhance the phase error estimation, targets’ 

range histories are windowed, and other parts of the data are set 

to 0. This is achieved by multiplying the data, �̃�(𝑓𝑟 , 𝑢), by the 

window matrix, 𝑤𝑒, which has the same size as �̃�(𝑓𝑟 , 𝑢) and 

consist of ones and zeros depending on the targets’ positions 

and 𝐿𝑡. However, there must be at least one range sample which 

is different from zero for each azimuth sample. 
 

                                       𝑁𝑡 =
𝑣𝑢𝑎

𝐿𝑡

                                           (10) 

    Subsequently, the data is divided into half overlapped, 𝑁𝑏 , 
azimuth blocks.  

                                        𝑁𝑏 =
2𝑢𝑎

𝑢𝑠𝑙

− 1                                      (11) 

where 𝑢𝑠𝑙
 is the azimuth block time for LQMD. 

    Then, each block is de-chirped (12) and divided into two 

parts. After converting the data into frequency domain, two 

local intensity images are generated as in (13) and (14).  
 

 

       𝑠𝑎𝑏(𝑓𝑟 , 𝑢) = 𝑤𝑒 ∙ �̃�(𝑓𝑟 , 𝑢) ∙ 𝑒𝑗𝜋

2𝑣2(𝑢− 
(𝑛𝑢𝑠𝑙

−𝑢𝑎)

2
)

2

𝜆𝑟       (12) 
 

where 
(𝑛−1)𝑢𝑠𝑙

−𝑢𝑎

2
≤ 𝑢 <

(𝑛+1)𝑢𝑠𝑙
−𝑢𝑎

2
 ,   𝑠𝑎𝑏  is the de-chirped 

signal for each azimuth block and 𝑛 is nth (n =
1, 2, ⋯ , 𝑁𝑏) azimuth block.  
 

           𝑆𝐿(𝑓𝑟 , 𝑓𝑎) = |∫ 𝑠𝑎𝑏(𝑓𝑟 , 𝑢) ∙
0

−𝑢𝑠𝑙
2

𝑒−𝑗2𝜋𝑓𝑎𝑢𝑑𝑢 |

2

           (13)  

 

           𝑆𝑅(𝑓𝑟 , 𝑓𝑎) = |∫ 𝑠𝑎𝑏(𝑓𝑟 , 𝑢) ∙

𝑢𝑠𝑙
2

0

𝑒−𝑗2𝜋𝑓𝑎𝑢 𝑑𝑢|

2

           (14)   

where 𝑓𝑎 is the azimuth frequency,  𝑆𝐿(𝑓𝑟 , 𝑓𝑎) and 𝑆𝑅(𝑓𝑟 , 𝑓𝑎) 

represent the left and right part intensity image of each azimuth 

block, respectively. 

   In the presence of phase errors, the peak position of the cross-

correlation of the two images is shifted. Cross-correlation 

functions of each range-bin are incoherently summed for a more 

accurate estimation as 
 

       𝑐𝑛(∆𝑓) = ∑ ∫ 𝑆𝐿(𝑟𝑏 , 𝑓𝑎) ∙ 𝑆𝑅(𝑟𝑏 , 𝑓𝑎 + ∆𝑓)𝑑𝑓𝑎

𝑁𝑟

𝑟𝑏=1

         (15) 

 

where 
−𝑓𝑃𝑅𝐹

2
≤ ∆𝑓 <

𝑓𝑃𝑅𝐹

2
, 𝑓𝑃𝑅𝐹  is pulse repetition frequency, 

𝑐𝑛(∆𝑓) is the cross-correlation response of the nth azimuth 

block, 𝑟𝑏 indicates a particular range-bin and 𝑁𝑟 is the number 

of range-bins. 

    The local quadratic phase error coefficient is given as 2𝜋
∆𝑓𝑚

𝑢𝑠𝑙

 

where ∆𝑓𝑚 is the relative shift extracted from 𝑐𝑛(∆𝑓).  Local 

quadratic phase error coefficients for each azimuth block are 

stored in a vector as 
2𝜋

𝑢𝑠𝑙

[∆𝑓𝑚1
, ∆𝑓𝑚2

, ⋯ , ∆𝑓𝑚𝑁𝑏
]. After 

interpolating this vector, the second derivative of the phase 

error function, ∅′′(𝑢), is obtained as explained in [14] and [15]. 

Next, double integration is applied to this function to produce 

the final phase error function, ∅𝑀𝐷(𝑢). 
 

                         ∅𝑀𝐷(𝑢) = ∬ ∅′′(𝑢)

𝑢𝑎
2⁄

−𝑢𝑎
2⁄

𝑑𝑢𝑑𝑢                       (16) 

 

   As shown in (17), the estimated phase error is used first to 

correct range walk error in the range-time domain, then to 

compensate the phase error in the range-frequency domain. The 

correction functions are formed using 𝛷1(𝑢) and 𝛷2(𝑡, 𝑢) in (7).  
 

    �̃�𝑀𝐷(𝑓
𝑟
, 𝑢) = (∫ 𝑥(𝑡, 𝑢) 𝑒−𝑗2𝜋𝑓𝑟𝑡𝑑𝑡

𝑇𝑚
2

−
𝑇𝑚
2

) 𝑒𝑗∅𝑀𝐷(𝑢)       (17) 

where 𝑥(𝑡, 𝑢) = (∫ �̃�(𝑓𝑟 , 𝑢)
𝑏

𝑎
𝑒𝑗2𝜋𝑓𝑟𝑡𝑑𝑓𝑟 ) 𝑒

(𝑗
∅𝑀𝐷(𝑢)𝛾

𝑓𝑐
 𝑡)

, 𝑎 and 𝑏 

are minimum and maximum range frequencies, respectively. 

Fig. 4. GPS/INS based MoCo. 
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    These steps are repeated several times to increase the 

accuracy of the estimation. However, in the case of the low 

SNR or contrast the performance of the algorithm may reduce. 

To overcome this issue, as reported in [17], the local images 

expressed by (13) and (14) are formed on a logarithmic scale, 

the dynamic range narrowed, and local centering performed. 

    �̃�𝑀𝐷(𝑓
𝑟
, 𝑢) still includes some range walk and higher order 

phase errors. Hence, PGA is implemented to correct the residual 

space-invariant errors. As described in [18], PGA has four main 

steps which are circular shifting, windowing, phase gradient 

estimation and iterative phase correction. However, in stripmap 

mode, the data must be divided into 𝑁𝑏 azimuth blocks to avoid 

aliasing [19]. For PGA, the sub-aperture time, 𝑢𝑠, can be 

specified by (18). Here, 𝑢𝑠 must be given the maximum value 

it can get to improve space-invariant phase error estimation. 
 

                                     𝑢𝑠 ≤  
𝑅0𝜆 𝑓𝑃𝑅𝐹

2𝑣2
                                    (18) 

where 𝜆 is the wavelength. 

   After determining the sub-aperture time, the signal is de-

chirped in a similar way shown in (12). Also, the window 

matrix, 𝑤𝑒, is used in this process following that described in 

(12). Subsequently, conventional PGA steps are implemented 

as described in [18] for each sub-aperture. In this way, the phase 

error function of each sub-aperture is obtained. Then, the error 

function, ∅𝑖(𝑢), is generated for each sub-aperture. In this 

function, the outside of the relevant sub-aperture time is set to 

zero. By using overlapped apertures, the phase information 

among sub-apertures is obtained as in [20]. After extracting the 

linear phase difference between apertures, estimated phase 

errors are combined with each other based on their azimuth 

positions. For example, in the case of half-overlapped sub-

apertures, ∅𝑃𝐺𝐴(𝑢) is obtained as  
 

∅𝑃𝐺𝐴(𝑢)

= {
∅1(𝑢),

−𝑢𝑎

2
≤ 𝑢 <

2𝑢𝑠 − 𝑢𝑎

2
                                        

∅𝑖(𝑢) + 𝛼𝑖 ,   
2(𝑖 − 1) 𝑢𝑠 − 𝑢𝑎

2
≤ 𝑢 <

(𝑖 + 1)𝑢𝑠 − 𝑢𝑎

2
 

(19) 

where 𝑖 is 𝑖𝑡ℎ (i = 2, ⋯ , 𝑁𝑏) sub-aperture and 𝛼𝑖 is the 

extracted linear phase difference between 𝑖𝑡ℎ and (𝑖 − 1)𝑡ℎ 

sub-aperture.  

  The phase error function is applied to data in the same way as 

described by (17). The phase error corrected data is given by 

the following equation. 
 

      �̃�𝑃𝐺𝐴(𝑓
𝑟
, 𝑢) = (∫ �̃�(𝑡, 𝑢)𝑒−𝑗2𝜋𝑓𝑟𝑡𝑑𝑡

𝑇𝑚
2

−
𝑇𝑚
2

) 𝑒𝑗∅𝑃𝐺𝐴(𝑢)       (20) 

where �̃�(𝑡, 𝑢) = (∫ �̃�𝑀𝐷(𝑓𝑟 , 𝑢)
𝑏

𝑎
𝑒𝑗2𝜋𝑓𝑟𝑡𝑑𝑓𝑟 ) 𝑒

(𝑗
∅𝑃𝐺𝐴(𝑢)𝛾

𝑓𝑐
 𝑡)

. 

C. Azimuth & Range Blocks Based Phase Error Estimation 

    After PGA autofocus, RCMC is done as described in [2].  At 

this point, the generated image suffers from space-variant phase 

errors which are examined in Section II. Therefore, the image 

is divided into the azimuth and range blocks, and 𝑁𝐿𝑆 local 

scenes are created. By implementing PGA to each local scene, 

the residual phase error, ∅𝐿𝑆𝑔
(𝑢), is estimated, and 

compensated within each local scene as  

 

                      �̃�𝐿𝑆𝑔
(𝑓

𝑟
, 𝑢) =  �̃�𝑃𝐺𝐴(𝑓

𝑟
, 𝑢)𝑒

𝑗∅𝐿𝑆𝑔
(𝑢)

                 (21) 

where �̃�𝐿𝑆𝑔
is gth (g = 1, 2, ⋯ , 𝑁𝐿𝑆) phase error corrected local 

scene. 

    At this point, the data can be expressed as  
 

                          �̃�𝐿𝑆 = [�̃�𝐿𝑆1
,  �̃�𝐿𝑆2

, ⋯ , �̃�𝐿𝑆𝑁𝐿𝑆
]                          (22) 

 

   Then, a further LQMD is applied to each range block, based 

on azimuth block sizes, to suppress phase discontinuities 

between azimuth blocks. In this way, the data, �̃�𝐿𝑆𝑀𝐷(𝑓
𝑟
, 𝑢), is 

obtained. The Fourier transform of this data, �̃�𝐿𝑆𝑀𝐷(𝑓𝑟 , 𝑓𝑎), is 

multiplied by the Fourier transform of the reference function, 

𝐻(𝑓𝑟 , 𝑓𝑎). By taking the inverse Fourier transform of this 

multiplication, the focused image is produced as 
 

 �̃�𝐹(𝑓𝑟 , 𝑢) = ∫ �̃�𝐿𝑆𝑀𝐷(𝑓𝑟 , 𝑓𝑎) ∙ 𝐻(𝑓𝑟 , 𝑓𝑎)𝑒−𝑗2𝜋𝑓𝑎𝑢 𝑑𝑓𝑎

𝑓𝑃𝑅𝐹
2

−𝑓𝑃𝑅𝐹
2

  (23) 

where  𝐻(𝑓𝑟 , 𝑓𝑎) = ∫ 𝑒𝑗𝜋
2𝑣2𝑢2

𝜆𝑟 ∙
𝑢𝑎
2

−
𝑢𝑎
2

𝑒−𝑗2𝜋𝑓𝑎𝑢 𝑑𝑢. 

IV. SIMULATION 

   Using 36 point targets, a simulation has been implemented to 

examine the performance of the algorithm. The parameters used 

in the simulation are given in Table I. The heights of the four 

targets are adjusted to be 5 m and the others are set at 0 m. The 

GPS/INS data from the real-world trial is used to generate the 

trajectory deviations shown in Fig. 5 (a).  
 

TABLE I. SIMULATION PARAMETERS 

 

 

 

 

 

 

 

    

     In Fig. 5 (b), the range compressed data is shown. At first, 

GPS/INS based MoCo is implemented as described in the 

previous section. The assumed GPS/INS error in the simulation 

is demonstrated in Fig. 6 (a). The calculated phase error using 

equation (4) is shown in Fig 6 (b). After range walk error 

correction and phase error compensation, the prominent targets 

must be selected from within the coarse image. Here, although 

all the targets have the same quality, only the four targets which 

have a 5 m height are chosen to show the impact of the targets’ 

Operating Frequency 77 GHz 

Bandwidth 1 GHz 

Azimuth Beamwidth 14° 

The Scene Size 40 𝑚 ×  36 𝑚 

Velocity  5 m/s 

Altitude 20 m 

Number of targets 36 

PRF 2 kHz 

Sweep Time 20 μs 

Fig. 5. (a) The given motion error. (b) Range compressed data. 
(a) (b) 
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height on the autofocus process. A coarse image is generated 

with a 20 cm azimuth resolution as shown in Fig. 6 (c). Selected 

targets are shown in the yellow rectangles. Using the location 

of the selected targets and the footprint of the beam, the window 

matrix, 𝑤𝑒, is created as described in the previous section. The 

range compressed data becomes as illustrated in Fig. 6 (d) after 

the windowing operation.  
 

 
   The space-invariant phase error estimation is made using this 

data set. For the LQMD autofocus, the data is divided into 18 

half-overlapped azimuth blocks. Then, the steps described in 

Section III are repeated. The estimated result is subsequently 

shown in Fig. 7 (a).  Using (17), range-walk is corrected, and 

the phase error is compensated based on the estimation result.  

   The residual space-invariant phase error is estimated by PGA 

and as illustrated in Fig. 7 (b). In the PGA step, the data is not 

divided into azimuth blocks because the PRF is chosen to be 

high enough to avoid aliasing. After compensating the residual 

range-walk and phase errors, the RCMC step is completed. At 

this point, the obtained image is shown in Fig. 8. After RCMC, 

the scene is divided into three azimuth and three range blocks 

as shown in Fig. 7 (c). As seen, nine local scenes are created. 

At first, PGA is applied to each local scene. Then, by 

implementing LQMD to each range block, the phase corrected 

data is obtained without discontinuities in the cross-range 

direction. The estimated phase errors from 9 local scenes by 

PGA are shown in Fig. 7 (d) after removing discontinuities in 

the cross-range direction by LQMD. 

   The result obtained after azimuth compression is shown in 

Fig. 9. This result is compared with the image obtained after the 

RCMC step (Fig. 8). Most of the targets in the image shown in 

Fig. 8 is not focused especially well. However, after 

azimuth/range-block based phase error compensation, most of 

the remaining residual errors are eliminated, and a 2 cm 

resolution is achieved (Fig. 9). As an example, one of the 

target’s cross-range profiles is shown at different processing 

stages in Fig. 10. Also, when the three targets in the red 

rectangle are examined, it is seen that whereas the target at the 

mid-point is focused, the others are unfocused in Fig. 8 (d). The 

main reason for this is the height difference amongst the targets. 

The first and the third targets have a height of 0 m and the 

second target has a height of 5 m. The phase error was estimated 

using the second target, so no focusing problem is observed 

related to this target. However, the others do have significant 

phase errors. After phase compensation within the local scenes, 

some focusing problems still exist in the area shown by the red 

rectangle in Fig. 9 due to the height difference between targets. 

However, here, the second target is unfocused whereas others 

are focused. This is because the number of targets having 0 m 

height is more in the local scenes, so they contribute more to 

Fig. 6. (a) GPS/INS error. (b) The phase error calculated using GPS/INS 
data. (c) The coarse image after GPS/INS based MoCo. (d) The data after 

multiplication with the window matrix, 𝑤𝑒.     

(a) (b) 

(c) (d) 

(a) 

Fig. 7. (a) LQMD phase error estimation. (b) PGA phase error estimation. 
(c) The azimuth/range blocks. (d) Estimated phase errors in each block. 

(a) (b) 

(c) (d) 

Fig. 8. (a) The obtained image after RCMC step. (b) The first local scene 

shown in orange rectangle in (a). (c) The second local scene shown in green 
rectangle in (a). (d) The third local scene shown in red rectangle in (a). 

(c) 

(a) (b) 

(d) 
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the phase error estimation. The only way to correctly focus all 

three targets at the same time is to create separate local scenes 

for each target. Nevertheless, reducing the range block size is 

not always useful for real-world implementation. As a result, 

the target's height plays an important role in phase error 

estimation and compensation. Even low target height 

differences cause focusing problems. Therefore, compensating 

phase errors globally is highly difficult without knowing or 

estimating targets’ heights. Our aim here is to produce correctly 

focused SAR images by compensating phase errors as much as 

possible within local scenes which have less target height 

variation without considering height-dependent errors.  

 

V. EXPERIMENTAL SETUP AND RESULTS 

   A SAR system was formed by using a 77 GHz INRAS radar 

mounted on a DJI S900 drone together with an A3 flight 

controller and a Raspberry-Pi microcontroller. The overall cost 

of the system is roughly £15K. The radar is controlled by a 

laptop remotely via the Raspberry-Pi. The Pi also stores the 

radar raw data and the GPS/IMU data. The max data transfer 

speed between the radar and the Raspberry-Pi is approximately 

300 Mbps. The IMU refresh rate is 40 Hz and the GPS update 

rate is 10 Hz. The resulting positional accuracy is between 0.5 

m and 1 m. The drone-borne SAR system is shown in Fig. 11 

and explained in detail in [21]. The radar parameters of the 

system are given in Table II. The scene size is 67 m in azimuth 

and 43 m in the down-range direction.  

    Experiments were carried out at Deenethorpe Airfield in the 

United Kingdom setting the bandwidth of the radar to 1 GHz, 

giving a nominal range resolution of 15 cm. The 

experimentation site is shown in Fig. 12 (a). The photo was 

taken from a camera on the drone during flight. The drone was 

flown at an altitude of 20 m at a speed of 5 m/s. 

 
TABLE II. RADAR PARAMETERS 

 

     

 

 

 

 

 

 

 

 

 

 

    The image before any MoCo is displayed in Fig. 12 (b). As 

can be observed, the signal-to-noise ratio (SNR) is rather low, 

and the image is poorly focused. The smoothed GPS record is 

shown in Fig. 13 (a). Only the GPS record is used because using 

IMU/INS data does not improve the result significantly. The 

calculated phase error using equation (4) is illustrated in Fig. 13 

(b) where the linear phase error has been compensated. After 

the GPS based MoCo and Doppler centroid steps (shown in 

Figs. 3 and 4) the range compressed data shown in Fig. 14 (a) 

is obtained. Further, a Kaiser weighting is applied in the range 

dimension to reduce sidelobes. The resulting image can be seen 

in Fig. 12 (c). In this image, 14 prominent targets shown in 

orange circles are selected. According to the location of the 

selected targets and the beam footprint size, the window matrix, 

𝑤𝑒 is created as described in Section III. This differently range 

compressed data is shown in Fig. 14 (b) after multiplication by 

𝑤𝑒. In this figure, the selected targets’ range histories can be 

seen.  The space-invariant phase error estimation is done using 

this data. In the LQMD step, 60 half-overlapped azimuth blocks 

are created, and steps described in Section III are implemented. 

The range walk and phase errors are corrected using equation 

(17). After four iterations, the phase error is estimated as that 

shown in Fig. 15 (a). 

    After LQMD, PGA is implemented to compensate residual 

higher order errors. The PRF is chosen to be 2 kHz. As seen 

from equation (18), PGA cannot be implemented directly. By 

considering the windowed data, three half-overlapped sub-

apertures are created so that aliasing is avoided. After de-

Operating Frequency 77 GHz 

Bandwidth 1 GHz 

Azimuth Beamwidth 13.2° 
Elevation Beamwidth 51° 

Tx/Rx Antenna gains  16 dBi 

Transmit Power 10 dBm 

Sweep Time 204.8 μs 

Used Transmit and Receive Channels 1-Tx, 1-Rx 

Noise Figure ~12 dB 

System Losses ~ 3 dB 

Weight 0.41 kg 

Look Angle 60° 

Fig. 11. Drone-borne SAR system. 

Fig. 10.  Cross-range profile of the target in the yellow rectangle in Fig. 8.  

Fig. 9. (a) The final image. (b) The first local scene shown in orange 

rectangle in (a). (c) The second local scene shown in green rectangle in (a). 

(d) The third local scene shown in red rectangle in (a). 
 

(c) 

(a) (b) 

(d) 
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chirping the data, PGA steps are applied as per Section III. The 

estimation result is shown in Fig. 15 (b). Again, the range-walk 

and phase errors are corrected as in (20). As can be seen, LQMD 

estimates high magnitude but low frequency phase errors, 

whereas PGA estimates low magnitude but high frequency 

phase errors. In this way LQMD and PGA complement each 

other well. Fig. 12 (d) shows the formed image after space-

invariant error compensation and the RCMC step. Here, the 

image structures and individual objects start to become much 

better defined, along with shadows that they cast. However, this 

(a) (b)  

(c)  (d)  

Fig. 12. (a) A picture from the experimentation site. (b) The image without MoCo. (c) The image with MoCo using GPS data. (d) The image after the RCMC 

step. (e) The final image after azimuth and range blocks based MoCo.   

 

(e)  

Fig. 13. (a) GPS measured deviation from the ideal sensor track. (b)The 
phase error according to GPS without the linear term. 

(a)  (b)  
Fig. 14. (a) The range compressed data after GPS based MoCo. (b) The 

data after multiplication with the window matrix, 𝑤𝑒.     

(a)  (b)  
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image is still not in perfect focus at all pixels. In order to 

compensate remaining phase errors, the image is divided into 5 

azimuth and 4 range blocks. As a result, 20 local scenes are 

generated, and PGA is implemented on each one. Following 

this step, LQMD is implemented to each range block to 

decrease discontinuities between azimuth blocks. Here, local 

images are translated onto a logarithmic scale and hence the 

dynamic range is narrowed to improve the phase error 

estimation (as explained in Section III). After reducing 

discontinuities in the cross-range direction by LQMD, the 

estimated phase error from each local scene by PGA is 

illustrated in Fig. 15 (c). After phase error compensation, the 

image shown in Fig. 12 (e) is formed by azimuth compression. 

Resolutions of 1.7 cm cross-range and 16 cm down-range are 

obtained verified through measurement of the response from 

point targets. When Fig. 12 (d) and Fig. 12 (e) are compared 

with each other, it seems that there is no significant difference 

between them, at first glance. However, if the corner reflector 

shown in the 1st rectangle in Fig. 12 (d) is compared with that 

of Fig. 12 (e) the difference can be seen clearly. This 

comparison is demonstrated in both Fig. 16 and Fig. 17 (a). In 

addition, the cross-range profiles of the other two corner 

reflectors in the 2nd and 3rd rectangles are shown in Fig. 17 (b) 

and 17 (c), respectively. As seen, azimuth and range blocking 

based autofocus improves the overall image quality. The other 

corner reflector in the 4th rectangle is well focused in both 

images (Fig. 17 (d)). There is only a linear shift between them. 

    In Fig. 12, it can be seen that there is a very good 

correspondence between the optical image and the SAR images. 

The cars, motorbike, roads and cracks on the roads can be easily 

observed in the SAR image. Due to low reflections from the 

aircraft, it is a little indistinct, but the radar shadow of the 

aircraft is obvious.  

VI. CONCLUSION 

    In this paper, we have shown, for the first time, that a cross-

range resolution of less than 2 cm can be achieved using a low-

cost high-frequency vehicular radar mounted onboard a low-

cost commercially available drone at short but highly useful 

ranges. After evaluating the motion errors and discussing 

possible difficulties in the image formation, an algorithm 

suitable for production of high-resolution imaging at 77 GHz 

has been developed. The performance of the algorithm has been 

validated through both simulation and experiment. Although 

this particular MoCo strategy does not compensate the phase 

errors perfectly over all of the imaged area, the results show 

practical usability at short ranges for which many applications 

may be envisaged. It is also noting that this is an example result 

from multiple experiments conducted at different locations. In 

each case similar results have been obtained. On the other hand, 

wrong strong target selection and high target height variation in 

the scene can degrade the performance of the algorithm. The 

next goal will be making the selection of strong targets 

automatic and to include height-dependent target focusing 

using digital elevation models to aid imaging quality and 

robustness.  

 

 

(c)  

(a)  (b)  

Fig. 15.  (a) LQMD phase error estimation. (b) PGA phase error estimation. 

(c) Estimated phase errors in each azimuth and range blocks by PGA after 

reducing discontinuities in the cross-range direction by LQMD.  

Fig. 16. (a) The corner reflector shown in the 1st rectangle in Fig. 12 (d). 

(b) The same corner reflector in the final image (Fig. 12 (e)). 

(a)  (b)  

(c)  

(a)  (b)  

Fig. 17. Comparison of the corner reflectors in the dashed rectangles shown 

in Fig. 12 (d) with Fig 12 (e).  (a). The 1st reflector. (b) The 2nd reflector. 

(c) The 3rd reflector. d) The 4th reflector. 

(d)  
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