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The standard search and matching model with rational expectations is well
known to be unable to generate amplification in unemployment and vacan-
cies. We document a new feature that cannot be replicated: properties of
wage forecasts published by institutions in the near term. A parsimonious
model with adaptive learning can provide a solution to both of these prob-
lems. Firms choose vacancies by forecasting wages using simple autoregres-
sive models; they have greater incentive to post vacancies at the time of a
positive productivity shock because of overoptimism about the discounted
value of expected profits.
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Fig 1. Wage Forecast Errors in the United States.

Nortes: Forecast errors of (real) annual growth of wage compensation are expressed in percentage points, that is, real
wages minus forecasted wages in the previous year over the period 2000Q3-2018Q3. The actual realization of annual
wage growth (compensation per employee) is denoted by the solid line, the forecasted annual wage growth by the dashed
line and the forecast errors by the dash-dotted line. The dotted line shows annual GDP growth. Shaded areas indicate
NBER recession dates. Note that forecast errors are irregularly spaced, this is evident from the number of black dots in
the zero line.

Given its popularity, one might expect strong evidence of the model being consis-
tent with key business cycle facts. However, Shimer (2005) shows that the standard
search and matching model, driven by total factor productivity (TFP) innovations,
has a hard time replicating the cyclical behavior of its central elements, namely, the
amplification of labor market variables, such as unemployment, vacancies, and the
measure of labor market tightness present in the U.S. data and other developed coun-
tries. Under the common assumption that wages are negotiated through Nash bargain-
ing every period, wages tend to absorb most of the productivity innovations, gener-
ating little amplification in profits per hire.! This is referred to as the unemployment
volatility puzzle in the literature.

We highlight in this paper, for the first time to our knowledge, another important
feature of the data that the standard search and matching model under rational ex-
pectations (RE) is unable to replicate. One of the central variables in the search and
matching model is the wage rate, which firms must forecast to make vacancy post-
ing decisions. Figure 1 shows the forecasts of annual wage growth for the United
States from European Commission (EC) (available biannually for the period 1999Q3
to 2018Q3). It shows that wage forecasts exhibit a great deal of persistence; forecast

1. Mortensen and Nagypal (2007) argue that the performance of the standard model featuring RE
beliefs depends on the variability of profits per hire rather than on the assumption of wage cyclicality.
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Fig 2. Annual Wage Forecast Errors and GDP Growth in Some Developed Economies.

Nortes: Forecast errors of (real) annual wage compensation per employee are expressed in percentage points, that is, real
wages minus forecasted wages in the previous year over the period 2000Q3-2018Q3. The dash-dotted lines show forecast
errors and the dotted line annual GDP growth.

TABLE 1

CORRELATION COEFFICIENT BETWEEN WAGE FORECAST ERRORS AND GDP GROWTH FOR A SUBSET OF
DEVELOPED COUNTRIES

United States United Kingdom Germany Japan Spain Italy France

0.63™" 0.56™" 0.16 0.43™ 0.00 0.39" 0.87"

Note: "~ in denotes significance at 1% and ~ significance at 5%.

errors display systematic over/underprediction over the business cycle and are
strongly procyclical. A similar pattern is observed for a number of developed
economies (see Figure 2), whereby forecast errors are systematic and larger relative
to what a standard model featuring RE would generate. For instance, Table 1 shows
that for five out of the seven economies (including the United States) forecast errors
are strongly procyclical and significant.”

Since standard models assume RE, they are less aligned with forecast data because
agents do not make systematic errors in such models. The search and matching model
with RE is unable to match the properties of these forecast errors. This paper provides

2. Wage forecast properties are discussed in Section 4. In an earlier version of the paper, Di Pace,
Mitra, and Zhang (2016) show that similar systematic patterns arise in the forecast errors of unemployment
available from the Survey of Professional Forecasters (SPF) over the longer period 1968-2015.



444 1 MONEY, CREDIT AND BANKING

a solution to this puzzle by examining the role of expectation formation for hiring de-
cisions. We replace the RE assumption with a set of simple autoregressive subjective
beliefs for firms in line with the adaptive learning (AL) literature. This simple modifi-
cation enables the model to match the general features present in the data: it presents
a solution to the unemployment volatility puzzle and matches the statistical properties
of wage forecast errors observed in the United States. This paper is the first one to
highlight the role of expectation formation in the study of hiring decisions and its
ability to replicate important features of labor market data.

We develop a simple search and matching model where wages are negotiated pe-
riod by period with the assumption of RE being replaced by subjective beliefs as
in the AL literature. Firms form forecasts of wage rates up to the infinite future to
make hiring decisions using simple autoregressive models. Agents in our model face
a dynamic problem due to long-lasting employment relations modeled through search
frictions. We assume that agents have incomplete knowledge about the structure of the
economy in that they do not know the technological constraints faced by other agents,
and that wages are observed by agents with one period delay. Thus, in the baseline
model, hiring decisions depend crucially upon the perception of future profits.

We find that not all forms of AL provide a solution to the unemployment volatility
puzzle. In particular, when agents form their forecasts based on perceptions that take
the form of the rational expectations equilibrium (REE) solution or when agents make
only one-step ahead forecasts (rather than infinite horizon [IH] forecasts), then the
amplification results are not too dissimilar from RE.? However, strikingly, AL models
result in a much better fit to the data when agents use small forecasting models in
their learning.* The AL models considered are in a sense a small departure from the
RE solution. We consider two variants of small forecasting models motivated by the
nature of the RE solution. The first model is a minimal departure from the RE solution
in that agents assume that wages are AR(2) processes while the second model assumes
that wages follow an AR(1) process.

We show that both of these models generate much more amplification in labor mar-
ket variables compared to their RE counterpart. For instance, for the AR(2) model,
unemployment and vacancies are 5.33 and 6.87 times more volatile than the corre-
sponding measure of output, which is more in line with U.S. data; these numbers are
in fact five times higher than those in the corresponding RE model. Our simple model
matches well the statistical properties of forecast errors on wage data taken from the
EC. In particular, the absolute volatility and procyclical behavior of wage forecast
errors generated by these models are consistent with the data. This finding is in sharp
contrast with the RE model and supports the type of perceived beliefs assumed in the
learning model.

3. The former is often called learning based on correctly specified laws of motion and was popular in
the early AL literature of the 1990s/2000s since the primary focus there was on theoretical convergence to
the REE, often examined in simple ad hoc models (see, e.g. Evans and Honkapohja 2001). Subsequently,
other forms of (underparameterized) beliefs have been explored see, for example, chapters 13 and 14 of
Evans and Honkapohja (2001) and other references cited in footnotes 4 and 12.

4. In this sense, the results are consistent with Slobodyan and Wouters (2012), who too find that AL
models give a good fit to U.S. inflation data for 19662008 and are closely related to the survey evidence
on inflation expectations when agents form expectations using small forecasting models.
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In the search and matching literature, the job creation condition represents the
optimal decision rule for vacancy posting. Firms post vacancies until the expected
marginal cost of posting a vacancy equals the benefits of hiring an additional worker,
which can be expressed in equilibrium as the (infinite) sum of expected future profits
generated at the margin.> Agents with incomplete knowledge about the structure of
the economy tend to become optimistic after a positive TFP innovation and this in
turn leads to more vacancy creation; the optimism is greater since firms forecast infi-
nite periods ahead, which results in more vacancy creation and greater amplification.
This means that the impact effect of productivity shocks on the present discounted
value of profits is large because agents make systematic forecast errors about the
path of future wages. Since firms forecast infinite steps ahead to choose how many
vacancies to post, their discounting of future marginal products and wages turns out
to be central.

Incidentally, there are a large number of studies that have attempted to provide
solutions to the unemployment volatility puzzle under the assumption of RE. Two
prominent solutions make relatively simple modifications to the standard search and
matching model to generate greater amplification. The first approach proposed by
Hall (2005) and Shimer (2005) introduces real wage rigidities. This means that, as
wages cannot fully reflect productivity shifts, there is further incentive for vacancy
creation.® The second popular approach by Hagedorn and Manovskii (2008) carries
out a simple calibration exercise that sets the value of nonmarket activity close to the
value of search.’

The main assumption in the paper that economic agents engage in “learning” be-
havior has been incorporated into macro-economic theory and used in a wide range
of applications, see Evans and Honkapohja (2001 ,2003, 2006), Bullard and Mitra
(2002), and Preston (2005, 2006, 2008). The standard AL approach treats economic
agents like econometricians who estimate forecast rules, updating the parameter es-
timates over time as new data become available. Agents update their forecasts of
future variables and resolve their dynamic optimization problem in order to make
their decisions. This learning approach can be viewed as a version of the antici-
pated utility approach formulated by Kreps (1998) and used by Eusepi and Preston
(2011) and Kuang and Mitra (2016) within the context of the RBC model; see the
first two paragraphs of section 2 in Evans, Honkapohja, and Mitra (2012) for further
discussion.

5. The solution to the model with RE beliefs is the same regardless of whether the decision rule for
vacancies is specified recursively or as an infinite sum of future profits per hire.

6. Menzio (2005), Gertler, Sala, and Trigari (2008), Christoffel and Kuester (2008), Gertler and Trigari
(2009), Blanchard and Gali (2010), and Hertweck (2013), among others, extend this idea to a general
equilibrium setting.

7. These characterizations of the labor market have not been free from criticism. See, for example,
Pissarides (2009) and Haefke, Sonntag, and van Rens (2013). There are of course other solutions to the
unemployment volatility puzzle; see Menzio and Shi (2011), Quadrini and Trigari (2008), Gomes (2011),
Reiter (2007), Guerrieri (2008), Robin (2011), Petrosky-Nadeau (2013), Petrosky-Nadeau and Wasmer
(2013), and Alves (2018).
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The point that there is an important divergence between the implied expectations
in macro-economic models with RE and the expectations drawn from survey data has
been made in the context of other models; see, for example, Adam, Marcet, and Beutel
(2017), Kuang and Mitra (2016), Slobodyan and Wouters (2012), Milani (2011), and
Ormefio and Molnar (2015). These papers show that systematic errors/gaps in vari-
ables such as GDP and interest rates are evident in survey forecasts (like the SPF).
Other recent studies such as Malmendier and Nagel (2016) (for inflation expecta-
tions from the Reuters/Michigan Survey of Consumers), Gennaioli, Ma, and Shleifer
(2016) (for expectations of earnings growth from Duke University’s quarterly survey
of Chief Financial Officers (CFOs)) and Greenwood and Shleifer (2014) (for expec-
tations of returns from six different surveys of investors including a Gallup survey,
investor newsletters, and the survey of CFOs of large corporations) also find evidence
that agents use simple extrapolative rules to compute expectations.

The remainder of the paper is organized as follows. Section 1 describes the model.
Section 2 states the solution of the model under RE and AL. Section 3 presents the
main results of the baseline models. Section 4 evaluates the statistical properties of
forecast errors. Section 5 examines whether agents can detect ex post misspecifica-
tion in their beliefs. Section 6 analyzes the robustness of the results to three model
extensions. Section 7 highlights the importance of the main assumptions. Section 8
concludes.

1. MODEL

We propose a model featuring labor market search and matching frictions as in
Mortensen and Pissarides (1994) and a form of AL following Preston (2005) and Mi-
tra, Evans, and Honkapohja (2013). Our model economy is inhabited by a continuum
of firms. There is also a continuum of workers that search for jobs if unemployed and
work for firms if employed. Firms post job vacancies and employ workers with a lag
so as to produce output using labor as the only input of production. Agents form their
expectations by updating their beliefs as new information becomes available. They
make IH forecasts about the future path of wages by running simple autoregressive
models in order to make vacancy posting decisions.

1.1 Labor Market

The labor market is frictional in that, from the perspective of the firm, it is costly
to post vacancies and, from the standpoint of workers, searching for jobs is a time-
consuming process. Every period firms create new vacancies, sought by unemployed
workers who are looking for new job opportunities. Following Shimer (2010), we
assume that workers that are matched at time ¢ become productive at the beginning of
next period, ¢ + 1. Worker—firm matches break up at the exogenous rate, p € (0, 1).
The aggregate number of matches, m,, depends positively on both the unemployment
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rate, u,, and aggregate vacancies, v,. We assume that the matching process is guided
by the following function:

m(v,, u) = mvlu =7, 6))

where m denotes the level of matching efficiency, o the elasticity of the matching
function with respect to aggregate vacancies, and the unemployment rate is defined
as

u=1-—n, (2)
We define the measure of labor market tightness as
0[ = Ut/u[. (3)

Due to the assumption of constant returns to scale, the job finding rate is given by
m(vy, u;)/u; = m(vy /u;, 1) = p(6;) and the job filling rate by

m(vy, uy)/v; = m(1, u: /v;) = q(6;). 4)

The job finding rate, p(6,), is increasing in 6; and the job filling rate, g(6;), decreasing
in 6;.

1.2 Firms

Our model economy features a continuum of large firms of measure f € [0, 1]. We
assume that firms are large to aid comparison with the model extensions in Section 6.
Since posting vacancies is costly, period profits (77 ) at time ¢ may be written as

g = Zilp — Wy — KVjp, Q)]

where vy, and ny, are the number of job openings and the level of employment at
the firm and « is the cost of posting a vacancy. Productivity shocks (z,) follow the
exogenous process given by

Inzy1 =0lnz + €41 with ¢ ~N(O,¢), (6)

where o € (0, 1) denotes the persistence of the technology process and ¢, is an i.i.d.
innovation with mean zero and standard deviation ¢. The problem of each firm is to

8. The assumption of large firms together with constant returns to scale in employment yields an
equivalent job creation condition relative to a setting in which there are one-worker firms (small firms). As
shown by Krause and Lubik (2007b), the aggregate effects of intrafirm bargaining within a large firm envi-
ronment are negligible in a standard search and matching framework with concave production functions.
Thus, we abstract from intra-firm bargaining in the analysis.
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choose vy, so as to maximize the present discounted value of expected profits, which
may be written as

o0
max 7 + BEY, an,+j for j >0, 7

Vfitj -
J=1

subject to the law of motion of employment
nfy1 = - P)nfr + vpq;- (8)

The parameter B denotes the discount factor and %, the subjective expectation oper-
ator. The first-order condition with respect to vy is

i = qO)BE;, {Vyir1 ), ©)

where Vy; = J'(ns,) denotes the value of having an additional worker employed at
the firm. Equation (9) states that the marginal cost and benefit of posting a vacancy
must be equal. The envelope condition with respect to n, is

Vi=z—wp+ (- p)ﬂE;[{foJrl}' (10)

This condition simply states that the value of having an additional worker employed
at the firm must be equal to flow profits—the marginal productivity of employment
net of wage costs—plus the continuation value of employment at the firm.

Combining equations (9) and (10), we obtain the following job creation
condition:

K . K
P, = 5Ef,{2t+1 —wpp + (1= p)q(9,+1)}' (11)

This condition is central to our analysis since it determines the optimal number of
vacancies that firm f would like to post. The expression simply states that the ex-
pected cost of a filled vacancy must be equal to its marginal benefit, which consists
of expected profits and savings generated from the additional match. This way of for-
mulating the firm’s problem means that the choice of current vacancies is based on the

forecast of future labor market conditions. Alternatively, the job creation condition
can be rewritten as,

K
q(6,)

=By (1= p) ' BB} [zes — wps]. (12)
j=1

Note that this expression is very intuitive; it says that the expected cost of a filled
vacancy must be equal to the sum of the future stream of profits that the job is expected
to generate. In order to post the optimal number of vacancies, firm f must make
forecasts up to the infinite future (assuming the perceived transversality condition
holds).
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1.3 Wage Negotiation

Wages are negotiated according to a Nash bargaining protocol. The wage w s, max-
imizes the joint surplus of a match between workers and firms,

argmax [Wy, — Ul (v

where Wy, and U4, denote the employment (at firm f) and unemployment values for
a worker at date ¢ and & € (0, 1) denotes the workers’ bargaining power.” The first-
order condition of this problem then yields the standard sharing rule that characterizes
the optimal split of the aggregate surplus,

(1 =EWn —U) =V 13)

To derive an expression for the bargained wage (w ), we assume that expression (13)
holds in expectations. Thus,

wp =§(z +«6) + (1 —§)b. (14)

The bargained wage is a weighted average of the marginal product of employment,
the cost of replacing the worker and the opportunity cost of working (b).

1.4 Aggregation and Linearization

‘We make the assumption that in the temporary equilibrium workers and firms share
the same set of beliefs about the future. This assumption is reasonable because work-
ers and firms coordinate on expectations during the (ex post) wage negotiation pro-
cess. The assumption of ex post homogeneity in expectations across workers and
firms is standard in the learning literature (Ef = E7, = EJ,) and it implies a sym-
metric equilibrium (i.e., ny, = n; and vy = v;).

We further define aggregate output (y,) as output net of vacancy costs,

Vi = Ll — K. (15)
In line with Mitra, Evans, and Honkapohja (2013), we assume that firms use a
vacancy posting rule based on linearization of equation (12) around the steady-state
values of @ and 7. The firms’ behavioral rule is
— (o = DmB G, = ., — Sy, = S, where (16)
q
S =E) (1=p) "Bz and Sy =E) (1 —pY gl
J=1 j=1

9. Online Appendix A.1 contains the formulations of YWy, and ¢/, and Appendix A.2 the derivation of
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Note that a tilde over a variable x denotes the deviation of the variable from its steady-
state value (i.e., ¥ = x — ¥, where X denotes the steady-state value of x).

We turn to the other key equations in the model. We linearize equations (6), (8),
and (14) around the steady state and integrate over f to get

Ziy1 = 0% + €141, a7
g1 = (1 — p)ii, + vg; + qvy, (18)
W, = E(Zz + Kér)- (19)

A temporary equilibrium is a set of values for the variables 7i;, §;, i that, given the
exogenous stochastic process {Z,-}?it and the initial condition 7, satisfies the system
of equations consisting of equations (16) and (17)—(19). This equilibrium is deter-
mined as follows. In every period ¢, given their forecasts, firms enter the market with
their vacancy posting rule. To complete the description of temporary equilibrium one
specifies how forecasts are formed. As argued before, it is plausible to assume that
forecasts of firms are predetermined when they are brought to the market. The tem-
porary equilibrium for the current period provides a new data point for agents. Given
these new data, agents update their forecasts at the start of the following period using
versions of RLS algorithm.

Finally, we linearize the auxiliary equations (2), (3), (4), and (15)

0=, + i, (20)
v, = 0i, + b, 21)
G = (o — hmf” 24, (22)
§; = iz + Z, — k0. (23)

2. BELIEFS AND INFORMATION ASSUMPTIONS

The RE solution of the model is of the following form:

eyl = bn + iy + a_nzzz’

wy = Bw + aynty + a_wzztv (24)

given that employment and productivity are the only state variables in this model. The
RE solution is expressed in levels rather than in deviations from their steady-state val-
ues. Under RE agents know that the productivity innovation follows an autoregressive
process, its persistence and dispersion of the TFP innovation. Rational agents have
complete information about the structure of the economy and know the true parame-
ter values of policy functions (denoted with a bar over the parameter). Thus, rational
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agents make no systematic mistakes. As is well known, the RE model is not able to
match the amplification present in labor market data since productivity shocks are
unable to increase profits per hire by much. More detailed explanations are provided
in Section 3.4.

We note that, following Campbell (1994), the RE solution (24) may be written
in an equivalent way. This RE solution involves n, as an AR(2) process and w; as
ARMA(2,1) processes. In particular, this solution can be shown to be of the following
form:

iyl = 7-91511 + 192’1! - 193”!—] + anzeh (25)

Wy = 194bw + ﬂZwlfl - 193 w2 + a_wzel + (a_wndnz - a_wzann)elfl s

where ¢ = (1 — 0), B2 = (0 + au), V3 = 0aun, and ¥4 = (1 — o)l — dnn)l_jw +
dwnbn]-

Using beliefs of the form (25) (or (24)) requires a lot of knowledge from agents:
they need to know that solutions for the endogenous variables are exactly of the form
above. In practice, ARMA-type processes are significantly more difficult to estimate.
Pure AR models have been advocated by time series analysts as parsimonious models
for forecasting (over ARMA models) on the grounds of being simpler to estimate and
easier to specify because no identifiability problems arise in a procedure of “testing
down” (when going from a general to a specific approach) to see if the model for
forecasting could be simplified; see, for example, Granger and Newbold (1986) and
Harvey (2008), pp. 78-80, for a discussion. Our agents adopt parsimonious models
like AR(1) or AR(2) for their forecasting exercises in a similar vein.

In addition, agents endowed with these AR beliefs do not stop at this stage. Loosely
speaking, they use a model selection strategy popularized by Box and Jenkins. In Sec-
tion 5, it is shown that the baseline model featuring autoregressive beliefs in wages
is consistent with the behavior of actual wages in the US data. We find that, using al-
ternative approaches, agents are unable to detect misspecification in their forecasting
methods ex post for very long periods of time.

As mentioned in the Introduction, recent studies have also found evidence for
the use of extrapolative rules, for example, Malmendier and Nagel (2016), Gen-
naioli, Ma, and Shleifer (2016), Greenwood and Shleifer (2014), and Slobodyan
and Wouters (2012). Moreover, recent experimental evidence by Hommes et al.
(2005) and Heemeijer et al. (2009) suggests agents estimate simple univariate
autoregressive models to make forecasts about future variables. Using AR-type per-
ceived law of motion (PLM) is, therefore, very appealing.'®

Thus, we deviate from RE in assuming that agents forecast the values of the vari-
ables of interest based on simple AR belief specifications and examine whether these
belief specifications have the ability to get the search and matching model closer

10. Using AR beliefs obviates the need for agents to use productivity in their regression equations
(34). We remark that Slobodyan and Wouters (2012) use AR(2) PLMs as their preferred specification in
estimating medium-scale DSGE model based on small forecasting models. Their model features a wider
set of nominal and real frictions and the dynamics of their model is driven by multiple innovations.
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to the data. Agents have incomplete knowledge about the structure of the economy
and they observe only their own objectives and constraints but do not observe other
agents’ production functions and beliefs. Thus, they do not know that their decisions
are identical to those of other agents.

2.1 Learning with Autoregressive Beliefs

We propose alternative belief systems of autoregressive form.'! The simplest fore-
casting model that is closest to the RE model is one where all endogenous variables
are forecasted using univariate autoregressive processes of order 2, that is, AR(2) pro-
cesses. This serves as the benchmark for agents’ beliefs. Agents have PLMs of the
form

w; = ag + ajw;—1 + aw, + U, (26)

where w, is a white noise process. Like RE, the belief system is expressed in levels.
This belief specification represents only a modest departure from RE: the key dif-
ference being that the moving average (MA) term is dropped from w,.'> This seems
like a reasonable assumption since wages are determined simultaneously by equilib-
rium considerations and depend on aggregate variables such as 6,. We also examine
AR(1)-type beliefs system, which is nested in equation (26).

For economy of space, we only explain parameter updating with AR(2) beliefs. Let
®; = [apa; ax]’ and ¥, = [1 w;_; w,_>]". Agents use a constant gain recursive least
squares (RLS) algorithm (widely used in the AL literature) to update their beliefs

D =P, + VRfl‘l’t—1<wt—1 - (b;,]‘pt—1> ,
Ro=Rii+y(W¥ —Ro), @7)

where y € (0, 1) denotes the constant gain learning parameter and R, is the precision
(3 x 3) matrix associated with each equation.

Agents update their beliefs over time by revising the value of parameters using
the constant gain RLS algorithm. At the beginning of each period, agents inherit the
parameters of their belief system from the previous period, make forecasts, and com-
pute the present discounted sums that allows them to form vacancy posting decisions
at every point in time. At the end of each period, agents are informed about wages

11. These alternative belief specifications are similar in spirit to the simple wage rule models pro-
posed by Christiano, Eichenbaum, and Trabandt (2016) within the RE literature, where the wage rules are
autoregressive. For further details on the learning algorithms, see Online Appendices A.3 and A.4.

12.  Under the proposed belief system the economy converges to a restricted perceptions equilibrium
(RPE) as in Sargent (1999), Cho, Williams, and Sargent (2002), and Branch and Evans (2006a) that is
different from the RE equilibrium; see chapter 13.1 of Evans and Honkapohja (2001), Branch (2006), for
a discussion and Huang, Liu, and Zha (2009) for an application to the growth model. As our interest is
in matching unemployment volatility and wage forecasts, we do not study the nature of this RPE. We
do, however, show the evolution of the parameters in agents’ PLM and what values they converge to; see
Figure 11 in the Online Appendix.
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and they update their beliefs in the following period. In the learning literature, it is
standard to assume that for the parameter estimation agents use data available up to
periodt — 1.

2.2 Informational Assumptions

The standard assumption in the learning literature is to assume that agents’ fore-
casts at ¢ from period ¢ 4+ 1 onward are based on past endogenous variables (here
w;_1). This approach conveniently avoids the simultaneous determination of fore-
casts and endogenous variables. An interpretation, owing to Evans and Honkapohja
(2001) and Evans and Honkapohja (2006), is that these forecasts are computed be-
fore going to the market place. We therefore assume that firms make wage forecasts
at the beginning of period ¢ and the productivity shock is also revealed at the begin-
ning of the period, that is, firms do not observe observe wages (w,) at the time of
making their wage forecasts. This informational assumption is particularly appealing
here since the standard search literature is calibrated to monthly frequency and the
data are generally available with a lag.

In addition, wage determination in the search and matching literature, which is
different from the standard neoclassical model, entails a complex decision problem
involving expectations. Under RE, workers and firms have the same expectations and
information set. However, in our context, agents may not know this to be true ex
ante. Ex post, the bargained wage ), will depend on aggregate variables such as the
measure of labor market tightness 6;; see equation (14) or (19). The assumption of
time-to-hire is such that workers are matched to employees in period ¢ but can only
start working in period # + 1. Therefore, the assumption of predetermined forecasts
in this model is particularly plausible.

3. NUMERICAL RESULTS FOR MODEL AND DATA

3.1 Calibration

We set the structural values of the parameters in the model following a standard
calibration exercise. First, we choose some parameter values using a priori infor-
mation. Second, the choice of the remaining parameters ensures that the stationary
equilibrium of the model matches a number of stylized facts as observed in the post-
WWII U.S. economy. As is standard in the search and matching literature, a period
in our model corresponds to a month in the data.

The parameters chosen using a priori information are the subjective discount factor
(B), the exogenous separation rate (o), the worker’s bargaining power (£), and the
elasticity of the matching function with respect to vacancies (o). The value of § is
set to 0.996, which implies an annual real interest rate of about 4%. The value of p is
calibrated to 0.033 in order to match the evidence that jobs last on average two and
a half years as estimated in Davis, Haltiwanger, and Schuh (1996). We set the value
of o at 0.5 in line with the literature. This value lies within the plausible interval
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TABLE 2
CALIBRATED PARAMETERS: MONTHLY

Description Parameter Value
Discount factor B 0.996
Replacement ratio rr 0.6
Efficiency of the matching technology m 0.379
Elasticity of the matching function o 0.5
Bargaining power & 0.5
Separation rate P 0.033
Productivity level z 1
Persistence of productivity shocks 0 0.98
St. dev. of productivity shocks S 0.005
Gain parameter y 0.002

of [0.5, 0.7] as surveyed by Petrongolo and Pissarides (2001). In order to facilitate
comparability with the existing literature, & is chosen to be 0.5. Following Shimer
(2010), we choose the persistence of the technology shock (o) to be 0.98 and the
standard deviation of the innovation to be 0.005.

The remaining two labor market parameters, namely, x are m are set to match (i)
a vacancy filling rate of 27.8% as estimated by Shimer (2005), which is consistent
with a quarterly rate of 70% as in Trigari (2006) and den Haan, Ramey, and Watson
(2000); (ii) an unemployment rate of 6%, which corresponds with the standard ILO
definition of unemployment for the post-WWII U.S. average.

The replacement ratio is set to 60%, which is slightly below the value suggested by
Mortensen and Nagypal (2007). According to a study by Hagedorn and Manovskii
(2008), a total replacement ratio of around 95% can generate labor market fluctuations
that are in line with the empirical evidence. Their study argues that, if the outside op-
tion of the worker is high (this happens when both £ is low and the replacement ratio
high), then (steady-state) firm’s profits are small and can generate greater amplifica-
tion in labor market variables. The resulting replacement ratio ensures that our results
are not driven by the Hagedorn and Manovskii effect. Table 2 provides a summary of
the parameters used in the baseline calibration of our hypothetical model economy.

We choose the gain parameter in the learning algorithm to be y = 0.002
(equivalent to a value of 0.006 in the corresponding quarterly model), which
implies that agents use past data to update their beliefs for around 42 years (1/0.002 =
500 months or 167 quarters). There is lack of consensus in the learning litera-
ture concerning the constant gain parameter, which ranges from 0.002 to 0.035 at
quarterly frequencies. See, for example, Eusepi and Preston (2011), Branch and
Evans (2006b), Milani (2007), and Orphanides and Williams (2007). The value cho-
sen for this parameter is relatively small because we exclude policy considerations
(e.g., as in Mitra, Evans, and Honkapohja (2017) or Mitra, Evans, and Honkapohja
(2013) where a higher gain parameter is used) but lies within the range of parameters
suggested in the literature. The smaller the gain parameter the longer it takes to learn
the long-run equilibrium.
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TABLE 3
SUMMARY STATISTICS, QUARTERLY U.S. DATA

it 7y Oy 1 0
0%,/05 1 0.57 9.76 8.80 18.21
P(Xirs Xim1) 0.81 0.90 0.90 0.89 0.90
9, 1 0.79 0.82 —0.78 0.82
A, - 1 0.92 -0.97 0.96
Py, X)) D, - - 1 —0.93 0.98
i, - - - 1 —0.98
4, - - - - 1

NoTEs: Relative standard deviations, autocorrelation, and correlation coefficients in this table correspond to quarterly data series detrended us-
ing a Hodrick—Prescott filter with smoothing parameter 1600. Each data series xj, corresponds to a variable in the model. The term p(xy;, xp;)
stands for the correlation coefficient between variables xj, and xy;.

3.2 U.S. Data

In this section, we compare the main statistical properties of the simulated labor
market series generated from the model with the corresponding series in the U.S.
data, in particular focusing on second moments.

The seasonally adjusted series of (un)employment is taken from the Bureau of La-
bor Statistics (BLS). As a proxy for vacancies, we merge the seasonally adjusted help-
wanted advertising index released by the Conference Board with the vacancy series
calculated by Barnichon (2010). Aggregate output is measured as seasonally adjusted
real GDP, which is drawn from the National Income and Product Account (NIPA; ta-
bles 1.1.6 and 1.1.5). All data series are quarterly and cover the period ranging from
1951Q1 to 2016Q4 (due to the data availability on vacancies). Table 3 summarizes
the main cyclical properties of the logged detrended series.

One of the most salient features in the data is the high volatility of unemploy-
ment, vacancies, and labor market tightness as reported in Table 3. In particular, both
vacancies and unemployment are about 9.76 and 8.80 times more volatile than the
aggregate output, respectively. Moreover, the measure of labor market tightness is
around 18.21 times more volatile than output. Another well-known stylized fact is
the negative relationship between vacancies and unemployment, also known as the
Beveridge curve.

3.3 Simulation Results

We simulate the search and matching model under the different belief specifica-
tions and compare results. We use standard methods to solve and simulate the RE
model. We initiate the simulations of our learning models from values consistent with
the deteministic steady state and then generate a series for 10,900 periods using the
learning algorithm previously stated. The first 10,000 periods ensure convergence to
the long-run equilibrium and are, as a result, discarded. We keep the remaining 900
observations, which correspond to 75 years of data, so as to guarantee that the sim-
ulated series are free from any transitional dynamic considerations. We then repeat
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TABLE 4
SumMARY STATISTICS: RE, AR(1), AND AR(2) LEARNING MODELS

Model Statistics y n n v 2 q
03, /03, 1.00 0.07 1.08 1.29 2.32 1.16
RE p(X, ;) 0.98 0.96 —-0.92 1.00 0.98 —0.98
P(X, Xi—y) 0.94 0.95 0.95 0.88 0.94 0.94
oy, /05, 1.00 0.48 7.55 9.52 16.43 8.21
IH — AR(1) p(x, 0;) 0.76 0.93 —0.85 1.00 0.97 -0.97
(X, X_1) 0.93 0.92 0.93 0.71 0.88 0.88
03, /0, 1.00 0.34 5.33 6.87 11.61 5.80
IH — AR(2) p(x, 0;) 0.74 0.91 —0.81 1.00 0.96 —0.96
p(X, Xi—1) 0.93 0.92 0.93 0.70 0.87 0.87

Nortes: Relative standard deviations, autocorrelation, and correlation coefficients in this table correspond to the quarterly simulated series
expressed in percentage deviations from steady-state value. The term p(x;, x,) stands for the correlation coefficient between variables xy,
and xy;.

this procedure 100 times and report the mean values of the variables of interest. We
check the stability of each learning model at every point in time by examining the
highest eigenvalue of the coefficient matrix, disregarding the entire draw when the
stability condition is not met. The number of draws we discard is small.'?

Since our model is calibrated for monthly frequencies and GDP data are reported
only in quarterly frequencies, we then convert the monthly simulated series into quar-
terly frequencies following Gertler and Trigari (2009). We transform the simulated
series from absolute deviations into percentage deviations. Table 4 reports the sta-
tistical properties of the simulated series of interest under learning for all three be-
lief specifications. In all tables and figures, a hat over a variable denotes the per-
centage deviation of the variable from its steady-state value (e.g., § = /). Table 4
shows that the RE model generates very little amplification in labor market variables.
The table indicates that the search and matching model under learning can replicate
the second moments of the U.S. labor market remarkably well. The two learning
models provide a good match for the relative volatility in vacancies, unemployment
and labor market tightness. For instance, in the AR(2) specification, vacancies and
unemployment are about 6.87 and 5.33 times more volatile than output respectively
with the corresponding numbers in U.S. data being 9.30 and 8.84. The dispersion
of vacancies and unemployment relative to output in the AR(1) model are closer to
the data, 7.55 and 9.52, respectively. The learning models do significantly better than
the RE model in matching amplification in the data. The correlations and autocor-
relations of the autoregressive models are in line with the RE model and data. In

13. This choice of dealing with instability at each point in time is similar to the procedure used to
estimate Bayesian vector autoregressive (BVAR) models. We do not implement a projection facility be-
cause we prefer to avoid contaminating the statistics with unstable draws. The initial values of parameter
estimates in each regression equation is typically set at zero with the intercept terms set equal to the cor-
responding deterministic steady value of the variable. The precision matrices are set equal to the identity
matrix to start the simulations. An advantage of setting initial beliefs in this manner is that it makes them
consistent (symmetric) across the different belief specifications, namely, AR(1) and AR(2) beliefs. We
have also experimented with other initial values and our results do not change significantly.



F. DI PACE, K. MITRA, AND S. ZHANG : 457

<)
<)
g)

15 20 4
-------- TH-AR(1)
15 3 TH-AR(2)
10 ] E ——RE
10 L 2
5 1o~
of S~ \,\
.................. o o
5 -5 1
0 10 20 30 0 o0 10 20 30 40 0 10 20 30 40

Fig 3. Impulse Responses to Labor Market Variables.

Notes: Impulse responses to a one standard deviation (productivity) shock. The solid line is RE, dotted line AR(1), and
dashed line AR(2) beliefs. Percentage deviations from steady-state values reported along the vertical axis. The horizontal
axis displays the number of quarters after the shock.

particular, all models generate a negatively sloped Beveridge curve (—0.92 for RE,
—0.85 for AR(1) and —0.81 for AR(2)).

3.4 Impulse Responses

In this subsection, we study how labor market variables respond to a TFP innova-
tion and compare the dynamics under RE and learning. Following Eusepi and Preston
(2011), the impulse responses of the learning model are computed by simulating the
model twice over 10, 000 4 120 periods. We add to the first simulation a positive one
standard deviation (productivity) shock in period 10, 001 and compute the impulse
responses as the difference between the two resulting set of impulse responses from
period 10,001 onward. This experiment is then repeated 100 times and the mean im-
pulse responses of the variables of interest are reported. The simulated series are con-
verted into quarterly frequencies and then expressed in percentage deviations from
steady-state values.

Figure 3 shows the impulse responses of aggregate output, (un)employment, va-
cancies, labor market tightness, and the wage rate to a positive TFP innovation under
learning and RE. The impulse responses under RE display negligible amplification
relative to the learning models. Firms endowed with RE beliefs correctly understand



458 : MONEY, CREDIT AND BANKING

8 14 12
= === TH-AR(1)
12 TH-AR(2
6 10 — (2)
la 10
W
Al
X 8
\.
\
2 >\ 6
KY
s, 4
\.‘\
0 <
N 2
2 0 0
0 10 20 30 40 0 10 20 30 40 0 10 20 30 40

Fig 4. Impulse Responses of Infinite Sums in Job Creation Condition.

Notes: Impulse responses to a one standard deviation (productivity) shock. The solid line is RE, dashed dotted line
AR(1), and dashed line AR(2) beliefs. Percentage deviations from steady-state values reported along the vertical axis.
The horizontal axis displays the number of quarters after the shock.

the equilibrium restrictions that determine future wages. For this reason, expected
wages tend to absorb most of the productivity increase and, as a result, labor market
variables respond only marginally to a TFP innovation.

Very distinct dynamic responses are observed under learning to a positive TFP in-
novation for all two belief specifications. Following a positive technology shock, the
incentive for vacancy creation increases sharply on impact, leading to more employ-
ment and a sharp fall in unemployment. The response of employment is largest for the
AR(1) beliefs followed by AR(2 ) beliefs; the amplification generated in the learning
models is, however, much larger than that under RE. Quantitatively, the magnitude
of the responses is preserved for the next 4 years, that is, it is greater under AR(1)
than AR(2). After 4 years, the magnitude of these responses is reversed, that is, it is
smaller under AR(1) than under AR(2). We observe over- and undershooting of the
variables under AL compared to RE as they converge to the steady state.

Figure 3 shows that learning increases the internal propagation mechanism of the
model. In particular, the response of output significantly exceeds that of the TFP
innovation on impact. In contrast, under RE the magnitude of the response of output
is approximately the same as that of the TFP innovation, which is another feature of
the unemployment volatility puzzle. The reason behind the greater response in output
under learning has to do with a larger expansion in employment.

To disentangle further these effects under learning and gain intuition, we rearrange
the job creation condition, equation (16), in linearized form,

K
_%@ =S = Sz,z - Sw,h (28)

and we then plot the impulse responses of the infinite sums. As shown earlier, the in-
finite sum &;, which denotes the present discounted value of profits per hire, responds
much more strongly under AL relative to RE. Figure 4 decomposes this infinite sum
(S;) into the two components (S, , and S, ;). In the figure, a tilde over S, denotes
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the infinite sum expressed in percentage deviation from the steady-state value (analo-
gously for S, ; and Sy, ;). In the subsequent discussion, we refer to respective variables
expressed in percentage deviations. Note that S, ; is the same under RE and learning
and, hence, the lines overlap. The size of the responses of both S, ; and S,, ; under RE
are of equal magnitudes, which explains the negligible amplification generated under
RE. In sharp contrast, the magnitude of the response of S, is much greater than that
of S, under learning for the two belief specifications. The difference between S,
and S, , explains the strong amplification mechanism of the learning models; this
difference depends primarily on the forecasting models used by agents.

Mechanism of amplification. We now examine the transmission mechanism of TFP
innovations under different belief specifications. We first describe the mechanism
under RE beliefs in order to understand why the model fails to generate large fluc-
tuations in labor market quantities and then explain how unemployment volatility is
generated under AL.

A TFP shock has well-understood implications in the standard search and match-
ing model under RE beliefs. A positive innovation (¢;) shifts the production fron-
tier and the labor demand schedule, by increasing labor productivity, which raises
marginal profits per hire. Since wages in the standard model are flexible and nego-
tiated through the process of Nash bargaining, a shift in technology increases both
future marginal products of employment and wage costs, leading to little vacancy
creation.

We rewrite equation (28) approximately as the presented discounted value of prof-
its, which consists of the difference between infinite sums of revenues and costs,

~L R Ay (- Y s — ] =
j=1

LN

8ot = Su)- 29
p (S 1) (29)

We replace E' by E,, the expectation operator under RE. Since unemployment is a
predetermined variable, this expression pins down how many vacancies are posted in
equilibrium. Note that vacancy creation depends on the present discounted value of
profits per hire, which responds only little under RE. The RE solution expressed in
terms of deviations from steady-state values may be written as

ﬁH—l = L_lnnﬁt + anzZt and ﬁ)t = awnﬁt + dwzzf’

where a,,,, denotes the elasticity of variable x; with respect to variable x,. Plugging
the RE solution into (29) yields

a  Bq,_ . _ .
2L~ @1z — Gl — $33), (30)
q K
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where
— Q _ dwndnn d (31)
= = —————— - and,
T -pe P T 1= - p)an
- dwnénz(l - /3(1 - p)Q) + dez(l - ,3(1 - p)dnn)
@3 = . (32)

[1—B(1— p)aml[l — B — plo]

This expression provides the key insight into the lack of amplification under RE.
At the outset, vacancy posting does not respond to employment because 7, is prede-
termined; it is next period employment that affects vacancy posting. There is a direct
effect from productivity innovations, Z;, to the vacancy posting decision through shifts
in future returns from employment (term @, Z, in equation (30), which corresponds to
the first infinite sum in (29)) and an indirect effect from productivity innovations
through shifts in future wage costs (the terms @,7; and @3Z; in equation (30), which
correspond to the second infinite sum in (29)). For the baseline calibration, it can be
shown that ¢; and @3 in equation (30) are very close to each other, which implies that
productivity innovations have little impact on the present discounted value of prof-
its per hire.'* In other words, when firms correctly forecast future profits per hire,
the variability of profits per hire is dampened because wages absorb large part of the
innovation. As a result, the RE model is unable to generate sufficient amplification
in vacancies.

We now turn to the explanation of amplification under learning. We first note that
under RE firms have knowledge of the equilibrium restrictions that determine fu-
ture wages and employment; in particular, that a positive productivity shock leads
to higher wages and employment in the future. Under learning, on the other hand,
firms are not aware of these equilibrium restrictions, that is, that future wages and
employment will be higher due to higher productivity. In the learning model agents
are unable to understand the implications of future wage negotiations and instead es-
timate simple autoregressive models to forecast future wages using past information.

We restrict ourselves to discussing the results with AR(1) beliefs. A similar logic
applies to AR(2) beliefs. Under AR(1) beliefs, firms estimate the parameter a; by
running the following regression: W, = a;W,—; + 7, to make their forecasts of fu-
ture wages. Combining this expression with (29) yields

g _Bq, . -
—Z A~ = (piZ — i), (33)
qg «
2
where ¢ = 15— and ¢ = pf:(;ﬁ A TFP innovation increases the dis-

counted value of future marginal products of employment, the term ¢;Z in

14. For the baseline calibration, apart from a,, = 0, the values of the elasticities 0 < @, ,, < 1 for
the other possible combinations of x; and x,. In the general equilibrium version of the model presented
in Section 6.3, a similar intuition holds (0 < a,,,, < 1 for all possible combinations of x, and x, there).
The baseline calibration ensures that our results are not driven by the strategy in Hagedorn and Manovskii
(2008).
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Fig 5. Simulated Path of Infinite Sums.

Nortes: Infinite sums are expressed in percentage deviations from steady-state values. The first 10,000 months are dis-
carded and the remaining 900 months averaged over 100 replications under RE and AL. Monthly simulated series are
converted into quarterly series reflecting 300 quarters.

equation (33), but has no direct impact effect on the present discounted value of fu-
ture wage costs, the term ¢, W, . The high persistence of the TFP innovation, together
with the low value of the separation rate, is key for generating amplification under
learning because it raises the rate at which future marginal products of employment
are discounted. The fact that expectations are predetermined implies that firms over-
estimate the present discounted value of profits per hire, which then translates into
further incentives for vacancy creation. Thus, the labor market becomes tighter and
the job filling rate falls after a TFP innovation, which then raises the expected costs
of vacancy posting. After a productivity shock, the present discounted value of fu-
ture revenues is much larger than that of future wage payments. More vacancies in
equilibrium translate into higher employment and output.'>

Figure 5 plots the path of the simulated infinite sum, S = S, — S,,, in percentage
deviations from the steady state (i.e. the present discounted value of profits per hire)
for the different models over 300 quarters. Under RE the two sums are very close to
one another, explaining the lack of amplification in the model. The figure shows that
the difference in the two sums is greatest under AR(1) beliefs followed by AR(2) be-
liefs. This means that learning models can better match the relative volatility of labor
market variables in the U.S. data. The persistence of the simulated series is highest
under AR(1) and AR(2) beliefs, helping explain the greater incentive for vacancies
posting.'®

15. Our study is concerned with understanding unemployment amplification over the post World War
II period, as is done in the literature. If one focuses on the narrower period, in the years following the
financial crisis in 2007, professional forecasters were consistently overly optimistic about output growth.
An explanation has been that there was incomplete understanding of ongoing structural changes in the
economy. In our model, this overoptimism would result in strong job creation, but what was observed, in
contrast, is a jobless recovery. Of course, the Great Recession is an exceptional period and our model is
not equipped to study this period missing several important features, for example, financial market imper-
fections.

16. See Section F of the Online Appendix for the coefficients of the actual law of motions in the
different learning models.



462 : MONEY, CREDIT AND BANKING
4. FORECAST ERROR PROPERTIES

Vacancy posting decisions in search and matching models typically depend on the
marginal profitability of long-term employment relationships. We argue that wage
forecasts play a key role for job creation. Under RE firms can perfectly assign a value
to a filled vacancy because they have full information and knowledge about the struc-
ture of the economy. As shown in Section 3, relaxing these assumptions can lead to
more job creation. Given that wage forecasts are central for explaining amplification
in labor market data, a first suitable test of the AL models would be to compare how
well the statistical properties of wage forecasts generated by the AL models (and RE)
fair against those in the data. We argue that the AL models are more successful than
RE at matching wage forecast data.

Data published by the EC on annual nominal wage and price inflation for the United
States is used to conduct the comparison.!” These forecasts are released twice a year
in Autumn and Spring (in Q1 and Q3). It is worth noting that wage forecast data are
only available from 1999Q3 to 2017Q3 and the mean forecast of nominal wage com-
pensation per head is only reported in annual growth space. To compute the equivalent
of 1-year ahead real wage growth forecast, we simply subtract 1-year ahead price in-
flation forecast from the nominal wage inflation forecast. We then compute forecast
errors as the difference between realized and forecasted annual real wage growth.'8
The 1-year ahead real wage forecasts for the United States are reported in Figure 1
and for some other developed economies in Figure 2. A caveat of these data is that
it is reported biannually and the time span is relatively short. Another caveat is that
the data are not entirely consistent with the definition of wages in the model because,
while the model only considers the extensive margin, hours worked are part of real
wage compensation per employee.' A third caveat is that average wages are subject
to compositional effects and several studies, such as Pissarides (2009) and Haefke,
Sonntag, and van Rens (2013), report that wages for newly hired workers are more
cyclical than average wages.”’

To be consistent with the availability of data, we calculate /-year ahead wage fore-
casts from the different models. We compute forecast errors as the difference between

17. The annual forecasts of nominal wage compensation per employee and CPI inflation are taken
from Supplement A of Economic Trends, which are published by the EC, mostly biannually since Autumn
1999. The EC started publishing its forecasts three times per year only from 2013. We discard the additional
five observations to compute the forecast error statistics with regularly spaced data as in the models.

18. The real wage growth forecasts are calculated using inflation forecasts based on the GDP deflator;
the results are very similar if CPI inflation is used.

19. An earlier version of the paper, Di Pace, Mitra, and Zhang (2016), used unemployment forecast
errors (derived from SPF forecasts) over the period 1968-2015. It was shown that AL models were able to
replicate some of the unemployment forecast error properties. The focus here is on wage forecasts since
this constitutes more direct empirical evidence for the key mechanism of unemployment amplification in
the AL models studied here. We thank an anonymous referee for pointing us in this direction.

20. For instance, due to the cleansing effect of recessions (Caballero and Hammour (1994)), many
low paid workers are dismissed during recessions, and are then rehired next period. As a result, the real
aggregate wage is much less cyclical than individual wages (Solon, Barsky, and Parker (1994) and Bowlus,
Liu, and Robinson (2002)). Given that all workers in our model are paid the same wage, the response of
the individual wage is as elastic as that of aggregate wages.
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Fig 6. Simulated Annual Wage Forecast Errors in the RE and Learning Models.
Notes: We compute the forecast errors as &1, = ;412 — E; @412, and we convert monthly into quarterly forecast er-
rors by averaging. Finally, we sample the last 76 quarters of simulated data and discard 2 quarters (Q2 and Q4) to aid
comparability with the data. The solid line is RE, dotted line is AR(1), and dashed line is AR(2) belief.

TABLE 5
STATISTICAL PROPERTIES: FORECAST ERRORS OF ANNUAL WAGE GROWTH

pE1rs ASr) pE1rs f11-1) O, /5 %%y,
Data 0.63 0.65 1.68 2.48
RE 0.20 0.63 0.84 0.18
IH — AR(1) 0.48 0.86 4.61 1.37
IH — AR(2) 0.42 0.85 3.20 0.86

Notes: The term p(x|;, xo;) stands for the correlation coefficient between variables x| and x,. Data from European Commission. Annual
forecast errors are computed as X", =14 12 — E/ ;412 and monthly forecast errors are transformed into quarterly forecast errors by taking
a 3-month average. To compare the performance of the models with the data, we sample 76 quarters from the simulated series and discard
two quarters out of four (Q2 and Q4).

actual and forecasted real wage growth, £, = (W12 — W) — Ef (4120 — ;) =
W12 — Ef W, +12. We average monthly forecasts into quarterly forecasts and sam-
ple the last 76 quarters of simulated data to have the same number of observations as
in the actual data (i.e., we discard two quarters out of four, the equivalent of Q2 and
Q4 in the data). For a visual feel, Figure 6 plots the simulated forecast errors of annual
wage growth for the RE and AL models. Noticeably, the magnitude (fluctuation) in
forecast errors generated by the AL models is much larger than under RE. Note that
all forecast errors (including RE) exhibit some degree of serial correlation because
these are annual forecasts (rather than shorter horizon forecasts).

We next compare the statistical properties of forecast errors generated by the dif-
ferent models with those in the data. The learning models get close to matching the
data in several aspects. Table 5 reports the properties of forecast errors in the mod-
els and the data: the absolute standard deviation of forecast errors, the volatility of
forecast errors (relative to annual output growth), the first-order autocorrelation, and
the correlation with annual output growth. The absolute volatility of forecast errors
and its correlation with output growth in the learning models are more in line with
the data than RE. In particular, the forecast errors generated by the AR(1) model is
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much more volatile in absolute terms (1.37) than the RE (0.18) counterpart though
they are still less volatile than the data (2.48). The procyclicality of forecast errors
in the learning models (0.48 and 0.42) is more in line with the data (0.63) than the
RE model (0.20). Over the business cycle, the forecast errors are procyclical, mean-
ing that agents tend to underpredict wages during expansions and overpredict them
in recessions.

Forecast errors fluctuate more than output in the data. Unlike RE, there is excess
volatility of forecast errors vis-a-vis output in the learning models relative to the data.
The RE model predicts about the right amount of serial correlation in the forecast er-
rors whereas the AL models deliver higher auto-correlation. Arguably, it is surprising
that even the simple and stylized AL models are able to match forecast data along
these dimensions.

5. DISCIPLINING AGENTS’ BELIEFS

In this section, we analyze whether agents’ beliefs are consistent with actual data
and with those in the model ex post.”! We focus on monthly wage data for two rea-
sons: (i) actual wage data are available at monthly frequencies and (ii) the model is
calibrated to monthly frequencies.??

Loosely speaking, use is made of a model selection strategy popularized by Box
and Jenkins. Pure AR models have been advocated by time series analysts (e.g.,
Granger and Newbold (1986)) as parsimonious models (over ARMA models) on the
grounds of being simpler to estimate and (more importantly) easier to specify because
no identifiability problems arise in a procedure of “testing down” (using a general-
to-specific approach) to see if the model could be simplified (see Harvey 2008, pp.
78-80 for a discussion).

We first summarize the different methods used on monthly real wages for the
United States (which are suggestive that wages be modeled as an AR(1) process).
First, partial autocorrelation plots are used to identify the order of the autoregressive
model that best fits the U.S. data. Partial autocorrelation plots (Box et al. (2015)) are a
commonly used tool for identifying the order of an autoregressive model. In addition,
use is made of a different approach to model selection, the Bayesian information cri-
terion (BIC), which is based on a goodness-of-fit criterion. Finally, another method
(namely the Wald test) is used to determine the lag order of a generic autoregressive
process. All of these approaches favor an AR(1) model for monthly real wages in
the data.

21. Adam, Kuang, and Marcet (2012) follow a similar approach to discipline agents’ beliefs in
their model.

22. Monthly real wage data are computed using data from FRED. We calculate monthly nominal
wages as the ratio between seasonally adjusted wage compensation of employees (W209RC1) and all
employees: total nonfarm payrolls (PAYEMS). Nominal wages are deflated by Consumer Price Index for
All Urban Consumers (CPIAUCSL). The monthly (real) wage data are detrended using a Hodrick—Prescott
filter with smoothing parameter 14400.
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Fig 7. Partial Autocorrelation Coefficients (Data vs. Learning Models).

NotEs: Monthly real wage data series is detrended using the HP filter with smoothing parameter 14,400. First panel reports
the partial autocorrelation coefficients of the detrended data series. Partial autocorrelation coefficients of the simulated
wage series originating from the learning models with autoregressive beliefs are reported in the second and third panels.
We use different sample sizes for the learning model because learning is faster when there are fewer parameters to be
estimated (2,000 periods under AR(1 ) and 3,000 periods under AR(2) beliefs). Blue lines show an indication of sampling
uncertainty.

We next show that the baseline model featuring autoregressive beliefs generate
simulated wage series whose behavior is consistent with the U.S. data. Motivated by
the model selection strategy outlined above, agents try to find an initial specification
of the model based on the sample partial autocorrelation function. The partial au-
tocorrelation of an AR(p) process is zero at lag p + 1 and greater. Figure 7 shows
the sample partial autocorrelation coefficients for the U.S. monthly wage data (first
panel) and compares it with the learning models (remaining panels). The sample par-
tial autocorrelation plots indicate an autoregressive process of order 1 for the U.S.
data. The middle and right panels show that, while learning toward their long-run
equilibria, agents beliefs’ are in line with the simulated wage data ex post. Thus,
using partial autocorrelations, agents would fail to detect misspecification for very
long periods of time.

We further investigate whether agents would be able to statistically detect any mis-
specification ex post. Agents run autoregressions of a higher order than their beliefs
using simulated data to select the order of the autoregressive process (a general-to-
specific approach). Here, agents use the BIC to optimally select the order of the au-
toregression and they conduct Wald tests to test down the autoregressive beliefs for
an extended period of time. Note that under constant gain learning agents discount
past data more heavily. Consistent with the assumption of y = 0.002, we assume
that agents use 500 periods worth of wage data and run rolling regressions up to and
including period 4, 000.

Agents use the BIC to select the lag length of the autoregressive model. Figure 8
illustrates that agents with AR(1) beliefs are unable to select between AR(1) and
AR(2) beliefs. The top left panel of the figure shows that only after 2,000 periods
(months) can agents start differentiating between the two processes (since the BIC
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Fig 8. Detecting misspecification of beliefs.

Notes: The top left panel indicates the Bayesian information criterion (BIC) over time from two autoregressive models
(AR(1) and AR(2)) using wage data generated from the model with AR(1) beliefs. A lower value indicates the preferred
model. The top right panel shows the BIC over time from two autoregressive models (AR(2) and AR(3)) using wage
data generated by the model with AR(2) beliefs. The bottom left panel reports the p-values of the Wald test whose null
hypothesis that the second order autoregressive coefficient of an AR(2) process is zero in the model with AR(1) beliefs. The
bottom right panel reports the p-values of the Wald test where the null hypothesis is that the the third-order autoregressive
coefficient of an AR(3) process is zero in the model with AR(2) beliefs. In the bottom panels, the dotted line indicates the
10% significance level.

indicates a lag length of order 2, i.e., p = 2). A similar pattern also arises for the
model featuring AR(2) beliefs. With AR(2) beliefs, agents are unable to detect ex
post misspecification for about 2,500 periods. It is only if agents continue to run
regressions for a very extended period of time (200 years) would they be able to
detect misspecification in their beliefs. Note, however, that the actual data used in
our analysis are of a much shorter horizon (700 months), so agents would be unable
to reject their beliefs based on the sample sizes that are in practice available.

Next, agents test the null hypothesis that the PLM is misspecified by computing
the W-statistic.®> Thus, agents with AR(1) beliefs would like to test the hypothesis
that the higher order autoregressive coefficients of a generic AR(p) process are zero.
The bottom left panel of Figure 8 reports the p-values of the Wald tests over time.>*

23. See Adam, Kuang, and Marcet (2012) for a similar test.

24. We only report the result of the test in which agents with autoregressive beliefs of order p compare
their model with an alternative model of order p + 1. If detected, the degree of misspecification is not higher
than order 1.
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Since the p-values are above the 10% threshold for around 2,000 periods, agents are
yet again not able to detect misspecification ex post for very long periods. The same
pattern arises for agents with AR(2) beliefs. The bottom right panel shows that agents
cannot reject the hypothesis that the coefficient on the third lag of an AR(3) model
is different from zero for around 2,500 periods. These results are consistent with the
BIC analysis shown in the top panels of Figure 8.

6. MODEL EXTENSIONS

In this section, we examine the performance of the baseline model to three exten-
sions, namely, by allowing for (i) search effort, (ii) endogenous separation, and (iii)
general equilibrium considerations. We describe the new features of each model ex-
tension relative to the baseline model in Online Appendix B. We maintain the same
informational assumptions outlined in Section 2 with agents continuing to forecast
infinite steps ahead. For brevity, we only focus on AR(2) beliefs in Sections 6.1 and
6.2 (though the results are not confined to these beliefs). We find that the main re-
sults carry over to the different model extensions. All tables and figures we refer to
in Sections 6 and 7 are in Online Appendices C, D, and E.

6.1 Search Effort

We assess the robustness of the results to introducing search effort to the standard
search and matching model in line with recent work by Mukoyama, Patterson, and
Sahin (2018). We make the assumption that the functional form of the matching func-
tion is Cobb—Douglas to keep the analysis consistent with the baseline model. We find
that allowing for search effort does not alter the main message of the paper.

The impulse responses of labor market variables to a positive TFP innovation un-
der IH-AR(2) learning and RE are broadly in line with Figure 3 (see Figure 1 in
Online Appendix D). Following a positive productivity shock, the incentive for va-
cancy creation rises sharply on impact, resulting in more employment (and lower
unemployment). Intuitively, as the labor market tightens and the job filling proba-
bility falls, both the marginal cost and benefit associated with posting an additional
vacancy increase. As firms become more productive, however, workers exert more
effort to find jobs (but in doing so they do not internalize that their actions increase
average job search). The rise in job intensity in turn improves matching efficiency
endogenously, which increases the likelihood of workers and firms to find each other.
For this reason, the internal propagation mechanism of the model is stronger relative
the baseline model.

Mukoyama, Patterson, and Sahin (2018) find that search effort under RE does not
act as an amplifier of labor market fluctuations. In line with the baseline model, we
find that amplification generated under AL is greater than that under RE (see Table 1,
Online Appendix C). In particular, we notice that the extent to which the simulated
path of the infinite sum S, responds to productivity shocks is indicative of the strength
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of the AL mechanism. Relative to the baseline model, vacancies and the job filling
probability are less responsive to a TFP innovation. However, this is counteracted by
a highly cyclical search effort and greater unemployment amplification.

6.2 Endogenous Separation

Next, we examine the sensitivity of the results to allowing for endogenous separa-
tion. We follow Krause and Lubik (2007a) and Trigari (2009) in modeling the firms’
problem but omit general equilibrium considerations.?> The behavior of the model
featuring endogenous separation under RE is very different from the baseline model
in that a positive productivity innovation leads to a protracted fall in job creation (see
Figure 2, Online Appendix D). Less jobs get destroyed, offsetting the contraction in
job creation and reducing unemployment. Thus, the firing margin becomes dominant
relative to the creation margin. Despite less vacancy creation, the labor market tight-
ens and firms find it easier to fill vacancies. A tighter labor market strengthens the fall
in the cutoff level of idiosyncratic productivity, which in turn reduces job destruction.
It is well known that the model featuring endogenous separation generates an upward
sloping Beveridge curve that is inconsistent with the data.’®

Despite the clear dominance of the firing margin, the amplification generated
after a TFP innovation is greater under learning. Job creation and destruction are
much more volatile relative to RE (see Table 2, Online Appendix C). By comparing
learning models (with and without endogenous separation), vacancies and the job
filling probability become less cyclical. At the same time, a highly cyclical job sep-
aration rate helps generate more unemployment volatility (relative to the data). The
behavior of tightness is roughly in line with the baseline model under AR(2) beliefs
(but lower than the data). This is because vacancies and unemployment become less
and more cyclical, respectively. The slope of the Beveridge curve under learning is
flatter (0.47), though still positive, relative to the RE model (0.95 ).

6.3 General Equilibrium

We extend the standard search and matching frictions to allow for general equi-
librium considerations. For more details, see Online Appendix B.3 and Di Pace,
Mitra, and Zhang (2016). In this extension firms not only forecast the future path
of wages but also those of employment, interest rates, and profits. For this reason,
in addition to univariate autoregressive beliefs, we also study the sensitivity of the
results to allowing for potential general equilibrium effects when forecasting the
value of future variables. One way to introduce such interactions is for economic

25. Their set-up assumes that firms are large and hire multiple workers with different productivity
levels. We make these additional assumptions to facilitate comparability with the baseline model whilst
keeping the model relatively tractable. Further model details are provided in the Online Appendix B.2.

26. This anomaly results from the assumption that, whilst firing workers is instantaneous and costless,
hiring workers takes time and is costly. This result arises irrespective of whether we assume rational or
boundedly rational agents. For an example where firing costs are introduced in a search and matching
model with endogenous separations and small firms, see Thomas (2006).
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agents to compute their forecasts using vector autoregressive (VAR) models. We
find that the results from the baseline model are not sensitive to general equilibrium
considerations.

This version of the model under all three autoregressive beliefs generates a great
deal of amplification relative to the data (see Table 3, Online Appendix C). It is worth
noting, however, that under VAR(1) beliefs the Beveridge curve becomes flatter than
under univariate autoregressive beliefs. The learning models generate impulse re-
sponses that are observationally equivalent to the baseline model (see Figure 3, On-
line Appendix D).

7. OTHER LEARNING SPECIFICATIONS

In this section, we examine the performance of the baseline model under differ-
ent beliefs and alternative assumptions about the length of the forecast horizon and
timing. First, we assume that firms’ beliefs are of the RE form, and they learn the pa-
rameter values as new information becomes available. Second, we assume that firms,
instead of forecasting infinite steps ahead, forecast only one-step ahead, so as to make
vacancy posting decisions. Third, we assume that period wages are part of the infor-
mation set of agents.?’

7.1 Correctly Specified Beliefs

If agents have beliefs that are of the same form as equation (24) but have no knowl-
edge about the value of the RE parameters (b,, d.,, and a,;), they would attempt
to learn them as new information becomes available. Correctly specified beliefs are
given by

X = by + ayn +ac% + 0y, for x = {1, wil, (34)

where 1,, are white noise processes. Agents estimate parameters b,, a,, and a,; by
running regressions of variables (such as wages) on previous period employment and
current TFP in order to make vacancy posting decisions. We assume that agents con-
tinue to forecast infinite steps ahead with such beliefs.

We find that the AL model featuring correctly specified beliefs suffers from the
same problems as the RE model; that is, this model is neither able to provide a so-
lution to the unemployment volatility puzzle nor to generate large and systematic
forecast errors. These findings should not be surprising because loosely speaking,

27. The model statistics are computed after convergence to the long-run equilibrium. In reality, agents
do not know the nature of this equilibrium and would have to learn it over a long period of time. Irrespective
of the assumptions and the form of learning, as agents learn their way to the equilibrium, it is important
to note that AL delivers labor market statistics and forecast error properties that are more in line with the
data, compared to RE. Thus, learning plays an important role. Of course, the disadvantage with computing
statistics off the equilibrium is that the time period may matter, with its choice being arbitrary. Thus, we
always report results once convergence to the equilibrium has taken place.
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with constant gain learning, the model with correctly specified beliefs converges in
distribution to the RE solution (Evans and Honkapohja 2001, chapter 7.4). The value
of the parameters b.,, d,,, and a,,. are very close indeed to those under RE (by,, @y,
and a,,). This may provide an explanation as to why the model generates impulse
responses that are undistinguishable from those under RE.

7.2 Euler Equation Learning

There is an alternative form of learning widely used in the literature, for example,
see Bullard and Mitra (2002) and Evans and Honkapohja (2006), where agents make
one-step ahead forecasts. This is in contrast to the IH learning approach, assumed
so far in this paper, where agents make forecasts infinite steps ahead. This approach
would take equation (11) as the behavioral rule of firms. Under EE learning, in ad-
dition to making one-period ahead wage forecasts, firms make forecasts about labor
market tightness (6;) by following simple autoregressive learning rules. We find that
EE learning delivers results that are not too far off from RE.

Thus, it turns out that the type of learning agents engage in is important for match-
ing features observed in the data. Models featuring EE learning tend to generate
greater persistence in §,, which is self-defeating for amplification. This is partly be-
cause, under EE learning, the persistence of 6, is assumed in the autoregression. Mod-
els with IH learning, on the other hand, tend to generate a great deal of amplification
because agents over (under)estimate the impact the TFP shock on future profits as-
sociated with long-term employment relationships. We note that agents that engage
in long-term decisions, such as hiring, are more interested in forecasting over longer
time horizons (e.g., most Central Banks or International Organizations forecast a large
set of variables over 3 years).

7.3 Informational Assumptions

We have so far assumed that agents do not observe period wages at the time they
make their forecasts, that is, they only have information up until the last period and
forecasts are conditioned on previous allocations. We now relax this assumption, that
is, agents observe period wages when making their forecasts. To explain the intu-
ition behind this result we refer to Section 3.4 and confine ourselves to AR(1) be-
liefs. Firms estimate the parameter a; by running the regression @, = a;W;—| + Ny,
to make wage forecasts. With wages observed at time ¢, forecasts will be given by
Ef®,+; = aj®,. Combining this expression with equation (29) yields

G _Bq,, . _
o —($17 — o), (35)
where ¢ = m and ¢ = m‘ A TFP innovation increases the dis-

counted value of future marginal products of employment, the term ¢;Z; in equation
(35), but has now a direct impact on the present discounted value of future wage
costs, the term ¢, ;. Note that wages depend on Z; and 6;; see equation (19). Wages
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therefore contain information about productivity at time ¢, much like under RE. After
a productivity innovation, the present discounted value of marginal revenues increases
only slightly relative to the present discounted value of wage payments, leading to lit-
tle vacancy creation. Therefore, amplification, impulse responses and forecast errors
are not too dissimilar from RE.

8. CONCLUSION

In the standard search and matching model the vacancy posting decision depends
crucially on what firms expect the present discounted value of profits per hire to be;
this motivates the study of expectation formation at the firm level. In this paper, we
relax the assumption of RE to study the role of AL on job creation in the standard
search and matching model. We show that the combination of AL with simple fore-
casting models can match the volatility of U.S. labor market very well, outperforming
the standard RE model. In addition, AL is able to match the properties of forecast data
on annual wage growth.
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