
 
 

University of Birmingham

New results on quasi-subfield polynomials
Euler, Marie; Petit, Christophe

DOI:
10.1016/j.ffa.2021.101881

License:
Creative Commons: Attribution-NonCommercial-NoDerivs (CC BY-NC-ND)

Document Version
Peer reviewed version

Citation for published version (Harvard):
Euler, M & Petit, C 2021, 'New results on quasi-subfield polynomials', Finite Fields and Their Applications, vol.
75, 101881. https://doi.org/10.1016/j.ffa.2021.101881

Link to publication on Research at Birmingham portal

General rights
Unless a licence is specified above, all rights (including copyright and moral rights) in this document are retained by the authors and/or the
copyright holders. The express permission of the copyright holder must be obtained for any use of this material other than for purposes
permitted by law.

•Users may freely distribute the URL that is used to identify this publication.
•Users may download and/or print one copy of the publication from the University of Birmingham research portal for the purpose of private
study or non-commercial research.
•User may use extracts from the document in line with the concept of ‘fair dealing’ under the Copyright, Designs and Patents Act 1988 (?)
•Users may not further distribute the material nor use it for the purposes of commercial gain.

Where a licence is displayed above, please note the terms and conditions of the licence govern your use of this document.

When citing, please reference the published version.
Take down policy
While the University of Birmingham exercises care and attention in making items available there are rare occasions when an item has been
uploaded in error or has been deemed to be commercially or otherwise sensitive.

If you believe that this is the case for this document, please contact UBIRA@lists.bham.ac.uk providing details and we will remove access to
the work immediately and investigate.

Download date: 25. Apr. 2024

https://doi.org/10.1016/j.ffa.2021.101881
https://doi.org/10.1016/j.ffa.2021.101881
https://birmingham.elsevierpure.com/en/publications/3a2a7f3b-34f3-4ff0-ae16-5b3e188d86af


New Results on Quasi-Subfield Polynomials

Marie Eulera,1,∗, Christophe Petitb,c,1
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cUniversity of Birmingham, School of Computer Science, United Kingdom

Abstract

1 Quasi-subfield polynomials were introduced by Huang et al. together with a
new algorithm to solve the Elliptic Curve Discrete Logarithm Problem (ECDLP)
over finite fields of small characteristic. In this paper we provide both new
quasi-subfield polynomial families and a new theorem limiting their existence.
Our results do not allow to derive any speedup for the new ECDLP algorithm
compared to previous approaches.

Keywords: linearized polynomials, cryptography, elliptic curve discrete
logarithm problem,
2000 MSC: 11T06,11T71,94A60

1. Introduction

Let p be a prime and let n, n′ be two positive integers. For any prime power
q, let Fq be the finite field with q elements. When n′ divides n, the finite field
Fpn′ is a subfield of Fpn . The polynomial

Xpn
′

−X

splits over Fpn and its roots are exactly all the elements of Fpn′ . Quasi-subfield
polynomials, introduced by Huang et al. [1], naturally generalize this polyno-
mial.

Definition 1 (informal). A quasi-subfield polynomial (QSP) is a polynomial
of the form

L(X) := Xpn
′

− λ(X)
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such that “most” of its roots are distinct and defined over Fpn , and moreover
d := deg λ is “small”.

When n′ does not divide n, the degree of λ cannot be too small, as shown
in the following lemma.

Lemma 1. [1, Lemma 4.1] Let L(X) = Xpn
′

− λ(X) ∈ Fpn [X] completely
spliting over Fpn , such that ` := logp deg λ > 0. Then we have⌊ n

n′

⌋
`+ (n mod n′) ≥ n′.

A similar result in the non split case is also provided in [1, Lemma C.2].
In light of this lemma, it is useful to associate to any QSP a “quality”

parameter β := `n/n′2, where ` := logp deg λ as above. This leads to a more
formal definition of QSP :

Definition 2. A quasi-subfield polynomial (QSP) is a polynomial of the form

L(X) := Xpn
′

− λ(X) ∈ Fpn [X]

which splits completely (or at least has approximately pn
′

roots), for which more-

over β(L) :=
n`

n′2
≤ 1 with ` := logp deg λ.

In their paper, Huang et al. provide a QSP family over Fpn [x] with n = pa+1

and β = 1− 1

pa
(1− 1/pr + 1/(prpa)) with pa = 1 + pr + p2r + · · ·+ par. Most

importantly, they show how quasi-subfield polynomials can be used to solve
the Elliptic Curve Discrete Logarithm Problem (ECDLP), a problem of major
importance for cryptography.

Our results. We expand the study of quasi-subfield polynomials initiated in [1],
focusing on polynomials whose roots form a subgroup of either the additive or
the multiplicative group of finite fields. In the additive case this amounts to
searching for a linearized polynomial

L(X) = Xpn
′

− (a`X
p` + a`−1X

p`−1

+ · · ·+ a0X)

splitting over Fpn , with “small” `. In the multiplicative case this amounts to
searching for a polynomial of the form

L(X) = Xpn
′

−Xd

where pn
′ − d divides pn − 1, and d is small.

Our main result is the following theorem on linearized QSPs.

Theorem 1. Let L(X) := Xpn
′

−(a`X
p`+a`−1X

p`−1

+· · ·+a0X) be a linearized
polynomial over Fpn , with ` ≥ 1. If L splits completely over Fpn then β :=
`n/n′2 ≥ 3/4.

2



The equality is obtained for example with Xp2 +Xp+X in Fp3 [X]. The theorem
improves on Lemma 1 for linearized polynomials with parameters n, n′ satisfying
(n mod n′) ≥ n′/4. In the special case of trinomials, a similar result was
independently obtained with similar techniques by McGuire and Mueller [2].

We also introduce methods to generate new families of linearized QSP from
known ones, and we exhibit new additive and multiplicative QSP families.

Finally, we apply our results to Huang et al.’s ECDLP algorithm.

Impact on ECDLP security. The complexity of Huang et al.’s ECDLP algorithm
crucially relies on the quality parameter β of the quasi-subfield polynomial used.
Based on their complexity estimations, a value of β at most 0.1 would be needed
to obtain a complexity improvement over generic, state-of-the-art ECDLP algo-
rithms. In contrast, Theorem 1 rules out any β smaller than 3/4 in the case of
linearized polynomials, and the best quasi-subfield polynomial we found so far
has β ' 0.7. Further work will be needed to improve Huang et al.’s approach
with new ideas and better QSP families, or to provide a definite proof that it
will not improve on generic algorithms.

Outline. The remaining of this paper is organized as follows. Section 2 recalls
our new lower bound for the β value of linearized QSPs and it provides its proof.
Section 3 includes our new QSP families. Section 4 discusses the impact of our
results on ECDLP and Section 5 concludes the paper.

2. A new lower bound on β for linearized quasi-subfield polynomials

In this section we first recall known properties of linearized polynomials,
including a characterization of linearized polynomials that split completely over
their field of definition. We then proceed to prove Theorem 1, and we compare
the bound it provides with the bounds given in [1] and [2].

2.1. Linearized polynomials

Let p be a prime and n be positive integer. Let Fpn be the finite field with pn

elements. We write Gal(Fpn/Fp) for the Galois group of Fpn with respect to Fp.
For any automorphism σ ∈ Gal(Fpn/Fp), there exists s ∈ Z with gcd(s, n) = 1
such that σ(X) = Xps . In the following we write Xσ for σ(X).

Definition 3 (Linearized polynomials). Let σ ∈ Gal(Fpn/Fp) and let f = Xd+
ad−1X

d−1 + . . . + a1X + a0 ∈ Fpn [X]. The linearized polynomial related to f
and σ is the polynomial

Lf,σ = Xσd + ad−1x
σd−1

+ . . .+ a1X
σ + a0X ∈ Fpn [X].

Moreover d is called the σ-degree of Lf,σ.
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Let L := Lf,σ ∈ Fpn [X] be a linearized polynomial with coefficients in Fpn
as above. Let CL be the companion matrix of f , namely

CL :=


0 0 · · · 0 −a0
1 0 · · · 0 −a1
0 1 · · · 0 −a2
...

...
. . .

...
0 0 · · · 1 −ad−1

 .

We also define the matrix

AL := CL · CσL · Cσ
2

L · · ·Cσ
n−1

L ,

where CσL is the matrix obtained by applying σ coefficient-wise on CL. Note
that AL and CL are square matrices of dimension d.

The following result (independently due to McGuire and Sheekey [3] and
Csajbók et al. [4]) characterizes linearized polynomials that split completely.

Proposition 1. Let L = Xσd + ad−1x
σd−1

+ . . .+ a1X
σ + a0X be a linearized

polynomial with coefficients in Fpn . Then L has pn1 roots defined over Fpn ,
where n1 is the dimension of the eigenspace of AL with eigenvalue 1. In partic-
ular, L splits completely over Fpn [X] if and only if AL is the identity matrix.

A corollary of this proposition is that the maximum number of roots of L is
pd, and Lf,σ splits completely in Fpn only if σ(X) = Xp. From now on, we will
therefore only consider the case σ(X) = Xp and thus write Lf instead of Lf,σ.

Another important property of completely splitting linearized polynomials
is the following one.

Proposition 2. Let f = a0 + a1X + · · · + Xd ∈ Fp[X]. Then the following
properties are equivalent.

1. Lf (X) splits completely over Fpn [X]

2. Lf (X) divides Xpn −X

3. f divides Xn − 1

This proposition directly follows from the fact that Lf divides Lg for the
composition of polynomials if and only if f |g for the multiplication of polyno-
mials [5, Chapter 11].

2.2. Proof of Theorem 1

We will now prove Theorem 1, namely that for any linearized polynomial

L = Xpn
′

−(a`X
p`+a`−1X

p`−1

+· · ·+a0X) with ` ≥ 1, a` 6= 0 and ∀i, ai ∈ Fpn ,
if L splits completely over Fpn then β := `n/n′2 ≥ 3/4.

This result is in fact a consequence of the following lemma which highlights
that the field has to be big enough to have completely splitting sparse linearized
polynomials in it.
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Lemma 2 (Lower bound on n). Let Lf = Xpn
′

−(a`X
p`+a`−1X

p`−1

+· · ·+a0X)
with ` ≥ 1, a` 6= 0 and ∀i, ai ∈ Fpn . If Lf splits completely over Fpn then

n ≥ n′ + (n′ − `)
⌊n′ − 1

`

⌋
Let us first observe that this result is indeed enough to prove the theorem.

Indeed one can notice that since n′ and ` are integers, we have
⌊n′ − 1

`

⌋
≥ n′

`
−1.

Therefore, by Lemma 2 we have n ≥ n′ + (n′ − `)n
′

`
− (n′ − `) ≥ n′2

`
− n′ + `.

Thus, β =
`n

n′2
≥ 1− `

n′
+

`2

n′2
= 1− `

n′

(
1− `

n′

)
≥ 1− 1/4 = 3/4.

We will now show that Lemma 2 boils down to the proof of a result about
the power of a matrix. By Proposition 1, L := Lf splits completely over Fpn if

and only if AL := CL · CσL · · ·Cσ
n−1

L = I where CL is the companion matrix of
f .

Therefore we have to prove that

If n < n′ + (n′ − `)
⌊n′ − 1

`

⌋
, then AL 6= I

The remainder of the proof will consider matrices defined over the polynomial
ring Fpn [a0, . . . , a`], where ai are the coefficients of L as above. However as our
result only depends on the value of n′ and ` but not on the specific coefficients
ai, we represent any element x ∈ Fpn [ai] by a symbol x̃ ∈ {0 , 1 , a•,~}, noting
it x x̃, according to the following rules :

• if x 0 then x = 0;

• if x 1 then x = 1;

• if x a• then x is a power of (−a`) and thus x 6= 0;

• (x ~ implies no condition on x).

For instance −a0  ~, −a`  a•, a0 + a`  ~, and also −a`  ~. One can
notice that if x1  x̃1 and x2  x̃2, then x1 + x2  z1 and x1 · x2  z2 with
z1 and z2 given by the following tables.

+ 0 1 a• ~ · 0 1 a• ~
0 0 1 a• ~ 0 0 0 0 0
1 1 ~ ~ ~ 1 0 1 a• ~
a• a• ~ ~ ~ a• 0 a• a• ~
~ ~ ~ ~ ~ ~ 0 ~ ~ ~

For instance, if x1  a•, x2  a•, x3  ~, then x1 + x2  ~, x1 · x2  a•

and x1 · x3  ~.
We extend this notation to matrices over Fpn [ai]: Let M = (mi,j) be a square

matrix of dimension n′ with coefficients in Fpn . If for all i and j, mi,j  m̃i,j ,
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we denote M  M̃ := (m̃i,j). We observe that if M  M̃ and N  Ñ then

M + N  M̃ + Ñ and MN  M̃Ñ where the operations are done according
to the above tables.

Let M and M̃ such that M  M̃ . If there is a zero on the main diagonal
of M̃ or there is a non zero coefficient (1 or a•) outside of this diagonal, then
we see that M̃ cannot represent the identity matrix (denoted I 6 M̃) and then
M 6= I.

Therefore we will give ÃL such that AL  ÃL and prove that if n < n′ +

(n′ − `)
⌊n′ − 1

`

⌋
then I 6 ÃL.

First of all, we can recall that AL := CL · CσL · · · · · Cσ
n−1

L with

CL =



0 0 · · · 0 · · · · · · −a0
1 0 · · · 0 · · · · · · −a1
0 1 · · · 0 · · · · · · −a2
...

...
. . .

. . .
...

0 0 · · · 1 · · · · · · −a`
...

...
...

. . . 0
...

...
...

. . .
...

0 0 · · · · · · 1 0


Moreover, since σ acts on matrices coefficient-wise, we can observe that for

all k ≥ 0, Cσ
k

L  M with

M :=



0 0 · · · 0 · · · · · · ~
1 0 · · · 0 · · · · · · ~
0 1 · · · 0 · · · · · · ~
...

...
. . .

. . .
...

0 0 · · · 1 · · · · · · a•

...
...

...
. . . 0

...
...

...
. . .

...
0 0 · · · · · · 1 0


Therefore AL  Mn. Our goal is then to study the powers of M , which is

a companion matrix defined on {0, 1, a•,~} and to prove the following result.

Lemma 3 (Small powers are not the identity).

If n < n′ + (n′ − `)
⌊n′ − 1

`

⌋
, then I 6 Mn.

More precisely, we will prove the following lemma which exhibits a non zero
coefficients outside of the main diagonal. We will note Mn

i,j the coefficient in
the i-th row, j-th column of the matrix Mn.

Lemma 4 (A non zero coefficient). The following two claims are true:

6



• If n < n′, then Mn
n+1,1 = 1.

• If n′ ≤ n < n′ + (n′ − `)
⌊n′ − 1

`

⌋
, then we have Mn

in,1
= a• 6= 0

with in = n− (n′ − `)
⌊ n− `
n′ − `

⌋
+ 1 ∈ [2, n′]

Proof. Adapting a result of Chen and Louck [6] (see Appendix A for details)
on powers of companion matrices we have Mn

i,j = 1 if n = i− j and otherwise

Mn
i,j =

∑
k=(k1,··· ,kn′ )
n′∑
ι=1

ιkι=n−i+j

wk · 0k1+···+kn′−`−1 · (a•)kn′−` · ~kn′−`+1+···+kn′

where k = (kι)1≤ι≤n′ are non-negative integers and

wk =
kn′−i+1 + · · ·+ kn′

k1 + · · ·+ kn′

(
k1 + · · ·+ kn′

k1, · · · , kn′

)
.

The first part of Lemma 4 follows from the case n = i− j.
When n 6= i − j, the contribution of any k with k1 + · · · + kn′−`−1 > 0 to

the sum is null. Therefore we get

Mn
i,j =

∑
k=(kn′−`,··· ,kn′ )
n′∑

ι=n′−`
ιkι=n−i+j

wk · a• · ~kn′−`+1+···+kn′ , (1)

where wk is now

wk =
kmax(n′−i+1,n′−`) + · · ·+ kn′

kn′−` + · · ·+ kn′

(
kn′−` + · · ·+ kn′

kn′−`, · · · , kn′

)
.

Note that here we do not want to remove the exponents over the unknown
symbol. Indeed when kn′−`+1 + · · ·+ kn′ = 0, we have ~kn′−`+1+···+kn′ = 1; so
we get a term wk ·a• which in the case wk = 1 is exactly what we need to prove
that this coefficient is a•.

Let n′ ≤ n ≤ n′+(n′−`)
⌊n′ − 1

`

⌋
−1, and let in := n− (n′−`)

⌊ n− `
n′ − `

⌋
+1.

We have

n− (n′ − `) n− `
n′ − `

+ 1 ≤ in ≤ n− (n′ − `)
(
n− `
n′ − `

− n′ − `− 1

n′ − `

)
+ 1

n− (n− `) + 1 ≤ in ≤ n− (n− n′ + 1) + 1

2 ≤ `+ 1 ≤ in ≤ n′

In particular, Mn
in,1

is well-defined and it is not in the top left corner.
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Moreover, n′−in+1 ≤ n′−(`+1)+1 = n′−` so max(n′−in+1, n′−`) = n′−`.

Also, n− in + 1 = (n′ − `)
⌊ n− `
n′ − `

⌋
. We then have :

wk =
kn′−` + · · ·+ kn′

kn′−` + · · ·+ kn′

(
kn′−` + · · ·+ kn′

kn′−`, · · · , kn′

)
=

(
kn′−` + · · ·+ kn′

kn′−`, · · · , kn′

)
=

(kn′−` + · · ·+ kn′)!

kn′−`! · · · kn′ !

and
Mn
in,1 =

∑
kn′−`,··· ,kn′

n′∑
ι=n′−`

ιkι=(n′−`)
⌊ n− `
n′ − `

⌋wk · a• · ~kn′−`+1+···+kn′

In order to show that Mn
in,1

= a•, we now show that this sum in fact only
involves one term, and that this term is exactly a•.

Clearly k = (kn′−`, · · · , kn′) =

(⌊ n− `
n′ − `

⌋
, 0, · · · , 0

)
is a solution to

n′∑
ι=n′−`

ιkι = (n′ − `)
⌊ n− `
n′ − `

⌋
(2)

and for this k we have wk · a• · ~kn′−`+1+···+kn′ = 1 · a• · 1 = a•. It remains to
show that it is the only valid k to prove that Mn

in,1
= a•.

By contradiction, let us assume that there exists a solution (kn′−`, · · · , kn′)
to Equation (2) such that

n′∑
ι=n′−`+1

kι =

`−1∑
ι=0

kn′−ι > 0 (3)

We recall that by definition, all the kι are non-negative. From Equation (2),
we have :

(n′ − `)
⌊ n− `
n′ − `

⌋
=

n′∑
ι=n′−`

ιkι =
∑̀
ι=0

(n′ − ι)kn′−ι

= (n′ − `)
∑̀
ι=0

kn′−ι +

`−1∑
ι=0

(`− ι)kn′−ι (4)

≥ (n′ − `)
∑`
ι=0(`− ι)kn′−ι

`
+

`−1∑
ι=0

(`− ι)kn′−ι

≥
(
n′ − `
`

+ 1

) `−1∑
ι=0

(`− ι)kn′−ι =
n′

`

`−1∑
ι=0

(`− ι)kn′−ι (5)
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From Equation (4), we have (n′− `)|
∑`−1
ι=0(`− ι)kn′−ι. We also have, by hy-

pothesis (3), that
∑`−1
ι=0(`− ι)kn′−ι ≥

∑`−1
ι=0 kn′−ι > 0 hence

∑`−1
ι=0(`− ι)kn′−ι ≥

(n′ − `).

Together with Equation (5) this implies (n′ − `)
⌊ n− `
n′ − `

⌋
≥ n′

`
(n′ − `) so

⌊ n− `
n′ − `

⌋
≥ n′

`
. (6)

On the other hand, thanks to the condition on n being not too big, we have

n− `
n′ − `

≤
n′ + (n′ − `)

⌊n′ − 1

`

⌋
− 1− `

n′ − `
≤
⌊n′ − 1

`

⌋
+

(
1− 1

n′ − `

)
.

This implies
⌊ n− `
n′ − `

⌋
≤
⌊n′ − 1

`

⌋
<

n′

`
, contradicting Equation (6). We

deduce that k = (
⌊ n− `
n′ − `

⌋
, 0, · · · , 0) is the only solution to Equation (2) and

thus
Mn
in,1 = a• 6= 0

2.3. Comparison with other lower bounds

Theorem 1 improves on the bound given in Lemma 4.1 of [1] whenever the
QSP is linearized and (n mod n′) ≥ n′/4.

Our bound is similar to the one given by Daniela Mueller and Gary McGuire
in [2], which was established during the completion of this article. Indeed,
Theorem 1.1 in [2] shows (using also [3] and [4]) that a linearized trinomial

L = Xqd − bXq − aX ∈ Fpn , with b 6= 0 and q = pk a power of p such that
n = kñ, splits completely only if

ñ ≥ (d− 1)d+ 1 = d2 − d+ 1.

Let us compare it with the bound given by Lemma 2. We write n = kñ so

that q = pk. Thus L = Xpkd − bXpk − aX. Lemma 2 gives:

kñ = n ≥ kd+ (kd− k)
⌊kd− 1

k

⌋
≥ k(d+ (d− 1)(d− 1))

Thus, as Mueller and McGuire, we get ñ ≥ d+ (d− 1)2 = d2 − d+ 1.
While their bound is less general than ours as it only applies to trinomi-

als, they gave a more complete description of completely splitting linearized
trinomials. Indeed, they also take into account the case ` = 0 which we did
not consider in this article, and they exhaustively describe all possible such
polynomials when ñ ≤ (d− 1)d+ 1:

• either ñ = id with i ≤ d− 1, b = 0 and a1+q
d+···+q(i−1)d

= 1,

9



Quasi-subfield polynomial p n β

Lfa with f0 =

1 +Xq−1 + · · ·+Xqd−1,

fa = a+X+Xq+· · ·+Xqd

for any a 6= 0 ∈ Fq and q a
power of p

any qd+1 − 1 1− qd−1

(1+q+···+qd−1)2

L(Xn−1)/f with Lf a
completely splitting QSP

of degree n’
any

any
integer

1− ( n′

n−n′ )
2(1− β(Lf ))

Xpn
′
−Xa with n′ = n− i

and a = pn
′

mod ( p
n−1
p2i−1

)
any

2ik,
k ≥ 2

≤ 1− 1

(2k − 1)2

Xp −Xa with k ≥ 2 and

a = p mod (
p− k
k − 1

)
kn + k − 1

any
integer

≤ 1

Xpn−1

−Xa with k ≥ 2
and r = (pn−1)(k−(−1)n)

(kn−k)(kn−(−1)n)

a = pn−1 mod r

kn−k−(−1)n
n > 2
kn � 1

≤ 1

Table 1: New families of quasi-subfield polynomials

• either ñ = (d − 1)d + 1, a1+q+···+q
(d−1)d

= (−1)d−1, b = −aqe1 where

e1 =
∑d−1
i=0 q

id and d− 1 is a power of p

See also [7] for the complete description of completely splitting linearized
trinomials when ñ ≤ (d− 1)d+ d− 1.

3. New families of quasi-subfield polynomials

In this section, we will prove that the additive polynomials of Proposition 5
and the multiplicative polynomials of Proposition 6 are quasi-subfield polyno-
mials. We first provide general tools to deduce new linearized QSPs from known
ones and we define equivalence classes among linearized quasi-subfield polyno-
mials. We then successively focus on additive and multiplicative families, and
we finish with the case where the extension degree is a Mersenne prime.

Since the case logp deg λ = 0 corresponds to subfield polynomials, which are
well-known, we will only consider the case logp deg λ > 0.

3.1. Equivalent classes of linearized quasi-subfield polynomials

In order to simplify our search of quasi-subfield polynomials, we will first dis-
cuss transformations to deduce new linearized quasi-subfield polynomials from
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known ones. We will introduce two types of transformations. The first transfor-
mation will change the value of β and thus potentially improve it. The second
one will keep the same β, thus it will not produce more interesting linearized
quasi-subfield polynomials, but it will allow us to group them by equivalence
classes.

Both transformations will only concern completely splitting QSPs with co-
efficients in Fp. We will write QLp,n for the set of completely splitting linearized
QSPs in Fpn [X].

The first way to obtain a linearized quasi-subfield polynomial from another
one is what we call the inversion process.

Proposition 3 (Inversion). Let f = Xn′ + a`X
` + · · · + a0 ∈ Fp[X] such that

Lf ∈ QLp,n and n′ < n. Let g = (Xn − 1)/f . Then Lg ∈ QLp,n. We say that Lg
is the inverse of Lf .

Proof. By Proposition 2, we know that f |Xn − 1 so g is well-defined.
Let us write g as Xn−n′+brX

r+· · ·+b0. We will prove that r+n′ = n−n′+`.
Indeed, Xn − 1 = f · g = (Xn′ + a`X

` + · · ·+ a0)(Xn−n′ + brX
r + · · ·+ b0) =

Xn + brX
r+n′ + a`X

`+n−n′ + · · · + a0b0. So, if r + n′ > ` + n − n′ then the
coefficient of Xr+n′ in f · g comes exclusively from (brX

r) ·Xn′ and is therefore
non zero. Conversely, if r + n′ < ` + n − n′ then the coefficient of X`+n−n′ in
f · g comes exclusively from (a`X

`) ·Xn−n′ and thus is not zero. We deduce

β(Lg) =
n.r

(n− n′)2
=
n.(n− 2n′ + `)

(n− n′)2
= 1− n′2 − `.n

(n− n′)2

= 1−
(

n′

n− n′

)2

(1− β(Lf )) ≤ 1.

Our second family of transformations keep the value of β unchanged.

Proposition 4 (Transformations preserving β). Let k ≥ 1 and γ ∈ F∗pn . Let

f = Xn′+a`X
`+ · · ·+a0 ∈ Fp[X]. Then the following properties are equivalent:

(a) Lf ∈ QLp,n,

(b) Lf(Xk) = Xpk.n
′

+ a`X
pk.` + · · ·+ a1X

pk + a0X ∈ QLp,kn,

(c) (when n|p−1) for any α ∈ Fp with αn = 1, α−n
′
Lf(α.X) = α−n

′
(αn

′
Xpn

′

+

α`a`X
p` + · · ·+ αa1X

p + a0X) ∈ QLp,n,

(d) γ−p
n′

Lf (γ.X) = γ−p
n′

((γ.X)p
n′

+ a`(γ.X)p
`

+ · · ·+ a1(γ.X)p + a0γX) ∈
QLp,n.

11



Proof. One can observe that these four quasi-subfield polynomials have the same
β. Therefore, we only have to show that their splitting conditions are equivalent.
The equivalence between (a) and (b) directly comes from Proposition 2. Indeed,

Lf ∈ QLp,n ⇔ f |Xn − 1⇔ f(Xk)|Xkn − 1 in Fpn [X]

⇔ Lf(Xk) ∈ QLp,kn.

Properties (a) and (c) are also equivalent as

Lf ∈ QLp,n ⇔ f |Xn − 1⇔ f(α.X)|(α.X)n − 1

⇔ f(α.X)|Xn − 1 since αn = 1

⇔ α−n
′
f(α.X)|Xn − 1

⇔ α−n
′
Lf(α.X) ∈ QLp,n.

Finally, replacing X by γ ·X clearly does not change the fact that the polynomial
is split, therefore (a)⇔ (d) is trivial.

Let us now reconsider the transformations (a) ⇔ (b) and (a) ⇔ (c). As
these transformations do not change the value of β and they send completely
splitting linearized quasi-subfield polynomials with coefficients in Fp onto other
ones, we can define equivalence classes by saying that two completely splitting
linearized quasi-subfield polynomials with coefficients in Fp are equivalent to
each other if one can be obtained from the other with one through one of the
previous transformations. Obviously, since the transformations leave the value
of β - which determines the efficiency of the ECDLP algorithm - unchanged, we
are only interested in finding one representative of each class.

3.2. Examples of completely splitting linearized QSPs

In order to find examples of linearized QSPs, we performed a systematic
search of representatives of classes of equivalence of completely splitting QSPs.
We will now explain how we did this search, and present our results.

From now on, we will only consider polynomials with coefficients in the base

field Fp. Then any L of the shape Xpkn
′

+a`X
pk` + · · ·+a0 ∈ QLp,kn is equivalent

(in the above sense) to Xpn
′

+ a`X
p` + · · · + a0 ∈ QLp,n. Whenever we have a

non trivial factor d of all the element of the set {i ≥ 1, ai 6= 0} ∪ {n}, we may
use it to reduce the degree of the polynomial by a factor d. Therefore we may
reduce the search of representatives of each class to polynomials of the shape

Xpn
′

+ a`X
p` + · · ·+ a0 ∈ Fpn [X] with {i ≥ 1, ai 6= 0} ∪ {n} setwise coprime.

One can also notice that transformation (a) ⇔ (c) cannot often be used.
Indeed if n is prime then αn = 1 implies n|p− 1.

Since we restrict the search to polynomials in Fp[X], all the coefficients of
CL are in Fp and thus AL is merely CnL. Hence, Proposition 1 says that L splits
completely over Fpn if and only if CnL = I.

Let L = Xpn
′

+ a`X
p` + · · ·+ a0 be a fixed linearized polynomial in Fp[X].

We can assume a0 6= 0 since if a0 = 0 then 0 is a root of L with multiplicity
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at least p so L does not split completely. We can search for the smallest n
such that L splits completely over Fpn . This amounts to searching for n such
that CnL = I, in other words finding the order of CL. Note that CL is in

GLn′(Fp) since detCL = (−1)n
′
a0 6= 0, hence n exists. Moreover as we also

want β(L) = n.`/(n′)2 ≤ 1, we only have to compute CkL with k < n′2/`. If we
find such a k with CkL = I then Lf ∈ QLp,k.

This naturally leads to an algorithm to produce a set of representatives of
the previously defined equivalence classes. The results output by our algorithm
when asking for representatives of the equivalence classes for p ∈ {2, 3, 5, 7},
n′ ≤ 16 and coefficients values restricted to {0, 1,−1}, are presented in appendix
(Table B.2). Observing patterns in them allowed us to conjecture new types of
quasi-subfield polynomials. We present one representative per equivalence class,
as other quasi-subfield polynomials can be obtained by using the rules listed in
Proposition 4.

Proposition 5 (Families of linearized QSPs). The following types of linearized
polynomials are quasi-subfield polynomials:

Type 1 Lh with h = Xpa + · · ·+Xp0 +1, where q = pr, r ≥ 0, n = pa+1, pi =
1+q+ · · ·+qi and a ≥ 2, β = 1− 1

pa
(1− pa−1

q′.pa
). It is the family introduced

in [1].

Type 1bis Xpn−1

+ · · ·+Xp2 +Xp +X, n′ = n− 1, β = 1− 1
(n−1)2 .

Type 2 Lfa with fa =

{
Xqd−1 + · · ·+Xq−1 + 1 if a = 0

Xqd + · · ·+Xq +X + a otherwise
, n = qd+1−1,

q = pr, r ≥ 1, a ∈ Fq, β = 1− qd−1

(1+q+···+qd−1)2

Type 3 Inverses of Type 1 and inverses of Type 2.

Proof. Type 1 is proven in [1, Lemma 4.3]. Moreover it is obvious that LX−1
is a quasi-subfield polynomial over Fpn for any p prime and n (tolerating here
` = 0). By Proposition 3, its inverse L(Xn−1)/(X−1) = LXn−1+···+X2+X+1 is a
quasi-subfield polynomial in Fpn . This proves the Type 1bis. One can notice
that it is in fact a particular case of Type 1 (when r = 0).

For Type 2 polynomials, we need to show that fa divides Xn − 1 and thus

we look at the factorisation of Xqd+1−1 − 1. It appears easier to compute this

by looking at X(Xqd+1−1 − 1) = Xq(d+1) − X since the Frobenius is easy to

compute in Fpn . One can observe with g = Xqd + · · ·+Xq +X, we have that

Xqd+1 − X = gq − g, Thus, as in Berlekamp’s polynomial trace factorization

algorithm, we get that Xqd+1 − X =
∏
a∈Fq gcd(Xqd+1 − X, g + a). But we

also have Xqd+1 −X = (g + a)q − (g + a) so ga|Xqd+1 −X and Xqd+1 −X =∏
a∈Fq (g + a) = Xf0

∏
a∈Fq∗ fa

That is why,
∏
a∈Fq fa = Xn − 1. This gives that Type 2 polynomials split

completely over Fpn . Thus it only remains to verify that β ≤ 1.
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If a = 0, then n′ = qd − 1 and ` = qd−1 − 1 hence

β =
(qd−1 − 1)(qd+1 − 1)

(qd − 1)2
= 1− qd+1 + qd−1 − 2qd

(qd − 1)2
= 1− qd−1(q − 1)2

(qd − 1)2

= 1− qd−1

(1 + q + · · ·+ qd−1)2
< 1,

while if a 6= 0, then n = qd+1 − 1, n′ = qd, ` = qd−1 hence

β =
qd−1(qd+1 − 1)

q2d
= 1− 1

qd+1
< 1.

Proposition 3 addresses Type 3 polynomials. We know that for Type 1 we
have Xhq = h+Xn − 1 thus Xn − 1 = h(Xhq−1 − 1) and the inverse of Lh is
LXhq−1−1. For Type 2, we have

∏
a∈Fp fa = Xn − 1, thus the inverse of Lfa is

L∏
b 6=a fb

.

Recall that this list does not cover all the equivalence classes. It was only
conjectured from what was found with small n and small p and coefficients
values in {0, 1,−1}. For example, when we launch the algorithm for very small
n with coefficients allowed to be anything in Fp, we get for p = 5 and n = 4,
that L(X2+X+3) is a linearized QSP. Indeed (X2 + X + 3)(X2 − X + 3) =
(X2 + 3)2 − X2 = X4 + X2 − 1 − X2 = X4 − 1, so X2 + X + 3 splits in
F54 and β = 4 × 1/4 = 1. Moreover, computing its equivalence class using
Proposition 4, we observe that no element of its equivalence class has all its
coefficients in {0, 1,−1}.

3.3. Examples of multiplicative quasi-subfield polynomials

We now study another family of quasi-subfield polynomials considered in [1],
namely polynomials whose roots form a multiplicative group of Fpn .

More precisely, we consider quasi-subfield polynomials of the type

L = Xpn
′

−Xa

together with an integer r such that a = pn
′

mod r, r|pn − 1 and n′ > logp(r).

Indeed, L factors as Xa(Xpn
′
−a − 1), so the number of roots of L in Fpn is at

most 1 + pn
′ − a. Moreover, there are gcd(k, pn − 1) roots of Xk − 1 in Fpn .

In order to have the maximal number of distinct roots, we must choose tuples
(p, n, n′, r) such that for a = pn

′
mod r, and gcd(pn

′ − a, pn − 1) = pn
′ − a, i.e.

pn
′ − a|pn − 1.

Proposition 6 (Multiplicative quasi-subfield polynomials). Let p, n, n′, r be
defined in any of the following three ways:

1. Let p prime and k ≥ 2 and i ≥ 1 integers. Let n = 2ik, n′ = i(2k − 1) =

n− i and r = pn−1
p2i−1 ;
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2. Let p = kn + k − 1 prime and k ≥ 2 an integer. Let n′ = 1 and r =
(p− k)/(k − 1);

3. Let p = kn − k − (−1)n be prime, n > 2 and k > 1 integers such that

kn � 1. Let n′ = n− 1 and let r = (pn−1)(k−(−1)n)
(kn−k)(kn−(−1)n) .

Let a = pn
′

mod r and let L = Xpn
′

−Xa ∈ Fpn [X]. Then L is a quasi-subfield
polynomial.

We make a few observations before proving this proposition. For the first
family when p = 2, i = 1 and k = 2, we get r = (24 − 1)/(22 − 1) = 5 and
a = 3, and thus L = X8 − X3 is a quasi-subfield polynomial. On the other
hand, β(L) = log2(3).4/32 ' 0.70 < 0.75. This shows that Theorem 1 is not
valid for multiplicative quasi-subfield polynomials.

In the second and last families, we can choose n prime as is the case for the
subfield curves recommended by NIST. However, there are values of n which
may not lead to any suitable parameter set for the second and third types. For
example, with n = 5 and k > 1, the integer k5 +k−1 = (k3 +k2−1)(k2−k+1)
so k5 + k − 1 is not prime. More generally, for all n ≡ 5 mod 6, (k2 − k +
1)|(kn + k − 1) and thus any integer of the shape k5+6i + k − 1 with k > 1 is
composite. Similarly, for all n ≡ 2 mod 6, (k2 − k + 1)|(kn − k + 1) and thus
there is no prime of the shape k2+6i − k + 1 with k > 1 and i > 0.

The last two families overlap when n = 2 as (k−1)2+(k−1)−1 = k2−k−1.
We excluded the case n = 2 in the last family, because such a choice of n′ and
r would lead to β = 0, which is not allowed in our definition of quasi-subfield
polynomials. Yet, thanks to the last two families, we have a multiplicative
quasi-subfield polynomial for any n and p = kn − k − (−1)n prime.

Finally, it is worth noticing that the case p = kn − k − (−1)n is the most
promising one among the families introduced. Indeed, primes of the form f(2m),
where f(x) is a low-degree polynomial with small integer coefficients, are often
used in cryptography since they were introduced in [8]. Indeed as well as for
Mersenne primes, they allow fast modular reduction. They are called Soli-
nas primes, or generalized Mersenne primes. Coming back to our exemple,
f(x) = xn − x − (−1)n verifies the constraint required about the weights of
the coefficients, so the last family when applied with k a power of 2 corre-
sponds to Solinas primes. It is then important to notice that Curve448, which
is part of the approved elliptic curves for use by the US Federal Government,
uses a prime exactly of this shape: p = 2448 − 2224 − 1.[9][10]. Moreover, four
others curves that were recommended by NIST in 1999 [11] also uses Solinas
primes: p-192 (p = 2192 − 264 − 1), p-224 (p = 2224 − 296 + 1) and p-256
(p = 2256 − p224 + 2192 + 296 − 1) and p-384 (p = 2384 − 2128 − 296 + 232 − 1).
Therefore, it may seem interesting to study more deeply multiplicative quasi-
subfield polynomials when p is a Solinas prime. For a list of Solinas primes of
the shape 2n − 2m ± 1, one can consult [8]. Of course, this approach is still far
from threatening the security of these curves: they are defined on a prime field
Fp while we are considering an extension field Fpn with n ≥ 2 and have β ' 1
so we obtain a complexity of O(p0.95n). (See Remark 1 for the detail)
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Proof. In each case, we show that for a := pn
′

mod r, we have pn
′ − a|pn − 1

and β :=
n logp a

n′2 ≤ 1.

1. We first note that r = pn−1
p2i−1 is an integer since 2i|n.

We now show that a = pn
′

mod r = pi(2k−1)+1
pi+1 . Indeed, we have

pn
′
− pi(2k−1) + 1

pi + 1
=
pn − 1

p2i − 1
(pi − 1) = r(pi − 1)

and

pi(2k−1) + 1

pi + 1

1

r
=

(pi(2k−1) + 1)

(pi + 1)

(p2i − 1)

(p2ik − 1)
= (pi(2k−1) + 1)

(pi − 1)

(p2ik − 1)

=
p2ik − pi(2k−1) + pi − 1

(p2ik − 1)

= 1− pi(2k−1) − pi

p2ik − 1
< 1

since 2k − 1 > 1.

Therefore, we have pn
′ − a = r(pi − 1) = p2ik−1

pi+1 and thus pn
′ − a|pn − 1.

This implies that L splits completely over Fpn and it has pn
′ − a + 1 =

p2ik−1
pi+1 + 1 ≈ pi(2k−1) = pn

′
roots.

Moreover, using a = pi(2k−1)+1
pi+1 =

∑2k−2
j=0 (−pi)j ≤ pi(2k−2), we get

β =
logp(a) · n

n′2
≤ i(2k − 2) · 2ik

(i(2k − 1))2
= 1− 1

(2k − 1)2
≤ 1.

2. We first note that r = p−k
k−1 = kn−1

k−1 is integer since k−1|kn−1. Moreover,

p = p−k
k−1 (k − 1) + k = r(k − 1) + k with k < 1 + k + · · · + kn−1 = r so

a = (p mod r) = k and p− a = kn − 1. Therefore,

pn − 1 = (kn + k − 1)n − 1 =

n∑
i=1

(
n

i

)
(kn − 1)ikn−i

= (kn − 1)

n∑
i=1

(
n

i

)
(kn − 1)i−1kn−i

= (p− a)

n∑
i=1

(
n

i

)
(kn − 1)i−1kn−i.

Consequently, we have p− a|pn − 1, so L = Xp −Xa splits in Fpn and it

has pn
′ − a+ 1 = p− a+ 1 = (kn + k− 1)− k+ 1 = kn roots. This is very
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close to p = pn
′

if kn � 1. Furthermore, since kn ≤ kn + k − 1 = p, we
have

β = logp(a) · n/1 = logp(a
n) = logp(k

n) ≤ 1.

3. The third proof is very similar to the first two proofs, and presented in
Appendix C.

3.4. Quasi-subfield polynomials with n Mersenne

When n = 2k − 1 is a Mersenne prime, (Xn − 1)/(X − 1) has (n − 1)/k
irreducible factors of degree k over F2, which gives a large number of potential
candidates for linearized quasi-subfield polynomials in F2n . We note that for
p = 2, pd+1 − 1 is a Mersenne number, hence Type 2 of Proposition 5 gives
examples of such polynomials.

The case of linearized quasi-subfield polynomials with n a Mersenne prime
number is also treated in the appendix of [1]. Interestingly, [1] argued that such
parameters were unlikely to exist. We now recall (and slightly extend) their
heuristic argument, and we show that Type 2 polynomials from Proposition 5
give a counter-example to it.

Reasoning from [1]. Let us consider k such that n = 2k−1 is prime, and denote
by N(k, n′) the number of distinct polynomials of degree n′ that divide Xn− 1.
Then [1] gives the following lemma:

Lemma 5. We have N(k, n′) =
( bn/kc
bn′/kc

)
if n′ mod k ∈ {0, 1}, and N(k, n′) = 0

otherwise. Moreover, log
(( bn/kc
bn′/kc

))
' (n′/k) log(n/n′) when n/k � 1 and

n′/k � 1.

The argument in [1] relies on the following heuristic approximation: for n a
Mersenne prime, we may assume that the density of “sparse enough” polyno-
mials (i.e. polynomials of the shape Xn′ − λ(X) with deg(λ) small) is identical
for factors of Xn − 1 as for random polynomials of the same degree.

Since in F2[X], there are 2n
′

monic polynomials of degree n′ and 2` monic
polynomials of degree at most `, this assumption allows us to approximate the
number of polynomials of degree n′ that divide Xn − 1 and are sparse enough
by N(k, n′)2`−n

′
. Accordingly, such polynomials a priori exist if and only if

` > n′ − (n′/k) log(n/n′).

The case considered in the appendix of the article is when the quasi-subfield
polynomial approach beats generic algorithms on ECDLP, which as we will
prove in Lemma 8 requires αβ = 1

2κβ ≥ 1 for some algorithmic constant κ.
We recall their argument in this case first, even if Type 2 does not fall in

this category since its αβ ' 1
2κ is not bigger than 1. To improve on generic

algorithms, we want αβ = 1
2κ`n/n′2 ≥ 1 hence ` ≤ n′2

2κn . With the previous
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constraint on `, we obtain n′2

2κn > n′ − (n′/k) log(n/n′). Thus, since k ' log(n),

we get n′

2κn > 1−log(n/n′)/ log(n) = log(n′)/ log(n). Therefore, log(n)
2κn > log(n′)

n′ .
Since 2κ ' 10, and n′ < n, this inequality can never be satisfied (except if
n′ = 1) so according to the above heuristic approximation, there should not
be any linearized quasi-subfield polynomials with n Mersenne and big n and n′

beating the generic algorithms.

The case of Type 2 polynomials. The same reasoning can be extended to quasi-
subfield polynomials that do not verify αβ ≥ 1.

In this case, we only require β = ` ·n/n′2 ≤ 1. Therefore, we have ` ≤ n′2/n
(instead of ` ≤ n′2

2κn before). This constraint added to the same heuristic as

before gives: n′2

n > n′ − (n′/k) log(n/n′) which similarly as in the previous

paragraph gives log(n)
n > log(n′)

n′ . Since the function log(x)/x is decreasing for
x > e, we deduce (following the same heuristic reasoning) that quasi-subfield
polynomials are unlikely to exist for n > n′ ≥ 3.

This conclusion, however, is contradicted by the existence of Type 2 poly-
nomials from Proposition 5.

On the heuristic approximations used in [1]. The above contradiction shows
that the heuristic approximation used in [1] idoes not hold in general: when n
is a Mersenne prime, there exists an ` such that the density of “sparse enough”

polynomials (i.e. polynomials of the shape Xpn
′

− λ(X) with deg(λ) ≤ `) is
bigger for factors of Xn − 1 than for random polynomials.

A similar heuristic in [1] says that there are only rare parameters for which
we can have a quasi-subfield multiplicative polynomials. It uses really similar
arguments to the ones introduced before for the case where n is a Mersenne
prime. Property 6 shows that this heuristic about the distribution of completely
splitting polynomials also fails.

4. Application to Cryptography

While quasi-subfield polynomials are mathematical objects of independent
interest, the main motivation for their introduction in [1] is a cryptographic
application. In this section we first recall the Elliptic Curve Discrete Loga-
rithm Problem (ECDLP) and standard approaches to solve it. We then describe
Huang et al.’s algorithm [1] using quasi-subfield polynomials and we explain how
its complexity crucially depends on the parameter β of the polynomial. Next,
we apply our results to this ECDLP algorithm, and discuss the resulting com-
plexity. Finally, we introduce some aspects of coding theory where our results
on linearized polynomials could be useful.

4.1. ECDLP and previous ECDLP algorithms

Let us consider an ECDLP instance: Let E be an elliptic curve on K = Fpn ,
P a point on the curve E and Q a point in < P >, the group generated by P .
We are looking for k such that Q = kP .
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Before considering the algorithm using QSPs [1], we recall two algorithms
for solving the ECDLP and their complexity.

• Exhaustive search (or brute-force algorithms) : it corresponds to the
computation all the elements of < P > until finding Q. The cost is
O(< P >) = O (pn) for typical parameters.

• Generic algorithms such as Baby-Step-Giant-Step or Pollard-Rho [12]:
The complexity is O(

√
| < P > |) ≈ O

(
pn/2

)
.

These will be used as benchmarks to assess the performance of our algorithm.
For more information about these algorithms and other approaches to solve the
ECDLP, the reader can consult Recent progress on the elliptic curve discrete
logarithm problem [13] by Galbraith and Gaudry. It is also worth noticing that
these two algorithms can solve the discrete logarithm problem in any group and
we can hope that the new algorithm, which uses the structure of the group, has
a better complexity.

When n is composite, we can write n = ñk and consider q = pk so that
Fpn = Fqñ . Better algorithms exist in this situation: Gaudry [14] succeeded in
2009 to find an algorithm solving the elliptic curve discrete logarithm problem on
Fqñ in O(q2−2/ñ). For ñ = 2, it leads to an algorithm with cost O(p(n/2)(2−1)) =

O(pn/2) comparable with generic algorithms. For ñ = 3, it leads to an algorithm
with cost O(p(n/3)(2−2/3)) = O(p4/9n), slightly better than generic algorithms.
Diem also proved that there exists a sequence of prime powers Qi = qnii with

ni '
√
log(qi) such that the ECDLP in E(FQi) can be solved in subexponential

time [15]. It works with any elliptic curve over FQi and uses an approach similar
to the one introduced below but with subfield polynomials instead of quasi-
subfield polynomials. This was one of the motivation of this new approach.

4.2. The quasi-subfield approach

We will now introduce the algorithm of [1], which uses quasi-subfield poly-
nomials to solve elliptic curve discrete logarithm problems.

Let E be an elliptic curve on K = Fpn , P ∈ E and Q ∈< P >. The elliptic
curve discrete logarithm problem asks for computing k such that Q = kP . For
simplicity and concreteness, we assume the curve is given in reduced Weierstrass
coordinates.

Let R ∈ Fpn [X] be a quasi-subfield polynomial. We define V as the set of
the roots of R and F := {(x, y) ∈ E|x ∈ V }. The algorithm first computes more
than |V | relations of the shape:

ajP + bjQ = P1 + · · ·+ Pm

with aj , bj random and Pi ∈ F . Linear algebra on the relations then gives the
value of k such that Q = kP .

In order to compute these relations, the algorithm uses Semaev’s summa-
tion polynomials [16]: for an elliptic curve E defined over a field K, the rth
summation polynomial Sr ∈ K[X] is such that

Sr(x1, · · · , xr) = 0⇔ ∃(x1, y1), · · · (xr, yr) ∈ E , (x1, y1) + · · ·+ (xr, yr) = 0
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For given aj , bj , we compute ajP + bjQ = (Xj , Yj). Then, computing
P1, · · · , Pm such that

ajP + bjQ = P1 + · · ·+ Pm = (x1, y1) + · · ·+ (xm, ym)

with xi ∈ V amounts to finding x1, · · · , xm ∈ V such that Sm+1(Xi, x1, · · · , xm) =
0 and then finding the associated yi.

The polynomial equation Sm+1(Xi, x1, · · · , xm) = 0 is solved as follows. Let
M be the set of monomials in K[x1, · · · , xm], and let i be a positive integer.

For f =
∑
M∈M aMM ∈ K[x1, · · · , xm], let F i(f) =

∑
M∈M ap

i

MM . Let also
φ : K[x1, · · · , xm]→ K[x1, · · · , xm] defined by

f(x1, · · · , xm) 7→ Fn
′
(f)(λ(x1), · · · , λ(xm)).

Note that fp
n′ ≡ φ(f) mod (xp

n′

1 − λ(x1), · · · , xpn
′

m − λ(xm)).
Finally, let S(0)(x1, · · · , xm) = Sm+1(Xi, x1, · · · , xm) and for k ∈ {1, · · · ,m− 1},

let S(k)(x1, · · · , xm) = φ(S(k−1)(x1, · · · , xm)). One can then solve the polyno-

mial equation Sm+1(Xi, x1, · · · , xm) = 0 by solving the system S =
{
S(k) = 0

}m−1
k=1

.
This is a sparse polynomial system with m equations and m variables.

4.3. Complexity of the quasi-subfield approach

We now recall the complexity estimations of this algorithm as given in [1].

We know that S =
{
S(k)

}m−1
k=1

is a sparse polynomial system of m equa-
tions and m variables. Therefore, it can be solved efficiently using Rojas’
sparse resultant algorithm [17] and a univariate polynomial root finding al-
gorithm such as BTA [5]. According to [1] (Lemma 3.1) the cost of this step

is Õ(m5.188(3p`)κm
2

). Here we introduce the notation κ as the numerical value
4.876 used in [1] may be suboptimal. Moreover, the system has solutions only

with probability |F|
m/m!
pn since (Xi, Yi) is a random point on E with |E| ' pn

and the number of sums of m points in F is approximately |F|m/m!. Also,
heuristically, half of the values in V are the x-coordinates of exactly two points
on the curve so |F| ' |V | ' pn′ . As we need pn

′
relations of this type, the cost

of the relation search phase is pn
′ m!pn

pn′m
Õ(m5.188(3p`)κm

2

).

Once all the pn
′

relations are gathered, each of them involves m points.
Therefore, the system built from these relations is sparse. Thus, a sparse linear
algebra algorithm can be used to finish the computation [18], at a cost approx-
imately mp2n

′
. This gives the complete cost of the algorithm:

m!pn−n
′m+n′Õ(m5.188(3p`)κm

2

) +mp2n
′

Rewriting this expression to make β appear, we get the following estimation of
the complexity:

Proposition 7 (Complexity of Huang et al.’s algorithm). Let P = Xpn
′

−λ(X)
be a β-quasi-subfield polynomial and let ` = logp(deg λ). If |F| ' |V| ' pn′ , the
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complexity of Huang et al.’s algorithm is

Õ

(
m!p

n

(
1+κβ

(
n′m
n

)2
−n′mn

)
+n′

m5.1883κm
2

)
+mp2n

′

where κ is a constant involved in the cost of the resolution of the system S
currently majored by 4.876.

In the following we define α = n′m/n > 0, and we try to find α which
minimises the complexity. We will assume that m is fixed.

Proposition 8 (Best choice of parameters). We can observe the following re-
sults in order to optimize the complexity:

• The minimal complexity is obtained for α = αβ with αβ := 1
2κβ . Then,

the complexity becomes Õ
(
pmax(2αβ/m,1−αβ(1/2−1/m))n

)
.

• In order to beat brute force algorithms, m > max(2αβ , 2) is required. So
we have interest not to choose a very small integer for m.

• If αβ < 2 and m� 1, then the complexity becomes Õ
(
p(1−αβ/2)n

)
• Therefore, to beat generic algorithms, we need αβ > 1

We remark that the condition αβ < 2 is not really restrictive. Indeed for all
the quasi-subfield polynomials exhibited in this paper, we have αβ < α0.5 < 1.

Proof. Let us now prove these four results. The complexity of the algorithm is
bounded by Õ(m!pn(1+κβ(n

′m/n)2−n′m/n)+n′m5.1883κm
2

)+mp2n
′

which with the
α-notation and the fact that m is considered as a fixed integer, can be rewritten
as Õ(pn(κβα

2−α+1)+αn/m + p2αn/m).
Since κβα2 − α + 1 is minimum for α = 1

2κβ = αβ (we recall that we only

consider β > 0) and then has minimal value κβ 1
(κβ)2−

1
2κβ+1 = 1− 1

4κβ = 1−αβ
2 ,

we get that the complexity can be rewritten as

Õ
(
pmax(2αβ/m,1−αβ(1/2−1/m))n

)
.

In order to beat the brute force algorithms (which corresponds to a com-
plexity of O(pn)), what we need is to have on one side 2αβ/m < 1 which is true
as soon as m > 2αβ , and on the other side, 1 − αβ(1/2 − 1/m) < 1, namely
m > 2. Hence m > max(2αβ , 2).

Moreover, one can notice that 2αβ/m ≤ 1−αβ(1/2−1/m) if only if αβ(1/m+
1/2) ≤ 1. Therefore if m� 1 then αβ ≤ 2 implies 2αβ/m ≤ 1−αβ((1/2−1/m),

so we can rewrite the complexity as Õ
(
p(1−αβ/2)n

)
.

Generic algorithms have a complexity of O(pn/2), therefore we need αβ > 1
to run faster than them.
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The following table gives concrete complexity estimates for various values of
β, assuming κ = 4.876.

β 1.0 0.8 0.6 0.4 0.2 0.15 0.1
1− αβ/2 0.949 0.936 0.915 0.872 0.744 0.658 0.487

Complexity estimates of Huang et al ’s algorithm for various values of β. By Proposition 8

the complexity of Huang et al.’s algorithm is Õ
(
p(1−αβ/2)n

)
.

Remark 1. We observe that for β = 1, we have 1 − αβ/2 ≈ 0.95 so we get
a complexity slightly better than the one of brute force algorithms. We can
beat generic algorithms for αβ > 1, which for this specific value of κ implies
β < 0.103.

4.4. Impact of our results on ECDLP

We will now study the consequences of Theorem 1. Let L be a linearized
quasi-subfield polynomial. Then by Theorem 1 we have β(L) ≥ 3/4 and with

κ ' 4.876 we get αβ =
1

2 · κβ(L)
≤ 2

3 · κ
< 1/7. This shows that aβ < 1 and it

is not possible to beat generic algorithms with L. The best complexity we can
hope is indeed Õ(p(1−αβ(1/2−1/m))n), which is bigger that Õ(p(1−1/14)n).

The previous estimation uses the approximation κ ' 4.876. If we succeeded
to have κ < 1.5 then, when β(L) = 3/4, we would have αβ > 1, so such a
polynomial L could allow us to have an algorithm running faster than generic
algorithms.

All the quasi-subfield polynomials exhibited in this article have β > 0.7 and
thus αβ < 1. In particular, none of them currently leads to an algorithm running
faster than generic algorithms.

4.5. Links with coding theory

Linearized polynomials have attracted considerable interest, and our results
can therefore be used in other contexts as well.

For example, linearized polynomials occur in rank-metric codes. The char-
acterisation of completely splitting linearized trinomials given in [7] is used in

the same article to study codes of the shape C3,n,σ = 〈x, xσ, xσ3〉Fqn , with both
their result on existence and non existence of such trinomials being used. In
[19], codes of the shape

CT :=
{
a0X

qt0 + a1X
qt1 + . . . ak−1X

qtk−1
, a0, a1, . . . , ak−1 ∈ Fqn

}
for sets T = {t0 < t1 < · · · < tk−1} ⊂ {0, . . . , n− 1} are studied. Maybe, The-
orem 1, which gives wider results than [7] on completely splitting linearized
polynomials could help to study such codes.

22



This notion also appears in cyclic subspace codes. For instance in [7], families
of cyclic subspace codes are exhibited via linearized polynomials. Interestingly,
the paper uses a parameter called gap which characterizes the sparsity of a
polynomial and implies bounds on the minimal distance of an associated code.

The gap is defined as n′−` for a linearized polynomial P = Xpn
′

−λ(X) ∈ Fpn [X]

with λ of degree p`. It is therefore similar to our parameter β :=
` · n
n′2

.

5. Conclusion

We studied the existence of quasi-subfield polynomials (QSP) introduced by
Huang et al. [1]. We proved a new lower bound on the β parameter of linearized
QSP, and we introduced several new QSP families. We leave as an open problem
the classification of all the QSP.

The main motivation underlying [1] is a new algorithm to solve the elliptic
curve discrete logarithm problem, with a complexity depending on the β param-
eter of the QSP used. We showed that this algorithm is currently outperformed
by other algorithms even with our new QSP families. Moreover, our new bound
suggests that Huang et al.’s algorithm will remain worse if only linearized QSPs
are used.
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Appendix A. Adaptation of the results from [6]

In [6], Chen and Louck give a formula for computing the powers of the
following companion matrices :

C(u1, · · · , um) :=


u1 u2 · · · · · · um
1 0 · · · · · · 0
0 1 · · · · · · 0
...

...
. . .

...
0 0 · · · 1 0


Comparing it with our definition of companion matrices,

D(a1, a2, ..., am) =



0 0 · · · · · · a1
1 0 · · · · · · a2

0 1 · · · · · ·
...

...
...

. . .
...

0 0 · · · 1 am

 ,

we notice that D(a1, a2, ..., am) is the antitranspose of C(am, · · · , a2, a1). For-
mally, we have :

D(a1, a2, ..., am) = P · C(am, · · · , a2, a1)T · P with P =


0 · · · 0 1
... · · · 1 0
...

...
1 · · · 0

 .

Since P 2 = Id, we get that for all n ≥ 0, D(a1, a2, ..., am)n is the antitrans-
pose of C(am, · · · , a2, a1)n. Chen and Louck give the following formula for the
coefficient (i, j) of C(u1, · · · , um)n:

c
(n)
i,j =

∑
k1,...,km

kj + kj+1 + · · ·+ km
k1 + · · ·+ km

(
k1, k2, · · · , km
k1 + · · ·+ km

)
uk11 · · ·ukmm

where the summation is over non-negative integers satisfying
∑
ιkι = n− i+ j.

Moreover, when the previous sum is not defined, i.e. when n = i− j, c(n)i,j = 1.
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Since applying the antitranspose boils down to swapping the coefficients
(i, j) and (m + 1 − j,m + 1 − i)3, we get the expression of the coefficient (i, j)
of D(a1, a2, ..., am)n:

d
(n)
i,j = c

(n)
m+1−j,m+1−i

=
∑

k1,...,km

km−i+1 + km−i+2 + · · ·+ km
k1 + · · ·+ km

(
k1, k2, · · · , km
k1 + · · ·+ km

)
ak1m · · · a

km
1

where the summation is over non-negative integers satisfying∑
ιkι = n− (m− j + 1) +m− i+ 1 = n− i+ j

Moreover, when the previous sum is not defined (i.e. when n = j − i) then

d
(n)
i,j = 1.

In the proof of Lemma 4, we consider M := D(~, . . . ,~, a•, 0, . . . , 0) a matrix
of dimension n′, which leads to Mn

i,j = 1 if n = i− j, and

Mn
i,j =

∑
k=(k1,··· ,kn′ )
n′∑
ι=1

ιkι=n−i+j

wk · 0k1+···+kn′−`−1 · (a•)kn′−` · ~kn′−`+1+···+kn′

otherwise, where k = (kι)1≤ι≤n′ are non-negative integers and

wk =
kn′−i+1 + · · ·+ kn′

k1 + · · ·+ kn′

(
k1 + · · ·+ kn′

k1, · · · , kn′

)
.

Appendix B. Some linearized QSP

In this section we provide the list of linearized QSP found through the sys-
tematic search described in Section 3.2. Recall that this search only covers
representatives of equivalence classes for p ∈ {2, 3, 5, 7}, n′ ≤ 16, and coeffi-
cients values restricted to {0, 1,−1}.

For the sake of readability, we list polynomials f instead of their correspond-
ing quasi-subfield polynomials Lf . We provide the values of n and p such that
Lf is in QLp,n and indicate the associated value β. We mark by a checkmark
in the table when the linearized polynomial belongs to the category (as defined
in Proposition 5), except for the last category where we give the value of the
inverse.

3We number the rows, as well as the columns from 1 to m.
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Appendix C. Proof of the third family of multiplicative QSPs

We will now demonstrate that the third family of Proposition 6 is a family

of multiplicative QSPs. We recall that it is defined as Xpn
′

−Xa ∈ Fpn with

• p = kn − k − (−1)n prime, n > 2 and k > 1 integers such that kn � 1.

• n′ = n− 1

• r = (pn−1)(k−(−1)n)
(kn−k)(kn−(−1)n)

• a := pn
′

mod r

We will prove that r|pn− 1, provide an explicit formula for a and show that
β := n logp a/(n

′)2 ≤ 1.

We will first show that r = (pn−1)(k−(−1)n)
(kn−k)(kn−(−1)n) is an integer dividing pn − 1.

We can notice that (kn − k)|pn − 1. Indeed we have :

(pn − 1) = ((kn − k) + (−1)n+1)n − 1

=

n∑
i=1

(
n

i

)
(kn − k)i(−1)(n+1)(n−i) + (−1)n(n+1) − 1

= (kn − k)

n−1∑
i=0

(
n

i

)
(kn − k)i(−1)(n+1)(n−i)

Similarly, (kn − (−1)n)|pn − 1 since

(pn − 1) = ((kn − (−1)n)− k)n − 1

=

n∑
i=1

(
n

i

)
(kn − (−1)n)i(−k)n−i + (−k)n − 1

= (kn − (−1)n)

(
n−1∑
i=0

(
n

i

)
(kn − (−1)n)i(−k)n−i + (−1)n

)

Therefore (kn−k)(kn−(−1)n)/ gcd(kn−k, kn−(−1)n) is an integer dividing
pn − 1. Moreover,

gcd(kn − k, kn − (−1)n) = gcd((kn − (−1)n)− (kn − k), kn − (−1)n)

= gcd(k − (−1)n, kn − (−1)n)

= k − (−1)n since k − (−1)n|kn − (−1)n.

Hence pn − 1 = r.
(kn − k)(kn − (−1)n)

gcd(kn − k, kn − (−1)n)
and thus r|pn − 1

Since the value of r depends on the parity of n, we distinguish two cases for
the remaining of the proof.
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If n is even. We now show that a := (pn
′

mod r) = pn−1+1
kn−k Indeed, pn−1+1

kn−k =

pn−1− pn−1
kn−k = pn

′ − r k
n−(−1)n
k−(−1)n . Moreover, p

n−1+1
kn−k ' k

n(n−1)−n = kn
2−2n while

r ≈ kn
2+1−2n for kn � 1, so pn−1+1

kn−k ' r/k and thus for k big enough, we have
pn−1+1
kn−k < r.

Furthermore, pn
′−a = pn−1

kn−k |p
n−1 so L splits over Fpn and it has pn

′−a+1 =
pn−1
kn−k + 1 ' kn(n−1) roots. This is close to pn

′
roots if kn � 1.

Finally, an

p(n−1)2
' (kn

2−2n)n

kn(n−1)2
= (kn)(n

2−2n−n2+2n+1) = k−n < 1 when kn � 1

so an < p(n−1)
2

, thus

β = n logp a/(n− 1)2 = (logp a
n)/(logp p

(n−1)2) ≤ 1.

If n is odd. We now show that a = pn−1k+1
kn+1 .

Indeed pn−1k+1
kn+1 = pn−1 − pn−1

kn+1 = pn
′ − r kn−k

k−(−1)n and we have

r =
(pn − 1)(k + 1)

(kn − k)(kn + 1)

=
pn−1

kn + 1
(p(k + 1))

1

kn(1− k1−n)
− 1

(kn − k)(kn + 1)

=
pn−1

kn + 1
(kn+1 + kn + o(k3))k−n(1 + k1−n + o(k1−n)) + o(1) for kn � 1

=
pn−1

kn + 1
(k + 1 + o(k3−n))(1 + k1−n + o(k1−n)) + o(1)

=
pn−1

kn + 1
(k + 1 + o(k3−n)) + o(1)

=
pn−1k + 1

kn + 1
− 1

kn + 1
+

pn−1

kn + 1
(1 + o(k3−n)) + o(1)

=
pn−1k + 1

kn + 1
+

pn−1

kn + 1
(1 + o(k3−n)) + o(1)

=
pn−1k + 1

kn + 1
+

pn−1

kn + 1
(1 + o(1)) since n ≥ 3,

>
pn−1k + 1

kn + 1

Moreover, pn
′ − a = pn−1

kn+1 |p
n − 1 so L splits over Fpn and it has pn

′ − a + 1 =
pn−1
kn+1 + 1 ≈ kn(n−1) ≈ pn′ roots if kn � 1.
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Furthermore,

an =

(
pn−1k + 1

kn + 1

)n
=

(
pn−1k

kn + 1
+ o(1)

)n
=
p(n−1)

2+n−1kn

(kn + 1)n
+ o

(
pn(n−1)kn

kn2

)
= p(n−1)

2 pn−1kn

(kn + 1)n
+ o(kn(n−1)

2

)

= p(n−1)
2 (kn(n−1) − (n− 1)k1+n(n−2) + o(nk1+n(n−2)))kn

(1 + 1/kn)n
k−n

2

+ o(kn(n−1)
2

)

= p(n−1)
2

(1− (n− 1)k1−n + o(nk1−n))(1− k−n + o(k−n)) + o(kn(n−1)
2

)

= p(n−1)
2

(1− (n− 1)k1−n + o(nk1−n)) + o(kn(n−1)
2

)

< p(n−1)
2

Thus β := n logp a/(n− 1)2 = (logp a
n)/(logp p

(n−1)2) ≤ 1.
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